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constraints but did not extend e�ciently to non-linear constraints, such as thosefound in the remaining portions of TCAS II.In this paper, we propose to represent each (linear or non-linear) constraint,instead of each bit, as a BDD variable. For soundness and completeness, in-feasible combinations of constraints have to be detected, which we do using anauxiliary constraint solver.The class of systems we consider is de�ned by a restriction on the updatesto data values: a transition must either set all new data values based only onabsolute properties of their current values, or else leave them unchanged. A keyproperty of such systems is that the decision to take a transition depends on thecurrent data only via Boolean combinations of the constraints originally presentin the speci�cation. This restriction was also partly motivated by the semanticsof RSML and, although it cannot handle all of TCAS II, it does allow modelingof a signi�cant portion of it. We de�ne our system model and show the keyproperty of the restrictions on the transitions in Sect. 2.Given the key property, a simple approach to combining the model checkerand constraint solver is to test all combinations of constraints for feasibilitybefore applying model checking. We develop a potentially more e�cient approachwhereby we prune the infeasible paths from the BDDs on the 
y. We present ourmodel checking algorithms in Sect. 3. and give a simple example that has beenanalyzed with our prototype implementation in Sect. 4.Related Work. We have opted to augment BDD-based model checking to dealwith non-linear constraints. The main reason is that we are interested in systemswith large and complex control logic, for which only BDD-based model check-ing has proven to work well. The high dependence between control and datapaths also prevents us from separating them for veri�cation, a technique that issometimes used in microprocessor veri�cation.Most work on handling non-linearity in veri�cation has been focused onarithmetic circuits. One approach is to use BMDs or *BMDs [BC95] and theirvariants, such as HDDs [CFZ95]. Although they can represent the product xyconcisely, representing the constraint xy = z still requires exponential size. Infact, Thathachar [Tha96] shows that small variations of these representationsare not likely to solve the problem. Our approach can deal with not only inte-gral multiplicative constraints but also arbitrarily complex (e.g. trigonometric)constraints over �nite or in�nite domains, provided an appropriate constraintsolver is available.Abstracting a constraint as a single Boolean variable is not a new idea (e.g.,[CDV96]). However, since infeasible combinations of constraints are not auto-matically detected, either the approach is incomplete for safety properties, orit requires substantial manual abstraction. Wang et al. [WME93] also representcertain timing constraints in distributed real-time systems as BDD variables.However, to ensure soundness and completeness, their method requires buildinga BDD in exponential time before running the �xed-point algorithm. We try toavoid a similar preprocessing by restricting the class of systems that we dealwith and by �ltering the BDDs on the 
y.2



Note that the work on nonlinear hybrid systems [HH95] di�ers from ourssince it is concerned with constraints that are non-linear di�erential equations.2 ModelsWe �rst give the de�nitions of basic transition systems, bisimulation equivalence,and quotient systems. Then we present our system model, whose semantics canbe de�ned in terms of a basic transition system, and then show that certainrestrictions on the transitions give rise to a natural bisimulation.2.1 Basic Transition SystemsA reactive system can be modeled as a basic transition system hQ;Q0;!; �; Li,where Q is a set of states, Q0 � Q is a set of initial states, ! � Q � Q is thetransition relation, � is a set of atomic propositions, and L:Q 7! 2� labels eachstate with the set of atomic propositions in � that are true in that state. If wehave q ! q0, then the state q0 is called a successor of q.Intuitively, an observer sees the label of the current state, but not the stateitself. Two states are indistinguishable if their labels are the same and theirsuccessors are again indistinguishable. Formally, we say that an equivalence re-lation � of Q is a bisimulation (cf. [Mil80, pp. 42]) if for all states q1 and q2, wehave that q1 � q2 implies (1) L(q1) equals L(q2) and (2) for all q01 in Q withq1 ! q01, there exists a q02 in Q with q2 ! q02 and q01 � q02.The quotient system of hQ;Q0;!; �; Li with respect to a bisimulation � isa basic transition system hQ�; Q�0 ;!�; �; L�i. The quotient state space Q� isthe set of equivalence classes induced by �. For all S and S0 in Q�, we haveS !� S0 if and only if there exist an s in S and an s0 in S0 with s ! s0. Wede�ne L�(S) = L(s) for any s in S, and Q�0 = fS 2 Q� j S \Q0 6= ;g. We saythat � is �nite if Q� is �nite.Many properties of hQ;Q0;!; �; Li can be expressed in the temporal logicCTL* [EH86] as formulas whose atomic propositions are taken from �. CTL* isstrictly more expressive than CTL and LTL, commonly used in model checking.For our methods we need the following theorem (see, for example, [BCG88] fora proof of a similar theorem):Theorem1. Any CTL* formula f is true in a basic transition system M if andonly if f is true in the quotient system of M with respect to any bisimulation.2.2 System ModelWe are interested in reactive systems with a �nite control component and a �niteor in�nite numeric data component. The control component is represented bya �nite set N of control nodes . The data component is represented by a �nitevector x of data variables , and the domain of each variable is a �nite or in�nitesubset of IR, the set of reals. Let D be the Cartesian product of the domains of3



the data variables. An assignment to x denotes a point in D, and a constrainton x denotes a subset of D. More explicitly, a constraint c(x) is a predicate ofthe form g(x) ./ 0 with g:D 7! IR and ./ is one of f<;�;=; 6=;�; >g. If we haveg(x) � a � x+ b for some vector a and constant b, then the constraint is linear .We are interested in both linear and non-linear constraints. We also call any�nite Boolean combination of constraints a constraint. We denote by [[c(x)]] theset of points in D that satisfy c(x). The constraint c(x) is feasible if and only if[[c(x)]] is not empty. We write c for c(x) when there is no ambiguity.Our system model is a tuple hN;N0;x; D;�;Ci, where N , x, and D arede�ned as above, N0 � N is a set of initial control nodes, � is a mapping fromN2 to 2D�D, and C is a �nite set of constraints on x. The system model de�nes abasic transition system hQ;Q0;!; �; Li as follows. The state space Q is N �D.The set of initial states Q0 is N0�D. We de�ne L(v; a) = fvg[fc 2 C j a 2 [[c]]gand � = N [ C. Intuitively, this choice of labeling implies that the controlnodes are fully observable, while data points are only distinguishable throughthe constraints in C.The transition relation ! is de�ned so that for all (v; a) and (v0; a0) inN � D, (v; a) ! (v0; a0) if and only if (a; a0) is in �(v; v0). If we de�ne x0 =(x01; x02; : : : ; x0m), the \next-state" version of x = (x1; x2; : : : ; xm), then we canthink of � as specifying as a mapping from pairs of nodes to joint constraintson x and x0. That is, for any v and v0 in N , we have �(v; v0) = [[�(x;x0)]] forsome constraint �(x;x0). For example, if �(v; v0) is [[x1 > 0 ^ x01 = x1 + 1]]and the domain of x1 is IR, then (1; 2) 2 �(v; v0) so (v; 1)! (v0; 2) is a possibletransition.2.3 Restrictions on TransitionsThe system model de�ned above is very general and contains classes of systemsthat are undecidable or intractable for model checking. We restrict our attentionto system models with the following property on �.Property 2. For all (v; v0) in N2, �(v; v0) is either1. [[�1(x) ^ �2(x0)]], or2. [[�1(x) ^ �2(x0) ^ x0 = x]]where �1(x) and �2(x) are some Boolean combinations of constraints from C.In the above de�nition, �2(x0) is the renaming of �2(x) with the occurrencesof x replaced by x0. We call the �rst kind of transition above data-memoryless .The idea is that the value of x0 is independent of x. For example, �(v; v0) =[[x1 < 3 ^ x01 > 5]] satis�es the property (if the constraints x1 < 3 and x1 > 5are in C). The second kind of transition is called data-invariant since the valuesof all the data variables remain unchanged after the transition.Property 2 may seem quite restrictive. Even the simple constraint x01 = x1+1mentioned earlier is ruled out. However, it does allow complex \guarding condi-tions", like x1x2 < x3 or x1 > sinx2, etc. As we will see in Sect. 4, this property4



is naturally exhibited by certain Statecharts machines whose internal steps, whileresponding to particular changes in their environment, may be modeled as data-invariant transitions and whose environment may be modeled conservatively viadata-memoryless transitions.The key observation is that for any system model with the above property,the equivalence relation induced by the labeling is a bisimulation. Furthermore,the bisimulation is �nite even if D is in�nite.Theorem3. Given a system model with state space N�D and labeling functionL, let � be the equivalence relation of N�D such that for all (v1; a1) and (v2; a2)in N � D, we have (v1; a1) � (v2; a2) if and only if L(v1; a1) equals L(v2; a2).The relation � is a �nite bisimulation for system models that satisfy Property 2.3 Model CheckingAs a result of Theorems 1 and 3, given a system model with Property 2 and aCTL* formula, it is su�cient to verify the quotient system with respect to �.In this section, we �rst describe a Boolean encoding of the quotient system, andgive a straightforward model checking algorithm which requires an exponential-time preprocessing stage to build a special BDD. Then we explain how thatmay be avoided by an operation we call �ltering. Although the worst-case timecomplexity of �ltering BDDs is also exponential, the hope is that the actual timerequired is less than the worst case.We assume that we have a constraint solver that given a set of constraints candetermine whether their conjunction is feasible. This problem has been studiedby the constraint logic programming (CLP) community to extend CLP languagesfor non-linear constraints, and also by the operations research community tosolve constrained optimization problems by �rst �nding a feasible point.3.1 A Boolean Encoding for Model CheckingGiven a system model hN;N0;x; D;�;Ci, the quotient state space with respectto �, i.e. the set of equivalence classes of N �D induced by �, is of the formN �D� where D� is a collection of disjoint subsets of D, which we call regions,de�ned by the set of constraints in C that are true on those data points.Our goal is to encode the quotient system symbolically by a set of Booleanvariables so that BDDs can be used. The control part is encoded in a conventionalmanner: we encode the node v 2 N in some convenient way as an assignment N (v) to a vector v of n Boolean variables with n � dlog jN je, e.g. as the binaryencoding of a number between 1 and jN j.The way we handle the data part, D�, distinguishes our approach fromothers. For C = fc1; : : : ; cmg, each region is of the form [[�]] with � � V1�i�m liwhere li is either ci or :ci. This suggests a natural embedding  D of D� intof0; 1gm in which an assignment to a vector k of m Boolean variables k1, k2; : : : ,km encodes a region [[�]] if ki is set to 1 exactly when ci occurs positively in5



�. We also de�ne a Boolean function Feas(k) such that Feas(k) = 1 if only ifk 2 Im D , i.e. k encodes a feasible constraint.A state in the quotient system is encoded as an assignment to (v;k), and a setof states can be represented in the standard way as a Boolean function S(v;k),such that a state (v; k) is in the set if and only if S(v; k) = 1. (As is usual, we willthink of S as a function and as a set interchangeably.) In general an arbitrary Smay contain infeasible states | assignments to (v;k) with Feas(k) = 0 | thatwe can remove by computing S ^ Feas .We now de�ne a transition relation R on f0; 1gn+m that encodes the transi-tions of the quotient system on N �D�. That is, we de�ne a Boolean functionR(v;k;v0;k0), where k0 = (k01; k02; : : : ; k0m) and v0 are the next-state versions ofk and v respectively, that represents the transition relation of the quotient sys-tem. A natural condition in doing this would be to restrict R(v; k; v0; k0) to be1 only if (v; k) and (v0; k0) each encode elements of N �D�; however this maylead to a very large BDD for R if the BDD for Feas is large. Instead, we permitR to be 1 for values of k and k0 that encode infeasible constraints and rely onmanipulation of the state representations to eliminate infeasible states.More precisely, let �(v; v0) be [[�v;v0(x;x0)]] for some constraint �v;v0(x;x0)which satis�es Property 2. If we replace each ci(x) and ci(x0) in �v;v0(x;x0) withki and k0i respectively (just as in our encoding of quotient states) and conjoinki = k0i for i = 1; : : : ;m if the transition is data-invariant, we obtain a Booleanfunction �v;v0(k;k0). It can be shown that if (v; k) and (v0; k0) encode states(v; [[�]]); (v; [[�0]]) 2 N � D�, then (v0; k0) is a successor of (v; k) if and only if�v;v0(k; k0) = 1. The relation R(v;k;v0;k0) is thenW(v;v0)2N2 (v =  N (v) ^ v0 =  N (v0) ^ �v;v0(k;k0)) :The BDD for R is easy to build from the system model description and thusconventional model checking algorithms can now be used to compute in thequotient system, provided that we also conjoin each set of states encounteredwith Feas to remove infeasible states.However, even if the BDD for Feas is small, in general there may be noe�cient way of computing it. The naive method enumerates all 2m assignmentsto k and invokes the constraint solver to check the feasibility of each case. Thismethod may work well if the number of constraints m is small.3.2 FilteringWe can avoid building the BDD for Feas if we have some other way of removinginfeasible states. One solution is �ltering the functions on the 
y. We representan arbitrary function S by a BDD in the implementation which, to simplifythe terminology when explaining �ltering, we think of as simply a DNF formularepresenting S, consisting of the disjunction of all the paths from the root to theleaf 1. The idea of �ltering is that, instead of computing S ^ Feas , we removeevery disjunct d of S with d ^ Feas � 0. We denote the resulting function asFilterFeasS. (Note that the value of FilterFeasS depends on the particular DNFrepresentation for S.) 6



Since every disjunct d is a conjunction, we can determine whether d is fea-sible using the constraint solver, without computing Feas(k). Note also thatFilterFeasS and S ^ Feas are not necessarily the same function. For example,let S be the constant function 1, which can also be its DNF representation.Then, we have S ^ Feas � Feas but FilterFeasS � 1. In general, we have(S ^ Feas) � FilterFeasS � S (the inclusion is referring to the sets representedby the Boolean functions). Although FilterFeasS still contains some infeasiblestates, we will show that it is su�cient for model checking.The algorithms for symbolic model checking [BCM+90] involve four types ofoperations on sets of states: Boolean operations, emptiness checking, image (orpre-image) computation, and �nding elements in non-empty sets (for counterex-ample traces). The lemma below is easy to prove and implies that for Booleanoperations we can delay the removal of infeasible states until the end (S and Tare arbitrary Boolean functions).Lemma4. We have the following equalities:(i) (S ^ Feas) ^ (T ^ Feas) � (S ^ T ) ^ Feas :(ii) (S ^ Feas) _ (T ^ Feas) � (S _ T ) ^ Feas :(iii) (:(S ^ Feas)) ^ Feas � (:S) ^ Feas :The functions on the left hand side are the straightforward way of doing theoperations. On the right hand side, we do the same operations but remove in-feasible states only in the �nal result. The next lemma implies that if we onlycare whether the set is empty, then even the �nal result does not need to beintersected with Feas ; instead, we can check the emptiness of the �ltered result.Lemma5. S ^ Feas � 0 if and only if FilterFeasS � 0.The next lemma gives a way of computing the image (i.e., successors) of a setof states without using Feas (pre-image computation is similar).Lemma6. We have the following equality:9v: 9k: (Feas(k) ^ S(v;k) ^ R(v;k;v0;k0))� 9v: 9k: �FilterFeas(k) (S(v;k) ^ R(v;k;v0;k0))� :As a result of the above three lemmas, the only necessary change to the con-ventional symbolic model checking algorithms is to use the right hand sides ofLemmas 5 and 6 to detect convergence and compute images respectively. Finally,the following lemma implies a way of �nding a feasible state in a set.Lemma7. If we have FilterFeasS 6� 0, then for each disjunct d of FilterFeasS,there exists an assignment to the input variables of S with d^Feas = 1:So to �nd a feasible state in S, we compute FilterFeasS and pick an arbitrarydisjunct d, which corresponds to a partial assignment to the variables. To get acomplete assignment, the unassigned variables not in k can be set arbitrarily.For the unassigned variables in k, we can set them one by one using information7



Filter(B: BDD): BDDLabel(B,true)return Prune(B)Prune(B: BDD): BDDif B = 0 or B = 1 then return Blet yj = B:Varif j > l then return Bif hB;B0i is in cache, return B0if B:Ledge = >then B0  Prune(B:Lchild)else B0  0if B:Redge = >then B1  Prune(B:Rchild)else B1  0B0  ITE-BDD(B:Var ; B0; B1)insert hB;B0i and hB0; B0i in cachereturn B0

Label(B: BDD, �: Constraint): f>,?gif B = 0 then return ?if B = 1 then return FEAS(�)let yj = B:Varcasej < u: : : : : : : : : (case 1: upper layer)if B:Ledge = ? thenr0  Label(B:Lchild ; �)B:Ledge  r0else r0  B:Ledgeif B:Redge = ? thenr1  Label(B:Rchild ; �)B:Redge  r1else r1  B:Redgeu � j � l: : : : (case 2: middle layer)r0  Label(B:Lchild ; � ^ I(:yj))if r0 = > then B:Ledge  >r1  Label(B:Rchild ; � ^ I(yj))if r1 = > then B:Redge  >j > l: : : : : : : : : (case 3: lower layer)return FEAS(�)endcaseif r0 = > or r1 = > then return >else return ?Fig. 1. A BDD �ltering algorithmfrom the constraint solver: pick an unassigned variable and arbitrarily set it to 0,and if the extended assignment is not feasible, revert it to 1 (the new extendedassignment is guaranteed to be feasible). Repeat until all the variables are set.3.3 Filtering BDDsFiltering a BDD amounts to removing all paths from the root to the leaf 1 thatcorrespond to infeasible constraints. Figure 1 shows a BDD �ltering algorithmFilter. We assume that the given BDD is a function of v and k, which is being�ltered with respect to Feas(k). (What we will describe can be easily generalizedto handle functions of (v;k;v0;k0) and �ltering with respect to Feas(k0).) Thealgorithm consists of two phases: in the labeling phase, it labels the edges alongall feasible paths with >, and in the pruning phase, it redirects the edges notlabeled with > to the leaf 0.Each non-leaf BDD node has �ve �elds. The Var �eld stores the BDD vari-able. The Lchild �eld points to the 0-child BDD. The Ledge �eld is the labelof the left edge, which is either > (feasible), ? (infeasible), or ? (unknown, theinitial value). The Rchild and Redge �elds are symmetric. Suppose the BDDvariables in order are y1; y2; : : : ; yu; : : : ; yl; : : : ; ym+n, where yu and yl are the8



�rst and last variables in k. We call the part of the BDD with variables y1through yu�1 the upper layer, yu through yl the middle layer, and yl+1 throughym+n the lower layer. Therefore, only the middle layer contains variables in k.The routine Label traverses the paths in a depth-�rst manner, keeping trackof the corresponding constraint � as it walks down a path. Case 2 is importantfor correctness, while cases 1 and 3 are for optimizations|each node in the upperlayer is not visited more than once (case 1), and nodes in the lower layer are notexplored at all (case 3). The constraint solver FEAS takes a constraint �, andreturns > if � is feasible, or ? otherwise. The function I \interprets" the BDDvariables as data constraints. For each vi in v, we have I(:vi) = I(vi) = true,and for each ki in k, we have I(ki) = ci and I(:ki) = :ci. The routine Pruneperforms the pruning phase. The function ITE-BDD takes a BDD variable yand two BDDs B0 and B1, and returns a BDD with top variable y, 0-child B0and 1-child B1.Assuming that FEAS takes constant time, the time complexity of Filter islinear in the number of nodes in the upper layer, and in the number of paths inthe middle layer (which is the major bottleneck of the algorithm).A Re�nement. It makes sense to �lter the BDDs instead of building Feas onlyif the number of paths checked is smaller than 2m. Unfortunately, �ltering S^Ras suggested by Lemma 6 may be very expensive. To see this let R(v;k;v0;k0) beR1(v;k;v0;k0)_ (R2(v;k;v0;k0) ^ k0=k), where R1 and R2 ^ k0=k representthe data-memoryless and data-invariant transitions respectively. The constraintk0=k conjoined with R2 introduces a path for each possible assignment to k, sothere may be 2m paths to check. However, the observation is that we can renameeach k0i in R2 to ki without changing the function R2 ^ k0=k, thus eliminatingk0 from R2. We have the following lemma.Lemma8. The following equality holds:�9v: 9k: �FilterFeas(k) (S(v;k) ^ R(v;k;v0;k0))�� ^ Feas(k0)� (U(v0;k0) _ V (v0;k0)) ^ Feas(k0)with U(v0;k0) = 9v: 9k:FilterFeas(k) (S(v;k) ^ R1(v;k;v0;k0))V (v0;k) = 9v:FilterFeas(k) (S(v;k) ^ R2(v;k;v0)) :So we compute U _ V , handling the constraint k=k0 implicitly.4 Implementation and ExampleWe implemented the above algorithms in SMV [McM93]. The constraint solverused was QUAD-CLP(IR) [PB94], a less incomplete solver than CLP(IR) forquadratic constraints. We had access only to the executable of the solver, so itwas integrated with SMV through interprocess communication.9
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this mechanism in the �gure and assume the components execute in the follow-ing order: in the �rst micro-step, Own vel and Front vel execute concurrently(i.e., each takes one enabled transition, or stays unchanged if none is enabled);in the second and third micro-steps, Sensitivity and Cruise Control execute re-spectively. The three micro-steps together form a super-step. Transitions in acomponent are guarded by assertions on the inputs and/or other components. Itshould be clear that we can construct the product system of the components inthe usual manner and represent it with a system model (Sect. 2.2). The valuesof all the inputs are nondeterministic at the beginning of a super-step, but dur-ing a super-step they are assumed to be unchanged by the so-called synchronyhypothesis . Therefore this system satis�es Property 2: micro-step transitions aredata-invariant, while transitions across super-steps are data-memoryless.We veri�ed several safety properties of a model of this system using our proto-type implementation. In the model, there are (at least) six Boolean variables rep-resenting constraints: so � 25; so < 15; sf � 25; sf < 15; ((d� 1=d)=max(1; so �sf )) < 2; ((d � 10=d)=max(1; so � sf )) < 2. Additional Boolean variables areused when the property being veri�ed contains other constraints. We focusedon verifying that Cruise Control is never in the Cruise node under certain con-ditions, for example, when d is less than 2, (That is, in CTL, AG !(d < 2& Cruise Control = Cruise).) This property is false because the two transitionsinto the Cruise node are not guarded by :too close. The model checker correctlyshowed a counterexample. After strengthening the guards on the two transitions,the property was veri�ed true. Two other related properties were also success-fully veri�ed: Cruise Control is never in the Cruise node when either (1) d isless than 4 and Sensitivity is High, or (2) d is less than 20, Sensitivity is High,and Sen is Low. Each of the above speci�cations was evaluated within a secondby our prototype implementation. The numbers of calls made to the constraintsolver were at most about 30% of the number of calls required to construct Feas .5 ConclusionThe technique described in this paper can be generalized in various ways. Theidea can be applied to systems with transitions annotated by assertions in anytheory, if a decision procedure for the theory is available. Allowing transitionsthat are not data-memoryless or data-invariant can make the technique moreuseful, but that would probably require computing a bisimulation before apply-ing model checking, or approximating one on the 
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