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Abstract—In this paper, we describearecever basedcon-
gestioncontrol policy that leveragesT CP flow control mech-
anismsto prioritize mixed traffic loads acrossaccesdinks.
We managequeuing at the accesdink to: (1) improve the
responsetime of interactive network applications; (2) re-
ducecongestion-elatedpacket losseswhile (3) maintaining
high thr oughput for bulk-transfer applications. Our policy
controls queuelength by manipulating receie socket buffer
sizes. We have implemented this solution in a dynamically
loadable Linux kernel module, and testedit over low band-
width links. Our approachyields a 7-fold improvementin
packet latency over an unmodified systemwhile maintain-
ing link utilization at 94%. In the commoncase congestion-
related packet lossesat the accesdink can be eliminated.
Finally, by prioritizing short flows, we show that our system
reducesthe time to download a complexweb pageduring a
largebackground transfer by a factor of two.

I. INTRODUCTION

To handleincreasingnternettraffic, network backbones
have beenequippedvith high speedinks andfastrouters.
Overprovisioning backboneslleviatescongestionwithin
the network, but also movesit to the edges:the access
links of sendersandrecevers. Studieshave shavn that
Internettraffic is asymmetric:mosttraffic is sentfrom the
senertotheclient[1], [2], [3]. Whenaclient'saccesdink
(e.g.,modemor DSL connectionhaslimited bandwidth,
this link is often the location of the network bottleneck.
Managingcontentiorbetweerincomingtraffic flowsatthe
recever’s accessink is thefocusof this paper

Althoughaccesdinks aretypically usedto performone
operationat a time today this will be lesstruein the fu-
ture. Usersnaturallywantto continueto work duringlong
lateny operationsFor example,a usermightbrovseweb
pageswhile listeningto real-timestreamingaudio,down-
load a software packagewhile participatingin a chatses-
sion with a friend, or download imagesfrom a mailbox
while checkingstock quotes. In eachof thesescenarios,
performancesuffers becauseof contention. The aggres-
sive download behaior of web browsersoften degrades
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the quality of the streamingaudio by overwhelmingthe
link. A long runningdownloadintroducesgueuingdelay
that may malke the chatsessionessresponsie. Finally,
a new web connectiomrmay not be ableto geta fair share
of bandwidthquickly if along runningtransferhasfilled
theaccesdink’'s queue We presenbneaspecbf thiscon-
tentionin Figure1l: the responsdime of a telnetsession
becomesntolerableasa backgroundransferaddsqueue-
ing delay

telnet latency (s)
o - N w N (4]

T T T 1
40 60 80 100

time (s)

n
o

Fig. 1. Effectsof queuingdelayonthelateng of telnetpaclets
during an ftp transferover a 28.8 modem. Dotted lines at
left andright representhe startandend of the ftp transfer
The 4 seconddelay representsignificantbuffering at the
accesdink. Roundtrip time without queueingdelay was
0.16seconds.

It is in theclient’s interestto reducequeueingatthe ac-
cesslink in orderto solve the problemspresentedy the
scenarioslescribedabore. Furthermorethe client hasall
the information necessaryo determinethe rate at which
pacletsshouldbesentby thesener. Thebandwidthof the
link is known, becausehe usertypically paysfor it. The
recever alsoknows the numberof connectionshatareac-
tive aswell astherelative importanceof differentstreams.
Whenthereare several concurrentconnectionausing the
recever’s accesdink, it is naturalfor therecever to man-
agetheresultingcongestionusingtheinsightbehindshar
ing perpathstatebetweerconnectionssdescribedn [4]
and[5]. We believe thata cooperatie congestiorcontrol
strategy, wheretherecever limits congestiorattheaccess
link andthe sener limits congestionn therestof the net-
work, is the mosteffective approach.Our recever based
policy managegongestiorby controllingthe sizeof each
connectiors adwertisedwindow.

While TCPis thedefault protocolfor implementingnet-



work servicesit is notwell suitedfor managingcontention
at a users accesdink. TCP congestioncontrol schemes
rely entirelyon parametersaintainedy the sendei(gen-
erally the sener), which is compelledto infer the network
characteristic¢bandwidth sharing queuecapacity)of the
recever’s accesdink. Theonly signala TCP sendemuses
to infer thesecharacteristicss paclet loss. Although TCP
will adjustto the accesdink after loss detection,it will
overestimatelink capacity filling router buffers (poten-
tially causinglosson unrelatedinks sharingthe router),
andwill not prioritize amongflows.

We have implementedour recever basedpolicy in the
contet of a standardl CP/IP protocol. Most importantly
our policy hasbeenimplementedentirely within the re-
ceiver’s stack,andrequiresno protocolchanges.

The restof the paperis organizedasfollows. In Sec-
tion Il, wepresentainoverview of ourapproachSectionlll
present®ur modelof network performancewhichis used
in SectionlV to definearecever basedcongestiorcontrol
policy. In SectionV, we presenta summaryof obsered
performanceamprovements. In SectionVI, we describe
existing solutionsthat shareour goals. Finally, we con-
cludein SectionVII.

I1. OVERVIEW

The primary goal of our work is to reducethe re-
sponsetime of interactve applicationscontendingwith
bulk-transferflows. Responséimerepresentsiserpercep-
tible performanceandcontentionfrom backgroundrans-
fersis common.We hopethat by reducingresponseime,
the overall utility of theseaccesdinks is improved.

To realize this goal, we leverageTCP’s flow control
mechanisnto limit the size of the sendes sliding win-
dow. Thiswindow is anabstractiorior themaximumnum-
berof bytesa sendelis allowedto transmitbeforegetting
an acknavledgmentfrom the recever. Threeparameters
control the size of this window: the congestionwindow
(cwnd), the senders buffer size,andthe recever’s adver
tisedwindow. At ary given time, the smallestof these
parameterslefinesthe sizeof the windowv. The cwnd pa-
rametereflectsthe sendess estimateof the capacityof the
network. Thatis, %424 is rateat which the senderthinks
the network canabsorbtraffic. The recever’s adwertised
window is includedin eachacknavledgmentreturnedto
the senderandcorrespondso the amountof buffer space
availableto receve additionaldata. For all but very high
bandwidthconnectionsthe size of the sliding window is
usuallyboundby thecwnd parameterHowever, arecever
canlimit the size of the window by allocatinga smaller
buffer.

The fundamentaideabehindour solutionis to control

the recever’s adwertisedwindow of eachopensoclet by
manipulatingits receve buffer size. At a high level, we
shrink the receve buffers of long lived trasfersto reduce
thequeueinglelayexperiencedy interactve applications
andincreasehe throughputseenby shorttransfers.Each
flow recevesa differentallocationbasedon its roundtrip
time andrelative priority. Our approachs simpleandhas
seseralbeneficialproperties:

Managesqueuingdelay experiencedby incoming traf-
fic: By reducingthe size of buffers allocatedto connec-
tions, we have the ability to limit the numberof paclets
gqueuedat the bottlenecklink, controlthe compositionof
the queue,and boundqueuingdelay This is useful for
the following reasonsFirst, it allows usto reducethere-
sponsdime obsered by usersof interactve network ap-
plications.Secondgontrollingthequeuesnablesisto pre-
emptthepacletlossthatoccurswhenTCP’sadaptve con-
gestioncontrolalgorithmoverestimatethe capacityof the
network. Third, a shortqueueallows nenv connectiongo
progresshroughconnectionsetupandslow startquickly
andachiere alarge shareof thelink’s bandwidth.

Presewes link utilization: By allocating bulk-transfer
connectionsuffer sizesequivalentto thebandwidth-delay
product,we have the ability to reducequeuingwithout ad-
verselyimpactingthroughputperformance.

Adapts to changingworkloads: Sincewe candynam-
ically adjustbuffer sizesand changethe size of the ad-
vertisedwindow in eachacknavledgmentwe canquickly
respondo changesn workloads.In latersectionswe de-
scribethe algorithmsusedto guidebuffer allocationdeci-
sions.

Deployseasily: We believe our solutionhasfewer barri-
ersfor acceptancbecausd is terminal,requiresno modi-
ficationsto thenetwork, seneror applicationsoftwareand
requiresno supportfrom a serviceprovider.

I11. MODELLING LATENCY AND THROUGHPUT OF

Low BANDWIDTH LINKS

To controlqueueindy adjustingreceve buffer sizesef-
fectively, we needto relatea connectiors window sizeto
the length of the queueat the bottlenecklink. This rela-
tionship dependson two factors: the connectiors round
trip time, andits shareof throughput.In this section,we
describea simple, steady-statenodelthat illustrateshow
thesefactorsinfluencebuffer size selection. The model
assumesonnectionsrerecever-window limited andthat
significantqueueingoccursonly at the accesdink. The
effectsof lossandvariancein network delayareignored.
While this modelis highly simplified, it is sufiicient for
our purposessincewe focuson the performanceof low-
bandwidthlinks. More generalmodelsof TCP perfor



mancearepresentedh [6] and[7].

In the absenceof queueingandloss, the window size
(i.e., numberof bytessentwithout waiting for acknavl-
edgmentshecessaryo keepa network link busyis equal
to the productof the connectiors bandwidth(X put;) and
its round trip propagationdelay (BaseRTT;). If more
bytesare sent,thoseadditionalpacletsarequeuedn the
network, typically at the bottlenecklink. Restatedalge-
braically the numberof pacletsin the network for each
connection in steadystateis equalto thenumberof pack-
etswaitingin thequeue plusthebandwidthdelayproduct.

window size; = Q packets; + Xput; x BaseRTT;

The paclets making up the first term increasequeueing
delay while the paclets making up the secondpresere
throughput.

Thequeueandlink arebothsharedbetweerall N con-
nectiongransferringdata:

Q packetsiora = Z Q packets;
1<i<N

Xputiinky > Xputactual = Z Xput;
1<i<N

Xputjine is the maximum bandwidth of the link and
Xputgeua 18 its deliveredthroughput. The challengeis
to globally chooseall window size; sothat X puteciyar =
Xputine andQ packetsipia =~ 0.

A. Reducing Latency

For interactve applicationsuserresponsd¢ime depends
primarily on thelateng experiencedy thatapplications
paclets. This lateny is the sumof propagatiordelayand
queueingdelay:

RTT; = BaseRTT; 4+ Q delay

The delay associatedvith queuedpacletsis equalto the
sizeof thosepacletsdivided by thelink’s throughput:

Q del Q packetsiora X Packet size
elay =

Xputying

The way to decrease(® delay is by reducing
Q packetsioqr, Which is in turn decreasedy reducing
window sizes.

B. Preserving Throughput

Theactualthroughpudeliveredby thelink is limited by
two factors:the speedof thelink, X put;;,;, andtheratio
of the numberof pacletsin flight to theroundtrip time of

a connection.The secondfactorreflectsthat at mostone
window size worth of datacan be transferredper round
trip, andthat eachroundtrip, whenthe link is underuti-
lized, experiencesio queueingdelay

window size;

Xp'ultactual = MIN(XPUtlznka BaseRTT:
2

1<i<N

)

To malke certainthat all available bandwidthis being
consumedthat X put,ciua = X putiing, it is desirableto
gueuea smallnumberof extra paclets. Queueingalsoen-
suresthatthelink remainsbusy while the senderoperates
with areducedwindow size during lossdetectionandre-
covery.

1V. RECEIVER WINDOW CONTROL STRATEGY

The modelsdecribedabore guide usin improving re-
sponsdime on a low-bandwidthlink by manipulatingan
individual recever’s adwertisedwindon. TCP determines
the adwertisedwindow basedon the spaceavailablein a
soclet's receve buffer, whichis allocatedby the operating
system.In this sectionwe describea policy for settingthe
receve buffer sizesof all openconnectionghatprioritizes
short,interactve flows to reduceresponsdime.

Implementing an adaptve buffer allocation policy
presentsseveral challenges. First, we must define how
flows are classified. We classify flows to enableprioriti-
zationof interactive and short-lived flows over long-lived
bulk-transferflows. Secondwe mustdecidewhenthepol-
icy makeshbuffer allocationdecisions Finally, we mustde-
terminetheamountof buffer spacehatshouldbeallocated
to flows of eachclassto reduceresponsdime. We address
eachof theseissuesn greaterdetailin the following sec-
tions.

We valuedapplication-transgrency in our design,and
avoidedintroducingadditionalprogrammingnterfacesto
supportapplication-specififunctionality Specifically we
do not considerreal-timetraffic, which would likely re-
guireaninterfacefor specifyingreal-timerequirementsln
addition,we do not supportapplicationdictatedpriorities,
like thosesupportedby WebTP[8]. Extensiongo support
thesefeaturesarereasonablstraightforvard.

A. Classifying Flows

Classificationallows us to expresspreferenceshatin-
fluencehow limited link resourcesrepartitionedbetween
competingflows. Sincethe degreeof contentionfor the
link changesasconnectionsre createdor destrged, and
sincethe characteristicof a flow may vary over time, a
dynamicclassificatiorschemeés necessaty



We classifyflows into four priority classes:
i) Interactive flows are are sensitve to lateny perfor
mance but do not careaboutthroughput(e.g. a chatses-
sion).
i) Short-lived bulk-transfer flows are sensitve to both
lateny and throughputperformancee.g.,a HTTP con-
nectiondownloadinga smallwebpage.)
iii) Long-lived bulk-transfer flows are throughput-
intensve (e.g.,anftp downloadof alargeimagefile)
iv) Idle connectionseithersendnor receie data.
Connectionsareinitially classifiedby port numberand

guaranteec minimumbuffer sizeequivalentto oneMTU
(i.e., one paclet). In this section,we describehow the
policy determinesuffer sizeallocationsfor flowsin each
class,in orderof increasingpriority.

Therearetwo principlesthat guide decisionsof buffer
allocations. First, we want to control the length of the
gqueueattheupstreanrouter Secondwe wantto allocate
bandwidthby giving largerbuffersto shortlivedflows.

Therearetwo tamget queuelengthsour policy attempts
to maintainat the accesdink. Firstis Q Lengthpeiay,
which representshe queueingdelaythe useris willing to

then by their obsered behaior. This quickly separates tolerateto presere throughputWhenthereareinteractve

well known applicationslik e ftp andtelnet,into long-lived
bulk-transferandinteractve classestespecirely.

The policy classifiedlows dynamicallyby maintaining
modestadditional connectionstate. When an unknavn
connectioris openedit is considerednteractie. By keep-
ing track of the numberof bytesreceved by a connec-
tion sinceits last sentpaclet, we identify bulk-transfer
flows. Oncea connectiorrecevesat least Rcvgpopt, CUF
rently 2KB, it is classifiedas a short-lived bulk-transfer
flow. Whenthe amountof datareceved exceedsRcvgng,
currently8KB, the connectiorbecomes long-lived bulk-
transferflow. Idle connectionsarediscoseredby monitor
ing thetime elapsedsincea paclet waslastreceved. This
thresholds currently30 seconds.

B. Scheduling Buffer Allocation Decisions

When a connectionis established,destrgyed or re-
classifiedreceve buffer sizesfor all active socletsarere-
calculated.

Buffer allocationchangesreappliedconseratively to
promotestability The Linux implementatiorof TCP al-
readycloseghewindow slowly asnew pacletsfill it. That
is, it doesnot move the right edgeof the sliding window
to the left, asspecifiedin [9].1 Our policy increaseshe
buffer sizeon receiptof eachpaclet until thetamgetsizeis
reachedsimilar to slow start.

C. Dynamic Buffer Allocation

The sizeof the receve buffer allocatedto a connection
depend®ntheflow’s priority andthedegreeof contention
betweerexisting flows. Interactve flows have the highest
priority. Short-lved bulk-transferflows arenext, followed
by long-lived bulk-transferflows. We give idle flows the
leastpriority. This prioritization schemes influencedby
processschedulingalgorithmsin operatingsystemsthat
improve responsdime by favoring short jobs over long
runningprocesseslo avoid stanation,eachconnections

! This discrouragedbehaior is alsocalled“shrinking thewindow.”

flows, this valuelimits the queuelength. An emptyqueue
makesit harderfor the long lived flow to achieve the full
throughpubf thelink, andthistargetvalueallows theuser
to controlthebalancebetweerateny andthroughputpri-
oritization.

If thereare no interactve flows, or if Q) Lengthpejay
is larger, the queuelengthis limited by the secondtarmget
queuelength,@Q Lengthrss. Thisis the tagetlengthto
avoid queueoverflow andlossattheaccesdink. In thefor-
mulaspresentedh this sectiontheapplicablgargetqueue
lengthis presente@sQ Lengthrarget-

C.1 Idle Connections

Idle connectionseceve one-packt buffers. This small
buffer sizeis allocatedto avoid unpredictablédehaior in
casethe connectiors classificationchanges.If the con-
nectionbecomesctive, the policy canincreaséhe adwer
tisedwindow to theappropriatesizewithin oneroundtrip
time, while the connectioris still in slowv-start. By detect-
ing connectionghatbecomedle, we canredistritute link
resourceso otherflows andimprove their performance.

C.2 Long-LivedBulk-TransferFlows

Therearetwo casedo considerwhen selectingbuffer
sizesfor long livedflows. Whenthereareno higherprior-
ity flows, link resourcesredividedequally Whenhigher
priority flows exist, buffer allocationis limited to improve
theresponsdime of the higherpriority flows. Thesecases
arepresentedn moredetailbelow.

Casel: No Short-lved Connectionsin the absenceof
short-lved flows, the policy’s goalis to ensurethatlong-
livedflowsusethefull bandwidthof thelink, while bound-
ing the queuelengthto @ Lengthrarget- The buffer size
allocatedto eachlong-lived connectior is then defined
as:

buffer size; = 1)
Xputyng X BaseRTT; + QLengthrarget

Nouk




where Ny, correspondgo the numberof bulk-transfer
flowsin thesystem.Thisallocationapproximatesanequal
shareof the throughputand buffer spaceof the link, for
connectionsof varying BaseRTT. In SectionlV-D we
describehow parametewraluesin this equationare deter
mined.

Case2: Contentiorwith Short-lvedFlows. Toincreasehe
bandwidthavailableto short-lvedflows, we choosdo sac-
rifice the throughputof long-lived flows. Eachlong-lived
flow getsthe minimum buffer allocationof one paclet.
Although this may sererely impactthe throughputof the
long-lived connectionthe long lived transferis not throt-
tled for long: the short-lived connectiorwill eithertermi-
nateor quickly be demotedasit getsservice.

C.3 Short-lvedbulk-transferflows

When there are no interactve flows contendingwith
short-lved flows, each connectiors buffer size is de-
termined using equation 2 with @@ Lengthrarger =
@ Lengthross- When interactve flows are intro-
duced, the policy reducesbuffer sizes further using

Q LengthTa'rget = Q LengthDelay-

C.4 Interactve flows

Interactve flowstypically receve afew smallpacletsat
atime andthereforedo notconsumeanuchbandwidth.For
this reasonthe sizeof the buffer allocatedto this type of
flow haslessimportance.To guardagainsthe casewhere
aninteractve flow becomes bulk-transferflow, we allo-
catethesamebuffer sizeasotherbulk-transferflows, using
equation2 above.

D. Determining Parameters

Valuesfor parametersisedby the policy aregenerally
suppliedby the user but could easily be determineddy-
namically In this subsectionwe describehov we cur
rently settheseparametersand stratgies that could be
usedto dynamicallyestimatehem.

Xputine, thebandwidthof theaccesdink, is currently
a userspecifiedparameter Several tools are available
for dynamicallymeasurindink throughput10], [11], al-
thoughtherecever couldsimply obsere therateatwhich
pacletsarereceved.

Q Lengthr,.ss is setto one half the size of the queue
of buffers available at the accesdink. We estimatethe
availablequeudengthby notinghow mary consecutiely
sentUDP pacletsarereceved from a hoston the Internet
closetotheaccesdink. A usefulestimatecouldbederved
passiely from the patternof lossduring TCP slow start.
Toolslikethosedescribedn [12], [13] couldalsobeused.

Q Lengthpe, is definedby a usersuppliedvalue.
Thisvalueexpressesnaximumincreasen lateng theuser
is willing to toleratedueto paclets queuedat the access
link. We have configuredhislengthto correspondo a0.4
seconddelay A reasonablevaluefor this parametemay
decreassavith increasedink speed.

Ny, the total number of bulk-transfer flows, is a
countemaintainedoy thepolicy.

Rcvgpors and Revyong aresetto 2KB and8 KB, respec-
tively, but couldincreasewith X puty;,.z.

Gettinganaccuratevaluefor Base RT'T; is difficult be-
causeroundtrip time measurementmaintainedby TCP
variablesare aggrgatedinto a smoothedroundtrip time
estimate srtt, which includesqueueingdelay Our policy
estimatepropagatiordelayusingthe minimumroundtrip
time obsered. This is the sameapproachusedin TCP
Vegas[14].

Althoughthereareseveralimportantparameterasecdby
the policy, they arereasonablyeasyto derive. Thosepa-
rameterghatreflectlink characteristiceanbe determined
dynamicallyusing simpletools. The effectivenessof the
systemdoesnot seemto be sensitve to the higherlevel
parameterdike Q Lengthpeqy and Rcvgpor. Automati-
cally determiningappropriatevaluesfor theseparameters
is the subjectof futurework.

V. RESULTS

In this section,we evaluatethe effectivenessof our ap-
proach.Eachof theseperformanceneasurementdemon-
stratesan aspectof our goal to improve responseime
while maintaininghigh throughput.Specifically we shav
that:

« thelateny of aninteractve application(telnet)compet-
ing with a backgroundransferover a modemcanbe re-
ducedfrom over 4 secondgo 0.6 secondswith only a4%
sacrificein throughput;

« evenwhentransferringfrom a distanthostover a vari-
able network, lateny can be controlled, which demon-
stratesour ability to adaptto changingworkloads;

« thetime to downloada web pagewhile runninga large
backgroundransfercanbereducedyy afactorof two;

« in thecommoncase congestiorrelatedpaclet lossesat
theaccesdink canbeeliminated.

A. Experimental Setup

In eachexperiment,our client machinewasa Pentium
running a stableversion of the Linux operatingsystem
(2.2.7). The systemwasmodifiedto includeakernelmod-
ule with animplementatiorof our congestiorcontrol pol-
icy. For the first three experimentswe present,this ma-
chineis connectedo the Internetvia a 28.8 Kbpsmodem
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Fig. 2. Lateng for telnetpackets sentduring an FTP down-
loadof 240KB download.In (a),thedurationof thetransfer
was 73 secondsfor a throughputof 3.3KB/s. For (b), 76
secondsfor athroughputof 3.1KB/s. Thelargernumberof
pointsin thelower graphis dueto Nagle’s algorithm.

to the University of Washingtondial-in modempool. For
thelasttwo, a similar machines connectedhroughDum-
mynet[15] to simulatelinks of varyingspeed.

In almostall experimentswe executeftp transferdrom
the computersciencedepartmeng anorymousftp sener.
For thedistanthostscenariowe transferfrom anftp sener
in Australia.

The modems PPPsoftware was configuredto usean
MTU of 576 bytes. This is smallerthanthe default MTU,
andwaschoserbasedon initial experimentsandarecom-
mendationpresentedn [16]. We also usedthis smaller
MTU for theotherwiseunmodifiedsystem.

B. The Classic Scenario

The scenariothat sened as our early motivation con-
sistsof atelnetsessiorrunningsimultaneouslyvith a sin-
gle ftp download. An Expectscript simulatesa usertyp-

ing commandsn the telnetsession.We usethis scenario
to shaw that: (1) the default policy for assigningreceve
buffer sizesprovidespoorlateny performancdo interac-
tive applications;and (2) a smallerwindow is sufficient
to saturatehe link, with muchlessqueueing.To demon-
stratethis, weruntheexperimentusingboththe OSdefault
buffer size and our congestioncontrol policy. The telnet
lateny for eachcases graphedn Figure2.

For this scenario, the Linux default receve buffer
(32KB) is fartoolarge,andthe connectioris actuallysend
buffer limited to 16KB. With amoremodesteceve buffer
of 8KB, thedefaultfor Windons 98 andNT, thelateng in
Figure2(a)couldbe expectedo dropto around2 seconds
from 4.

We noticein Figure 2(b) thattelnetlateny is reduced
to 0.6 secondq(Q Lengthpeiay + BaseRT'T) from four
seconddy restrictingthe sizeof thebuffer allocatedo the
ftp dataconnection.Ftp throughputis not affectedsignif-
icantly, confirmingthatthe excessrecever buffer sizeac-
tually doesnotimprove throughputperformancebut only
addsqueueingdelay

An interestingobserationis thatFigure2(a) hasfewer
datapointsthanFigure 2(b). This is an effect of Nagels
algorithm [17]. Nagels algorithm restrictsthe number
of small, unacknwledgedpacletsin the network for ary
connectionto one,to preventconnectiongrom sendinga
largenumberof very smallpacletsin successiofaswould
telnetfor every keystrole). Becauseof this restriction,a
new telnetpaclet entersthe network only whenits prede-
cessothasbeenacknavledged.

C. LargeRTT

Connectionswith a large round trip time are handled
gracefully by our system. To demonstratehis, we sim-
ulate a telnet sessionin contentionwith an ftp down-
load. The backgroundtp transferin this casewasfrom
ftp.cc.monash.edu.awith a Base RT'T of 560ms(370ms
acrosghe Internet,andaround190 msfrom the modem).
Figure 3 comparedateny andthroughputmeasurements
obtainedrom anunmodifiedsystemandasystenrunning
therecever basedoolicy.

D. TheWeb

Prioritization of short-lved bulk transferflows enables
areductionin webaccessesponsgime.

We conductedan experiment to test the improve-
ment in responsetime downloading complex web
pages. While downloading a large (970 KB) file,
we loaded a locally mirrored copy of the contentsof
http://ww. amazon. coni usingNetscap&Commu-
nicator4.5. The browvsercachewasempty andwe do not
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Fig. 3. Lateng for telnet pacletsduring one FTP download
from Australia. The 106KB download took (a) 38.6 sec-
onds,(b) 38.8secondso completeatanaveragethroughput
of (a)2.7KB/s (b) 2.7 KB/s.

considerthetime taken for namelookups. The sener ran
Microsoft IIS on Windows NT 4.0. The throughputob-
sened by the backgroundransfey alongwith a cumula-
tive representationf the numberof objectsfrom the web
pagedowvnloadedovertime, areshavn in Figure4.
Thewebrequesbn the systemgovernedby our policy
is ableto consumamoreinstantaneoubandwidth.In the
lower graphsof Figure 4, we shav the numberof bytes
transferreddy ftp. Thegraphonly shawvs thefirst 130sec-
ondsof the970KB transfer Noticethattheftp clientunder
our policy sacrificesmorebandwidthwhile the webtrans-
fer completes. This differencein performancds typical
whenthereis limited queuespaceat theaccessink.

E. Congestion Related Losses

In this section,we demonstrateéhe performanceof the
congestioravoidancepolicy in the absencef interactve
traffic. The experimentalsetupconsistsof an ADSL link
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Fig. 4. Web downloadin contentionwith a long running ftp.
Thedottedlinesrepresenthestartandendof thewebdown-
load, andthe squarerepresentshe completionof the main
page. The web transfercompletedin (a) 121 seconds(b)
40 seconds.The 970KB backgroundransfer shovn in the
lower graphs,completedn (a) 5 minutes,21 seconds(b) 5
minutes32 seconds.

simulatedusingthe Dummynetpackagdor FreeBSD.The
downlink bandwidthis 512Kbits/s,and the simulatedla-
teng of the link is 22ms. The maximum queuecapac-
ity wassetto 10, 536 byte paclets. We setQ Lengthr,oss
in the policy to 6 paclets. For this experiment,we run
two concurrenfile transferstheseconaf whichis started
50msafterthefirst. This separatiorgivesthefirst a little
timeto getstarted put notenoughtimetofill thequeue.n
theunmodifiedsystemthe secondransferwould stane if
it startswhenthereis afull queuebecaus®f synchroniza-
tion effects[18].

In Figure 5, we shav the cumulatve numberof bytes
transferredand the queuelength at the simulatedADSL
link over time for both the default systemand a sys-
tem managedby our policy, respectiely. Beneaththe
gueuelengthgraph,diamondsymbolsindicatelossesdue
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Fig.5. Top: Cumulative bytestransferredy two ftp’sunderthe
default (congestiorlimited) system.Bottom: Queuelength
at the bottlenecklink. Diamondsbeneaththe graphrepre-
sentcongestioriosses.Therewereno congestionossedor
therecever managedystem.

to queueoverflow.

Threethingsareapparenin Figure5h. First, the num-
berof pacletsqueuedemainsstableat around6, demon-
stratingthat the connectionsare recever window limited
by our policy. The variationis likely the effect of de-
layedacknavledgments.Secondthereareno congestion
relatedlosses,even beforethe connectionseachstabil-
ity. Third, the transfershave reasonablyfair throughput.
Eachof theserepresentpotentialperformancemprove-
ment. Althoughthetime to downloadbothfilesis similar,
sener performances improved becauseesourcesrenot
wastedon theretransmissiowf lost paclets.

VI. RELATED WORK

There is extensve literature on managing network
gueueing.We presenthosewith similar goals:to reduce
queueingandprioritize flows. We separat¢hesequeueing
stratgiesby the goalsthey address.

A. Queue Reduction

RandomEarly Detection(RED) [18] gatevays reduce
gueueindoy monitoringtheaveragequeudengthandran-
domly selectingpaclets to be droppedbeforethe queue
becomedull. Packet lossessignalthe senderto decrease
thesendrate. This reducegjueueoccupanyg, andthusde-
lay. Althoughclever, RED is notenabledon mary routers
ataccesdinks.

TCPVegas[14] senderseducequeueingoy monitoring
the rate at which pacletsareacceptedy the senderand
using a congestionwindow sizedslightly larger thanthe
bandwidthdelayproduct.Unfortunately Vegasis asener
sidesolution,soits advantagesanonly berealizedat the
accesdink if it is deployed on all seners. Our solutionis
similarin spirit, but recever basedor explicit controlover
theaccesdink.

B. Prioritized Flows

In Weighted Fair Queueing[19] (WFQ) and related
gueuemanagemenschemespaclets from eachflow are
gueuedseparately Eachqueueis given a weight, corre-
spondingto the shareof bandwidththe routerwill allo-
catetoit. Interactve flows experiencdesscontention.Al-
thoughWFQ would solve mostof theissuegaisedin this
paperit is notwidely deployedbecaus®f implementation
compleity.

We also sharemotivation with Pacleteer[20], which
seekdo “condition” incomingtraffic by delayingacknavl-
edgementseturnedo seners. Packeteertargetsabusiness
ervironmentwhere several userssharea medium band-
width (T1 or T3) link, andusesspecializechardware.

WebTP[8] is an alternatve protocol to TCP specifi-
cally designedor web traffic. WebTPsharesour goal of
supportingthe prioritization of incoming traffic. WebTP
achieves this by giving the browser application explicit
control over which paclets to download, and the oppor
tunity to acceptout of orderdatadelivery. WebTPis de-
signedspecificallyfor webtraffic andwould requiremod-
ification bothto clientsandsenersor widespreadieploy/-
mentof WebTPproxies.

C. Buffer Tuning for Performance

Semle, Mahdavi, and Mathis [21] developeda mech-
anismthat tunessenderbuffer sizesto improve through-



put on high bandwidthnetworks. Allocating a sendbuffer
thatis too smallunderutilizesa link, while allocatingone
too large consumewaluablesener memorywhich canul-
timately impactthe throughputwhen several connections
are actve. Our work is complementaryto theirs: while
they manageontentiorbetweeroutgoingflowsfor shared
memorybuffers,we manageontentiorbetweernncoming
flows for sharedqueuespaceattheaccesdink.

D. Summary

Although well developedand studied,thesestratgies
arenot widely deplo/ed andavailablefor usetoday Our
recever basedsolution canbe installedby the client and
providesthe relevant benefitswithout relying on ISP’s or
webseners.

VIlI. CONCLUSIONS AND FUTURE WORK

In this paper we have shavn that thereis potential
to reduceinteractve delayin the presencenf contention
on a dedicatedjow-bandwidthlink. We have developed
a mechanismand policy for manipulatingreceve buffer
sizesto improve performanceand shavn that it canbe
appliedin avariety of scenariosincludingweb browsing.

Our work is preliminary in thatit doesnot addressap-
plication level priority control or real time constraints.It
would be simpleto allow anapplicationto dictatethe pri-
ority classof eachof its connectionsso that the system
could leverageapplicationspecificknowledge. We pro-
vide aform of real-timelateny guaranteein the form of
Q Lengthpeiay, but our systemwas not designedo ad-
dressgenerakeal-timeissues.

The applicability of this systemincreaseswvith the cur
renttrendtoward increasingdefault buffer sizesto handle
high bandwidthnetworks. (finish off this point or drop)

Finally, whenthe accesdink is a sharedmedium,such
as a cable modem, contentionfrom traffic receved by
otherusersis significant. Sinceour systemadoptssome
of the stratgiesof TCP Vegas,it is likely thatsimilar un-
fairnesswill result,and aggressie receverswill tendto
receve an unfair shareof bandwidth. Isolatingrecevers,
eitherby queueingeachrecever’s paclet separatelyr re-
ducing the degree of sharingon a segment, would both
helpindividual receversin the presencef contentiorand
enablerecever basedorioritization.
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