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ABSTRACT 
Computer security courses typically cover a breadth of technical 
topics, including threat modeling, applied cryptography, software 
security, and Web security.  The technical artifacts of computer 
systems – and their associated computer security risks and 
defenses – do not exist in isolation, however; rather, these systems 
interact intimately with the needs, beliefs, and values of people.  
This is especially true as computers become more pervasive, 
embedding themselves not only into laptops, desktops, and the 
Web, but also into our cars, medical devices, and toys.  Therefore, 
in addition to the standard technical material, we argue that 
students would benefit from developing a mindset focused on the 
broader societal and contextual issues surrounding computer 
security systems and risks.  We used science fiction (SF) 
prototyping to facilitate such societal and contextual thinking in a 
recent undergraduate computer security course.  We report on our 
approach and experiences here, as well as our recommendations 
for future computer security and other computer science courses. 

Categories and Subject Descriptors 
K.3.2 [Computer and Information Science Education]: 
Computer Science Education 

General Terms 
Security, Human Factors. 

Keywords 
Computer science, computer security, prototyping, science fiction, 
science fiction prototyping, security mindset. 

1. INTRODUCTION 
Computer security is the subfield of computer science dedicated 
to the design and analysis of computer systems in the presence of 
adversaries.  These adversaries – a.k.a. “attackers” or “hackers” – 
are people seeking to maliciously compromise computing 
systems. Unfortunately, hackers do exist and they can cause 
serious damage. Today’s threats of phishing, identity theft, and 
spam are well known, and new threats will emerge as computers 

embed themselves more intimately into our environments and 
daily lives.  Consider, for example, the teenager who recently 
hacked a train control system and caused 12 people to be injured 
in the resulting accident [16], or the recent discovery of security 
vulnerabilities in modern automotive computers [15] and wireless 
implantable medical devices [10]. 

There have been numerous explorations of methods for helping 
students learn the technical skills necessary to protect computer 
systems against attackers, including both early works, e.g., [17], 
[22] and more recent works, e.g., [1].  Outside the classroom there 
have also emerged undergraduate and graduate cyber-security 
competitions in which students apply and expand their knowledge 
in situ.  While these are great advances, three key challenges 
remain.  First, because technology is evolving at a very rapid rate, 
any technical skills taught today may become dated and thus less 
applicable in the future.  Second, because of the field’s breadth, 
any single course or short sequence of courses must undoubtedly 
omit some information about technical computer security defenses 
– but it could be that the omitted information is exactly what a 
student might later need to protect his or her system against 
certain attacks.  And third, even if a student learns all the relevant 
technical materials, simply knowing how to protect against a 
computer security threat after the threat has been identified and 
deemed important does not mean that one necessarily knows to 
look for threats in the first place, how significant those threats are 
once identified, what new threats might manifest in the future as 
the technology or its deployment environment evolve, when to 
apply the relevant defenses, whether there might be negative 
consequences to applying those defenses, and so on.  Laced over 
this entire discussion is the fact that computer security risks do not 
just apply to laptops, desktops, and the Web, but can also apply to 
any product with an embedded computer.  

A key goal of the undergraduate computer security course at the 
University of Washington is to help students learn how to think 
about the real world and broader societal contexts surrounding 
computers and computer security.  Doing so directly addresses the 
third challenge above.  Such thinking skills empower students 
with the ability to answer questions like those that we posed 
earlier.  We believe that if students can learn to think critically 
and deeply not just about the technologies themselves, but about 
the interactions between technologies and society, then they will 
be well equipped to identify potential computer security risks 
when they design and deploy new computer systems – risks that 
they might not have otherwise identified.  This applies both to 
traditional computing systems, like desktops and the Web, and to 
emerging technologies.  Such a skill also makes the first two 
challenges above less relevant.  As long as students will, after 
their graduation, be able to identify and reason about the potential 
security risks with their systems, they will be able to work with 
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more current technical experts to overcome those risks; on the 
other hand, an inability to identify potential computer security 
risks is almost a guarantee that those risks will not be guarded 
against in the resulting system.  Additionally, some security 
defenses can be invasive to people’s lives or have unexpected 
consequences, and the designer of security systems must be 
cognizant of those possibilities.  Our initial approach to helping 
students cultivate this broader contextual thinking required 
students to (1) regularly review current events related to computer 
security and (2) analyze the security of newly announcements 
products; we describe this approach in a recent book [7]. 

This past year we embarked on a new approach for helping 
students develop broader contextual thinking around computer 
security. Our new approach is based on the budding field of SF 
prototyping [12].  Originally targeted towards engineers, SF 
prototyping is a process through which the creators of new 
technologies use science fiction storytelling to help them envision 
their technologies in the context of future society, understand the 
nuances of their potential future uses, and – informed by their 
increased understanding of how those technologies might interact 
with people in the future – revise their designs accordingly. We 
adopted SF prototyping to our course. The principal goal was to 
use SF prototyping to help students develop a mindset for thinking 
deeply about the security of computing technologies in the context 
of future users and society. An additional expected benefit was to 
provide students the opportunity to exercise their communications 
and creative thinking skills in a computer science course.  We 
describe our experiences below, as well as lessons for future 
courses in computer security and other areas. 

2. COURSE CONTEXT AND GOALS 
CSE 484, Computer Security, is an optional senior-level course 
for Computer Science and Computer Engineering students at the 
University of Washington.  Prior to taking CSE 484, students will 
have taken two introductory programming courses, a data 
structures course, and a computer architecture course.  Many –
though not all – students will have taken operating systems or 
computer networks.  Students are therefore familiar with multiple 
technical aspects of computers. 

The course covers a standard range of technical computer security 
material at the depth commensurate with a 10-week quarter, 
including applied cryptography, network security, Web security, 
software security, and usable security.  Lectures provide a high-
level description of these technical aspects, and homework and 
software laboratories provide students with an opportunity to dive 
more deeply into the technical materials.  A key fact stressed 
throughout the course is that computer security issues may arise 
anywhere there are computers.  For example, attackers can affect 
the brake control computer within a car and forcibly engage or 
disengage a car’s brakes [15], and attackers can compromise a 
child’s wireless toy robot, drive it around, and spy on the 
occupants of a home [4]. 

Our use of SF prototyping is aimed at fulfilling the following non-
technical course goal:  to help students develop a deeper 
understanding of the broader contextual issues surrounding 
computers and computer security, as well as an ability to reason 
about those broader contextual issues.  The vision is that, by 
empowering students with an understanding of and appreciation 
for the broader context surrounding computer security, students 
will be better positioned to identify (and therefore address) 

potential computer security risks with computer systems that they 
develop, work with, or manage later in their careers, and that their 
resulting solutions will acceptable to users.  

3. SF PROTOTYPING AND CONTEXTUAL 
EXPLORATIONS 
SF prototyping began as a tool to help engineers design 
technologies that are sensitive to the needs of future users and 
society [13].  Engineers charged with designing a particular 
technology would use the science fiction writing process to help 
them dive deeply into, explore, and understand the future 
implications of those technologies and possible future derivatives.  
By placing the technology in a realistic future environment with 
realistic characters, engineers can develop an informed and 
thoughtful understanding of how that technology might interact 
with people in the future.  We conjectured that students in any 
computer science course – including our computer security course 
– could similarly benefit from the SF prototyping process.  
Namely, the process of preparing a realistic story set in the future 
about a chosen technology would force students to think deeply 
about the interactions between that technology and society.  
Moreover, the SF prototyping process would also help students 
develop an intuition for thinking about potential adversaries 
against future technologies. 

Because the greatest learning arises during the planning of a story 
– the development of the characters, the setting, the plot, and the 
interactions between the technology and the surrounding 
ecosystem – and not the writing of a story, and because our course 
already had significant other requirements, we did not ask our 
students to write complete stories in prose.  Instead, we 
culminated the assignment with two key deliverables:  (1) 
complete outlines for short stories, and (2) detailed write-ups 
reflecting upon the lessons the students learned about the 
technologies when developing the stories. 

Those familiar with computer security might ask how this process 
compares to traditional threat modeling.  Threat modeling is the 
practice of rigorously identifying the adversaries against a system 
and how those adversaries might try to attack the system.  SF 
prototyping is complementary to, not a replacement for, rigorous 
threat modeling.  The first few lectures of our course – and some 
of our assignments – are focused specifically on threat modeling.  
Threat modeling is however only effective if one knows to apply 
it – i.e., if one knows that there might be a need for computer 
security, which is not always the case.  Our SF prototyping efforts 
are designed to help students develop a predisposition for 
evaluating technologies in the context of future users, which 
would thereby give students a better intuition for when and where 
security is needed.  Additionally, traditional threat modeling alone 
may not identify all the complex – and potentially important – 
interactions between technologies and society.  For example, 
threat modeling may find that tattooing passwords on patients’ 
bodies may be a good solution for securing wireless implantable 
medical devices because the patients will never be without the 
tattoo; however, threat modeling may not uncover the fact that 
such tattoos may also negatively remind patients of WWII 
concentration camps [2].  In short, SF prototyping is a vehicle to 
help students develop a habit of not evaluating technologies in 
isolation, but to instead realize that there are multiple layers of 
complexities with these technologies, to challenge assumptions, 
and to think deeply about the interactions between technologies 
and people and the associated potential computer security risks. 



We elaborate on the SF prototyping process that we used in our 
course below.  We also note that the creation of SF prototypes for 
didactical purposes is different from, though complementary to, 
supported learning through reflection on existing science fiction, 
e.g., [20].  

4. TOPIC SELECTION 
We asked students to form groups of up to three people. The first 
task was to select a technology on which to focus. We gave 
students three key criteria for selecting their technology to study. 
Different groups were allowed to pick different technologies. 

First, the technology had to be emerging and forward-looking.  
We wanted to empower students with an opportunity to think 
outside the box, with innovative new emerging technologies, and 
creatively envision future implications of these technologies.  So 
emerging technologies like robots or “app stores” for cars were 
preferred over contemporary and well-understood technologies 
like Web browsers (unless students could identify some emerging 
and as-of-yet understudied aspects of such contemporary 
technologies).   

Second, the chosen technology had to interact with other 
technologies, people, and society in non-trivial ways.  An example 
might be a future wireless continuous glucose monitor for 
children with diabetes.  Parents can monitor the child's glucose 
levels constantly over the Internet, and call their children or the 
school’s nurse if a child's glucose levels get too low or too high.  
Such interactions are non-trivial; for example, such a technology 
could affect the relationship between the parent, the child, and the 
school.  What if the parent was abusive or over-controlling?  What 
if there was a bug in the software that made a parent think that the 
child was in danger when in fact the child was safe?  What if the 
child wanted to hide his condition from his friends, or wanted to 
sneak a cookie without his parents finding out? 

Third, because this was a computer security course, the chosen 
technology had to have some relationship to computer security.  
We explicitly told students that we would be very liberal in our 
definition of computer security.  Any technology would qualify as 
long as there could conceivably be an attacker who might wish to 
compromise some desirable property of that technology.   
Students could therefore pick emerging technologies that might 
have computer security risks, or emerging technologies that are 
designed to mitigate security risks. 

We encouraged students to explore numerous venues for finding a 
technology to study.  They were highly encouraged to look for 
potential candidate technologies while reading the news – such as 
Slashdot or other media sites.  This recommendation was aimed at 
helping students develop a habit of thinking about computer 
security risks – and broader contextual issues – outside the 
classroom and throughout their daily activities. For example, 
suppose a student saw an ad for a new game system.  They might 
ask themselves:  would there be interesting computer security 
issues and/or societal issues with the game system that would 
make a nice story?  Even if they decided not to use this 
technology in their story, the process of rejecting this technology 
would have forced students to practice their deep, context-focused 
thinking about the broader issues surrounding technology. 

We also encouraged students to familiarize themselves with 
emerging technologies presented at both research and industry 
conferences.  For example, we pointed students to the HRI, 

Ubicomp, and CHI research conferences, as well as the industry 
CES conference.  We encouraged students to consider computer 
security risks that are not present with today’s versions of these 
technologies, but that might be present in future embodiments.  
Having students peruse the proceedings of academic conferences 
had a secondary benefit of helping students develop a better 
appreciation for the breadth of computer science. 

Finally, we provided students with pointers to known information 
in the computer security research community about potential risks 
with emerging technologies.  The risks are complex enough not to 
have clear solutions, and hence the known candidate solutions 
raise complex societal questions like how to appropriately balance 
security with safety, cost, and device lifetime, or whether it’s 
appropriate for users to change their behavior to increase security 
(e.g., as an extreme example, patients might receive password 
tattoos [2], [21]).  Examples of such security research abound, 
though we focused on examples with which we were already 
familiar, including implantable neural devices [3], other wireless 
implantable medical devices [10], wireless robots [4], and 
automobiles with wireless interfaces [15].  We also provided 
pointers to emerging security systems, like anonymity systems [5] 
and self-destructing data systems [9] that, if they become more 
feasible and widespread, could affect the way people interact with 
technologies. 

5. MECHANICS:  THE STORY 
The key educational aspects of our SF prototyping process are in 
the thinking about the chosen technology in the context of a future 
society.  The resulting story is the driver for this thinking. The 
story provides a framework for students to evaluate their 
technologies in realistic settings.  We describe the process of 
developing a complete story outline below.  

5.1 The Idea and the Plot 
Since our class was targeted at senior-level computer science 
students – not writing students – we began with a brief 
introduction to the structure of stories.  We stressed that the 
structural purpose of the outline is the capture the idea behind the 
story and put it into a plot.  We provided students with the 
following quote from Alan Moore, comic book writer and creator 
of The Watchmen, V for Vendetta, and the Sandman series.  This 
quote describes the distinction between the idea and the plot as 
follows [18]: 

The idea is what is the story is about; not the plot of the 
story, or the unfolding of the events within the story, but 
what the story is essentially about.  As an example from 
my own work (not because it's a particularly good 
example but because I can speak about the work with 
more authority about it than I can the work of other 
people) I would cite issue #40 of Swamp Thing, “The 
Curse.” 

The story was about the difficulties endured by women 
in masculine societies; using the common taboo of 
menstruation as a central motif.  This was not the plot of 
the story – the plot concerned a young married woman 
moving into a new home built upon the site of an old 
Indian lodge and finding herself possessed by the 
dominating spirit that still resided there, turning her into 
a form of a werewolf. 



The idea for the students’ stories therefore come from the 
technology that they chose to study.  The plot of the story is what 
is explored in the outline and is what allows the students to 
explore the broader contextual issues surrounding the technology. 

We provided students with one more example to help crystallize 
the difference between the idea and the plot.  In the story 
Nebulous Mechanisms [11], the idea of the story comes from a 
scientific paper [6] exploring the benefits of building irrationality 
into the artificial intelligence of domestic robots to improve their 
ability to adapt to complex environments.  The plot of the story 
revolves around a character’s investigation of why the robots from 
the Ceres mine have started going to church on Sundays. 

In Nebulous Mechanisms, the idea is why the story is being told; 
the idea is what is being worked out in the fiction.  The plot is 
what actually happens in the narrative.  It is a linear set of events 
involving characters, locations, and situations where we can 
explore the implications of the idea.  The SF prototyping process 
therefore involves putting the idea (technology) into a real world 
setting and seeing how the story plays out in order to develop a 
better understanding of the idea’s affect on and interaction with 
both the characters and the locations. 

5.2 Exploring the Technology:  Planning  
In planning their stories, students were instructed to consider 
future versions of the technologies they selected to explore.  
Students began by asking themselves some basic (and 
entertaining) questions, including: 

• What are the implications of the mass adoption of the 
technology?   

• What is the worst thing that could go wrong and how would 
it affect the people and locations in the story? 

• What is the best thing that could happen and how would it 
better the lives of the people and locations of the story? 

• If this technology were in an average home how would it 
actually work?  

As with the choice of technologies to study, because this was a 
computer security course, we required an element of computer 
security in (at least some of) the questions that the students 
explored.  But, as noted before, we explicitly told students that we 
would take a fairly broad and liberal definition of security. 

After gaining some initial insights from these questions, students 
began to brainstorm about one or more potential broader 
contextual issues raised by their chosen technology.  We stressed 
that it was important for students to remember that they were 
placing their topic (idea) in a real world.  Even though the goal 
was a science fiction story, and the real world might be in the 
future, the world must feel real.  It is still governed by the laws 
and logic of science, for example.  We also stressed that real 
people will still populate this world.  These real people will have 
real problems that have nothing to do with the students’ chosen 
technologies.  For example, in the future people will still not want 
to go to a boring job.  In the future people will still fall in love and 
some will have their hearts broken.  In the future we still will feel 
too lazy to take out the trash. 

We suggested that students pick a setting in the “near” future.  A 
near-future setting, rather than a far-future setting, would make it 

easier for students to place their technologies in a realistic 
environment.  To help students understand the challenges with 
creating a plausible near-future setting, we provided students with 
the following passage from a book on writing science fiction [14]:  

Because most science fiction takes place in the future, 
the backgrounds are largely products of the writers’ 
imaginations.  The future can be researched only to a 
limited extent, for when it comes to saying exactly what 
the years ahead hold for us, even the most well-informed 
scientists can offer only conjecture.  The SF (science 
fiction) writer’s vision of the future must be detailed and 
believable, or ultimately the reader will not believe 
anything about the story – not the characters, the 
motivation, or the plot. 

The near future.  Structuring a story background of near 
future – twenty, thirty, or forty years from now – is in 
some way more difficult than creating an entire alien 
planet in some impossibly distant age, for the near-future 
background cannot be wholly a product of the 
imagination.  The writer must conduct extensive research 
to discover what engineer and scientists project for every 
aspect of future life.  From that data, the author then 
extrapolates a possible world of tomorrow, one which 
might logically rise out of the base of the future which 
we are building today. 

This passage also helped to solidify for students that the writing of 
science fiction requires a deep understanding of the interactions 
between technology and science / engineering – which is exactly 
what motivated us to use SF prototyping in our course. 

5.3 Exploring the Technology:  The Outline 
Students culminated their stories with complete outlines.  An 
outline provides a step-by-step description of what happens in the 
story – “a linear arrangement of related incidents, episodes or 
events leading to a dramatic resolution [8].”  We informed 
students that brief descriptions would be sufficient to describe 
event in their outlines.  We also provided students with a simple 
outline structure for their stories, adopted from Field [8].  The plot 
is broken down into five parts:  

• Act I:  Act I is where one sets up the world of the story and 
introduces the reader to the people and locations.  Act I 
answers very simple questions like: who are the main 
characters, where will the action take place, and what is this 
future society like?  Act I also begins to explore an 
explanation of the students’ chosen technology – what is the 
technology, what is it designed to do, how does it work, and 
so on. 

• Plot Point I:  A plot point is “an incident or event that 
‘hooks’ into the action and spins it around into another 
direction.  It moves the story forward [8].”  For our course, 
the plot point is the implication of the chosen technology on 
the world within the story.  For a typical science fiction 
story, this is how the science affects the people and locations 
in the story in a way that is unexpected or surprising.  There 
might be an unexpected risk, possibility, or reaction to the 
technology, for example. 

• Act II:  Act II is where students explore the implications of 
Plot Point I on their story’s world.  What affect does the 
technology have?  How does it change people lives?  Does it 



create a new danger?  What needs to be done to fix the 
problem? 

• Plot Point II:  Plot Point II describes lessons learned from 
seeing the chosen technology placed in the real world.  What 
needed to happen to fix the problem?  Does the technology 
need to be modified?  Is there a new area for experimentation 
or research? 

• Act III:  Act III explores the possible implications and areas 
for exploration from Plot Point II. 

For clarity, we provided students with an example outline for the 
previously mentioned story Nebulous Mechanisms [11].  The 
example outline is also included in a new text [12].  

Stepping Back.  The outline development process directly 
facilitates broader thinking about technologies.  Students must 
envision realistic future scenarios for deploying their chosen 
technologies (Act I), think about how the technologies will be 
used and uncover potentially unexpected properties (Plot Point I), 
explore the implications of those unexpected properties (Act II), 
draw lessons from those implications (Plot Point II), and reflect 
upon those latter lessons (Act III).  Additionally, most students 
would not simply write one outline from start to finish.  Rather, 
most students would iteratively revise their plots and produce new 
outlines as they progressively thought more deeply about their 
chosen technologies – and each level of iteration provides 
additional learning opportunities and greater insights into the 
broader contextual issues surrounding the chosen technology. 

6. DELIVERABLES 
Students completed their SF prototyping projects in two phases.  
The first deadline was several weeks after the announcement of 
the project, and the second deadline was several weeks after that. 
The first deadline required each group to submit:  a short 
description (at most one paragraph) of the technology that they 
planned to explore (including background references); a short (at 
most one paragraph) description of the broader contextual issues 
that the students anticipated encountering; and a short (at most 
one paragraph) synopsis of the envisioned story, including key 
plot points and other story artifacts.  We carefully read each of 
these reports to gauge progress and spot unforeseen obstacles.  
We also provided feedback to students, including suggested 
questions that the students might ask themselves in order to more 
deeply explore the broader contextual issues surrounding the 
technologies and to help them continue to shape their the stories. 

The final deadline required students to submit a short description 
of the technology that the students explored (in case the choice of 
technology changed between the first and second deadlines) and a 
story outline as described in Section 5.3. 

The final step in the SF prototyping process is to reflect on what 
one has learned from taking the chosen technology through the 
story development process.  Therefore, we also required students 
to submit a short (two- to three-page) reflection on the broader 
contextual and societal issues surrounding their chosen 
technology.  Given the focus of this course, we asked students to 
primarily focus their reflection on the computer security issues 
surrounding their chosen technologies.  We asked students to 
discuss how their understanding of the relevant computer security 
issues evolved through the SF prototyping process.  For example, 
did this process expand their understanding of the risks or 
potential defenses and, if so, how?  What issues were raised that 

the students did not foresee?  We also asked students to reflect 
upon how they would design future technologies to address the 
issues that they uncovered. 

Finally, to facilitate cooperative learning and the sharing of 
lessons, we encouraged students to post their outlines and 
reflections to the online class forum. We also encouraged students 
to discuss others’ outlines and reflections on the forum. 

7. REFLECTIONS AND NEXT STEPS 
We found numerous benefits to the use of SF prototyping in our 
computer security course.  As evidenced both from student 
feedback, and our subjective observations of student progress, the 
SF prototyping process successfully catalyzed broader thinking 
about the contextual and societal issues and computer security 
risks associated with emerging technologies.  This broader 
contextual thinking complemented the more traditional technical 
components of our course, such as threat modeling, cryptography, 
software security, Web security, and usable security. 
Many students also enjoyed this project, as evidenced by feedback 
like “The process of developing our science fiction prototype was 
very informative, in addition to being fun and rewarding” and “It 
was great to do an assignment in a computer science class that 
actually got an alternate stream of imagination and creativity 
flowing, and I hope this prototyping assignment is given in future 
iterations of this class.”  Our experience suggests that because of 
the fun, non-traditional nature of this project, many students were 
more motivated to think about it outside the traditional classroom 
and lab setting, thereby further aiding in its educational impact.  
There were however some students who were surprised to find 
such a strong creative writing component in a senior-level 
computer science course.  We briefly discussed this project at the 
beginning of the term, but did not officially assign the project or 
provide full details until after the course’s drop date.  Some 
students might prefer computer science courses with less creative 
writing components, and hence might have preferred to drop the 
course.  We therefore suggest clearly describing this project, and 
its scope and purpose, at the beginning of the term to minimize 
any misalignment in expectations. 

A second downside with our approach is that the final science 
fiction outline can only reasonably explore one or two broader 
contextual issues in depth (the plot points).  Some students might 
have explored numerous other broader contextual issues in depth 
before finalizing on the ones for their stories, but other students 
might not have.  Informed by our successes with SF prototyping, 
but cognizant of this concern, we anticipate exploring the use of 
vignettes in lieu of or in addition to SF prototypes in future 
courses.  The use of vignettes, similar to their use in “value 
scenarios” for system design [19], would allow students to create 
multiple short scenes to explore particular issues about emerging 
technologies, rather than full stories around only a few issues. 
Our experience with SF prototyping in a senior-level computer 
security course makes us even more enthusiastic about its 
potential impact and utility in other courses.  A first year 
undergraduate computer science course on SF prototyping, 
especially if cross-listed with another department, could appeal to 
a larger audience than a traditional computer science course.  
Students in our computer security course explored topics ranging 
from ubiquitous embedded digital cameras to prosthetics, 
autonomous vehicles, nanotechnologies, and future uses of 
biometrics.  We expect similarly broad technology coverage in a 



first-year undergraduate course.  Covering such a wide range of 
technologies will likely help broaden these students’ 
understanding of what constitutes computer science, e.g., students 
new to computer science would learn that computer science is 
much broader than just laptop, desktop, and Web computing.  
This awakening could attract new students to the field.  
Additionally, the broader contextual thinking established in this 
first-year undergraduate course would help future majors develop 
a predisposition for thinking about the broader world in which 
technologies may be deployed.  We believe that this perspective 
would prove valuable to students throughout their careers. 

8. CONCLUSIONS 
Computers do not exist in isolation, but rather interact intimately 
with people and society.  This is particularly true as computers 
become more pervasive and begin to embed themselves 
throughout our environments and daily lives.  Given this trend, we 
argue that it is important for students in computer security courses 
to develop a mindset for thinking about computers, computer 
security risks, and their defenses in the context of people and 
society.  Further, we argue that the ability to think rationally about 
computer security risks can be useful to students throughout their 
careers, whereas knowledge of today’s latest and greatest security 
weaknesses and defenses may prove ephemeral as technologies 
evolve.  Therefore, and in addition to covering standard technical 
materials, we introduce a non-standard component into our 
undergraduate computer security course:  SF prototyping. 

Our experiences suggest that SF prototyping can be a valuable 
facilitator for broader contextual and societal thinking about 
computers, computer security risks, and security defenses.  Our 
experiences also suggest natural next steps for the evaluation of 
this effort, such as the use of vignettes instead of or in addition to 
complete stories in upper-division courses.  Our experiences also 
suggest that SF prototyping could serve as a valuable, 
entertaining, and enjoyable bridge for exposing lower-division 
students in other disciplines to the breadth of computer science.  
We plan to explore these latter observations as future work.  
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