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Abstract

Excessive power consumption is a major barrier
to the market acceptance of hard disks in mobile
electronic devices. Studying and reducing power
consumption, however, often involves running time-
intensive disk traces on real hardware with spe-
cialized power-monitoring equipment. This paper
presents Dempsey, a disk simulation environment
that includes accurate modeling of disk power con-
sumption. It includes tools to automatically ex-
tract performance and power consumption param-
eters from a given disk drive, without needing de-
tailed specifications from the manufacturer. The
tools use stimulus-based measurements to extract
these parameters. Dempsey is experimentally vali-
dated for two mobile hard disks, namely, the 1 GB
IBM Microdrive and the 5 GB Toshiba Type IT PC
Card HDD. In the worst observed case, Dempsey’s
estimate of power consumption differs from the mea-
sured consumption by 7.5%. This demonstrates
that disk power consumption can be simulated both
efficiently and accurately.

1 Introduction

Many mobile electronic devices, such as MP3
players, digital cameras and personal digital as-
sistants, exhibit an almost insatiable demand for
storage capacity. These devices have traditionally
relied on compact flash memory, which is reason-
ably fast and power-efficient, but also expensive and
capacity-limited. Recent advances in magnetic disk
technology have made possible the development of
high capacity, small form-factor disk drives that are
compatible with traditional mobile interfaces, such
as PCMCIA and CF+ Type II slots.
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Unfortunately, one important hurdle continues
to block the widespread acceptance of these minia-
ture hard disks in mobile devices: power consump-
tion. Recent studies have demonstrated that a small
form-factor disk, such as the IBM Microdrive, may
consume 5-10 times more power than its flash mem-
ory counterparts [26]. In the context of a note-
book computer with a powerful lithium-ion battery,
these levels of energy consumption are quite bear-
able, and the storage subsystem in such computers
is rarely responsible for more than 10-30% of the
overall power drain [4]. In an MP3 player running
on AAA batteries, on the other hand, every Joule is
critical. Thus, effective power management of hard
disks, especially the mobile ones, is becoming in-
creasingly important.

Research in effective disk power management
can be a frustrating process, as meaningful disk
traces take days to run, and researchers need ac-
cess to expensive power-monitoring equipment. In
this scenario, simulation quite naturally seems like
an attractive approach to follow. Simulation soft-
ware has already been demonstrated to be able to
model disk performance, both efficiently and accu-
rately [6, 19, 20]. In this paper, we present Dempsey
(Disk Energy Modeling and Performance Simulation
Environment), a tool that seeks to bring a similar
level of accuracy and convenience to energy-aware
storage system designs.

Dempsey extends the well-tested DiskSim sim-
ulator [6] to model power consumption in addi-
tion to performance characteristics of hard disks.
It includes a set of tools to extract the necessary
power consumption parameters from a given disk.
Dempsey uses stimulus-based measurements to de-
rive all the required performance and power con-
sumption parameters. Thus, no detailed specifica-
tions from the manufacturer are necessary. This
enables it to handle disks with the IDE interface,
which in general lacks commands to determine spe-
cific internal parameters of the disk. This ability
to handle IDE disks is significant, since IDE is the
dominant standard for mobile disks today.

Dempsey is experimentally validated for the



1 GB IBM Microdrive and the 5 GB Toshiba Type I1
PC Card HDD using a variety of synthetic and real-
world traces. For the IBM Microdrive, Dempsey’s
estimate of power consumption differs from the mea-
sured consumption by 7.5% in the worst observed
case. In the average case, however, the error is
only 1.8%. The corresponding errors for the Toshiba
HDD are 6.9% and 3.6% respectively. On a mod-
ern desktop machine, Dempsey is able to simulate
traces at a rate of more than 8000 disk-requests per
second.

Section 2 provides an overview of relevant exist-
ing work in the fields of disk performance modeling
and disk power management. Details of Dempsey’s
design and implementation, including the perfor-
mance and power modeling components, are given
in Section 3. In Section 4, experimental results are
presented, which validate the simulator for the two
representative disks. Section 5 presents the conclu-
sions.

2 Related Work

Dempsey attempts to connect two research fields:
disk performance modeling and disk power manage-
ment. We survey some related work in these two
fields.

2.1 Disk Performance Modeling

Ruemmler and Wilkes present a thorough in-
troduction to disk performance modeling [19], and
convincingly demonstrate the need for sophisticated
disk-simulation techniques. They suggest the use of
the “demerit figure” as a measure of a simulator’s
accuracy. The demerit is defined as the root mean
square of the horizontal difference between the sim-
ulated and real response-time distribution curves for
a given trace. They show how demerit figures of as
low as 3% can be achieved by simulating the disk
behavior in extreme detail. Similar simulation tech-
niques are used in [12, 15, 22].

DiskSim [6], developed by Ganger, Worthington
and Patt, is a general-purpose simulator that goes
beyond the techniques of Ruemmler and Wilkes.
The DiskSim software requires a large set of param-
eters to characterize a disk drive. These parame-
ters include nearly a hundred behavioral details and
overhead timings, in addition to detailed disk ge-
ometry information and a large table of seek times.
Much of this complexity stems from DiskSim’s goal
of simulating the widest possible range of disks. The
source code for DiskSim is publicly available, and it

has been used as the basis for Dempsey’s implemen-
tation.

Several recent projects have attempted to auto-
mate the process of extracting these large number
of disk performance parameters. Many of these rely
on a combination of two kinds of techniques [24],
namely interrogative extraction and empirical ex-
traction. Interrogative extraction makes use of low-
level commands in the disk interface to extract infor-
mation about geometry and other static properties
of the disk. Such techniques have successfully been
used with many SCSI disk drives [20, 24]. Interroga-
tive extraction, however, is not sufficient for several
reasons. First, a given disk drive may not support
all interrogative commands. Second, the informa-
tion returned by such commands may be inaccurate,
in which case it is only usable as a hint. Empirical
extraction observes the behavior of a given disk on
a set of carefully-chosen synthetic workloads, and
extracts the parameter values from these observa-
tions. Since empirical extraction does not depend
on specific commands in the disk interface, it is more
generally applicable [2, 21].

Dempsey mainly uses empirical extraction tech-
niques to extract the relevant performance and
power parameters from a given disk. This makes
Dempsey relatively general-purpose and suitable for
disks with the IDE interface. The extraction tech-
niques for the performance parameters are quite
similar to those described in existing work, like DIX-
Trac [20]. To these, we add techniques for extracting
power parameters.

2.2 Disk Power Management

Most research in disk power management has fo-
cused on the behavior of the disk during periods of
inactivity, i.e., idle periods. Specifically, the ques-
tion is when the disk should be put to sleep to
minimize power consumption with little impact on
performance. Many papers have analyzed the im-
pact of aggressively spinning down disks when the
time since last I/O request exceeds some thresh-
old [4, 14, 23]. Algorithms for dynamically vary-
ing the spin-down threshold in response to chang-
ing user behavior and priorities have also been pro-
posed [3, 7, 10, 13]. IBM’s storage systems divi-
sion has developed an adaptive power management
algorithm [1] called ABLE (Adaptive Battery Life
Extender). ABLE has been incorporated in IBM
2.5-inch Travelstar drives and IBM Microdrives.

The simulators employed in these projects are
simpler. Greenawalt uses an analytical model that
assumes that requests arrive according to a Poisson



distribution [8]. Helmbold et. al. [10] model power
in terms of seconds of activity, rather than using
Joules. This simplification relies on two implicit as-
sumptions. One is that a disk has only two distinct
power levels: active and idle. The second is that an
active disk always consumes power at the same rate.
Douglis et. al. [4] use a disk simulator that uses a
fixed, average response time for all requests, except
for those that lie within a small neighborhood of the
previous request. This is quite similar to the model
that Reummler and Wilkes show to have a demerit
of 35% [19].

These earlier simplified simulations are valuable
in studying disk spin-up and spin-down policies.
One common assumption shared by these studies
is a given disk I/O access pattern generated by a
given file system. Researchers, however, have re-
cently begun to investigate how to influence the disk
I/O access pattern to reduce energy consumption,
sometimes by changing the file system itself. Zheng
et. al. [26], for example, analyze the effect of various
file system attributes, like data layout policy, bursti-
ness, background data reorganization algorithms,
etc., on disk energy consumption. Even when the
user issues the same sequence of system calls, the
disk I/0 requests issued by a log-structured file sys-
tem, for example, can be very different from those
generated by an update-in-place file system, in their
locality and burstiness characteristics. A simulator
that lacks a level of sophistication that is compara-
ble to that seen in DiskSim, among other disadvan-
tages, may err in its timing estimate of individual
I/0 requests, which may translate into inaccuracies
in its energy estimate. Papathanasiou and Scott [16]
explore file-system level techniques for increasing
the burstiness of disk accesses. Heath et. al. [9]
and Weissel et. al. [23] attempt to achieve similar
goals by making applications more “energy-aware”.
We believe that an accurate and efficient disk power
modeling tool like Dempsey can be very useful in
projects of this kind. We also expect Dempsey to
be useful for systems like ECOSystem [25] where ac-
curate on-line estimates of energy consumption are
needed outside a laboratory setting.

3 Dempsey

Dempsey extends the DiskSim simulator with
a component to model disk power consumption.
The power modeling component is relatively simple,
adding fewer than 200 non-comment source lines of
code to the existing DiskSim software. Given data
files describing the performance and power charac-

teristics of a disk, the simulator can take an input
trace file and quickly return an estimate (in Joules)
of the energy that would be consumed by executing
the given trace on the specified disk. The simulator
also produces the standard DiskSim output, which
describes performance and response time character-
istics.

Dempsey includes tools that automatically ex-
tract the required performance and power param-
eters of a given disk. In all, these tools contain
about 2500 source lines of code in C++, Python
and bash shell scripts. These tools use the empiri-
cal extraction technique to extract disk parameters.
Specifically, the behavior of the disk on a set of
carefully-selected synthetic workloads is observed,
and parameter values are extracted from these ob-
servations. The performance characterization tools
are similar, in nature, to those used in the DIXTrac
project [20], so they will be described only in brief in
Section 3.2. The power modeling component, how-
ever, is described in detail in Section 3.3.

3.1 Measurement Infrastructure

To compute the parameters required for power
simulation, the characterization tools need to mea-
sure actual power consumption for a variety of syn-
thetic traces. For this, the tools need to inter-
face with a multimeter or a voltmeter. Clearly, it
would be preferable to eliminate this need for spe-
cial equipment, but other observable indicators of
power consumption, such as battery life, etc., sim-
ply do not provide the speed and accuracy necessary
for a detailed understanding of power usage. It is
also important, however, to note that the simula-
tion component of Dempsey does not require spe-
cial equipment. Once a disk’s power consumption
has been characterized, researchers can use the re-
sulting power parameters to model the disk drive
without needing to carry out any tests with special
equipment. This section describes Dempsey’s hard-
ware and software infrastructure.

3.1.1 Hardware

To gather power statistics, we have fashioned a PC
card sleeve as pictured in Figure 1, with a schematic
diagram in Figure 2. The power measurement sleeve
consists of a PC card extender attached to a shunt
resistor in series with the card’s power supply. Fol-
lowing the general approach taken in [5, 11], we
measure the voltage across the shunt resistor. The
card extender connects to a PCMCIA-compatible
disk drive, such as an IBM Microdrive. The card



Figure 1:
(1) Linux-based PC with a PCMCIA slot, (2) Digital
multimeter, (3) Shunt resistor, (4) IBM Microdrive
housed in a PC card adapter, (5) PC card extender.

Power measurement apparatus.
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Figure 2: Schematic diagram of the power measure-
ment apparatus.

extender is inserted into a PCMCIA slot of a Linux-
based PC. A digital multimeter is used to measure
the shunt resistor voltage, and integrate it over a
sampling interval to compute the average resistor
voltage for that interval. These measurements are
logged via a serial link to the PC over the course
of an experiment. After independently determining
the ohmage of the shunt resistor, we deduce the av-
erage current delivered to the disk drive via Ohm’s
law Iprive = VResistor / RResistor- This leads to the
average power consumed by the drive over the sam-
pling interval using Pprive = VDrivelDrive, Where
Vbrive is the voltage of the power supply to the disk
drive. The total energy consumed by the drive over
the sampling interval is, then, the product of Ppjye
and the length of the sampling interval.

In all of our measurements, we configure the mul-
timeter to produce 3 samples per second, although
the multimeter itself is capable of operating at much
higher sampling rates. In other words, the time in-
terval over which average voltage is measured across
the shunt resistor is approximately 333 ms. This is
a choice in favor of overall accuracy. The multi-

meter, in producing each sample, needs to spend
some time performing computation, and the volt-
age change during the computation time is basically
ignored. So, fast sampling rates, though good for
showing peak values, are generally bad for overall
accuracy. All of our experiments run several sec-
onds or more. Thus, a relatively long sampling time
interval is acceptable in this context.

3.1.2 Software

A typical power measurement experiment has two
main tasks: (1) to execute the disk trace, and (2) to
record average voltage measurements from the se-
rial port. In the Dempsey setup, these two tasks
are performed by two concurrent threads. It is im-
portant to ensure that these threads are scheduled
fairly during the measurement. To minimize inaccu-
racy due to unfairness in relative scheduling of the
threads, Dempsey schedules both threads as real-
time processes, with the port reader having a higher
priority than the execution thread. Additionally,
the experiments for this paper are run on a Linux
system that uses a kernel patched for low-latency
and pre-emptible operation. An alternative would
have been to use two separate computers, one to ex-
ecute the trace and the other to record the measure-
ments. The current setup, however, gives sufficient
accuracy that we do not use a second computer.

To transfer data to the drive, the execu-
tion thread uses the Linux raw device interface
(/dev/raw), which bypasses the operating system’s
buffer cache and allows the software to read from
or write to arbitrary sectors. The disk also has an
internal cache that can interfere with attempts to
measure performance. The Microdrive, for exam-
ple, has both a read cache and a write cache, and it
allows a user to disable the write cache, but not the
read cache. Unless otherwise noted, the write cache
is enabled during the experiments in this paper.

3.2 Performance Modeling

Dempsey uses the DiskSim software to model the
execution of a given trace on a given disk. DiskSim
models the execution in extreme detail, including
modeling different stages of the execution, namely,
seeking, rotation, data transfer and idle periods.
Dempsey adds code to model energy consumption
during each of these stages.

To simulate the execution, DiskSim requires
specific values for a large number of parameters
that characterize disk geometry and layout, me-
chanical timings and cache behavior, among other



things. Dempsey includes performance characteri-
zation tools to automatically extract these parame-
ters from a given disk.

Typically, the first step in such characterization
is the extraction of detailed information about disk
geometry and physical layout of data blocks on the
disk. For this, many previous efforts, including
DIXTrac [20], have relied on low-level commands
in the disk interface that reveal the mapping from
logical block addresses (LBAs) to physical locations
on the disk. The SCSI interface, for example, has
the “Translate” option in its “SEND DIAGNOS-
TIC” and “RECEIVE DIAGNOSTIC” commands
to translate a given LBA to the corresponding phys-
ical location.

Dempsey chooses not to rely on such transla-
tion commands, since not all disks support such
commands. Also, even if a disk does support such
commands, the information returned may not be
entirely correct and reliable. For example, the
IBM Microdrive, which supports the IDE inter-
face, does include a “Translate Sector” command
to translate a given LBA to the corresponding
cylinder /head/sector (CHS) combination. Unfortu-
nately, this CHS address does not represent the true
physical location of the corresponding sector on the
disk. Dempsey uses empirical extraction techniques
to extract the geometry information, which is then
used in the extraction of all other relevant parame-
ters through empirical extraction techniques similar
to those used in [20].

3.2.1 Extracting Disk Layout

The most important feature of the mapping be-
tween LBAs and their corresponding physical lo-
cations on a given disk drive is the drive’s zoning
strategy. Zoning refers to the technique of dividing
a drive’s surface into several groups (or zones) of
tracks, such that all tracks within a given zone have
an equal number of sectors. Tracks in different zones
may have different numbers of sectors. This allows
more sectors on the outermost tracks, which are
longer than the innermost tracks. Because LBA to
physical-location mappings are generally sequential,
an accurate description of a disk’s zones is nearly
equivalent to a description of a drive’s layout, pro-
vided that the drive’s geometry has not been sub-
stantially affected by defects and that the number
of heads is known.

Finding tracks. A fundamental building
block of the zone discovery algorithm is the
Same_Track(L) function. Same Track returns a
range of LBAs that includes all LBAs on the same

track as LBA L. Let Seek Time(L;, Lg) denote
the time taken for a seek from LBA L, to LBA
L. (A function to compute Seek_Time can be im-
plemented using the SEEK command directly, so
that it bypasses issues of caching and rotational la-
tency.) The Same Track function begins by com-
puting Seek Time(L, L). This represents the time
necessary to perform a zero-distance seek, essen-
tially equivalent to the bus and command processing
overhead. Any seek of non-zero distance will take
substantially longer. The Same_Track function can
then compute Seek Time(L, L) for a series of Ly
values. If the Seek_Time value is more than twice of
the minimal seek time (this factor of two is an arbi-
trary threshold that proves to work well in practice),
then it is inferred that Lj does not lie on the same
track as L. Same_Track can then use binary search
to discover the upper and lower boundaries of the
desired track.

From tracks to zones. Note that using the
Same_Track function, it is trivial to determine the
number of sectors on the track on which a given
LBA lies. Let Num Sectors(L) denote the number
of sectors on the track on which L lies. Remember
that a zone is defined to be a set of consecutive
tracks, all of which have the same number of sectors.
Let Same Zone(L) be a function that returns the
range of LBAs that lie in the same zone as LBA
L. Same_Zone can easily be implemented using the
Num_Sectors function and binary search.

Starting with the disk’s first LBA and repeat-
edly applying Same Zone function until the disk’s
final LBA is reached, Dempsey is able to generate a
complete map of the disk’s zones.

Disk heads. The boundaries, which record the
number of blocks per track and the starting and
ending LBAs of each zone, are still not enough
information to map an LBA to a physical cylin-
der/head/sector address. On a disk with multiple
heads, each cylinder logically contains tracks spread
across several different data surfaces. Therefore,
if a zone has S, total sectors and S; sectors per
track, the zone contains (St% cylinders, where H
is the number of heads on the disk. Clearly, then,
Dempsey must know the number of physical heads
on the disk in order to understand its geometry.

The current version of Dempsey relies on the
manufacturer’s specifications to determine the num-
ber of disk heads in a drive, although techniques
for experimentally determining this number are also
known [20].



3.2.2 Extracting Other Parameters

Other performance parameters, like the seek curve,
the rotation speed and the cache parameters, are
extracted using techniques similar to those used in
the DIXTrac project. Therefore, these techniques
are not described here in any detail.

As noted in [20], some disk drives that incorpo-
rate adaptive caching techniques (where the organi-
zation of the on-disk cache changes in response to
changing disk access patterns) are not very accu-
rately modeled by DiskSim. Both the IBM Micro-
drive and the Toshiba HDD are observed to have
an adaptive cache. Thus, following [20], Dempsey
uses average values for many cache parameters in
the parameter files.

3.3 Power Modeling

Traditionally, most approaches to power mod-
eling of hard disks have been very coarse-grained.
For example, many previous attempts have mod-
eled disk to be in one of two states at any given
time: active and sleep, and power consumption in
each of these states has been assumed to be con-
stant. On the other hand, Dempsey’s approach is
fairly fine-grained. Dempsey attempts to accurately
estimate the energy consumed by each of several
sub-components of a disk request. Each disk request
consists of several stages: a seek to the correct cylin-
der, a period of wait until the disk rotates to the cor-
rect position, an actual data transfer, and, possibly,
a period of idleness before the next disk request is
handled. In this section, we describe how Dempsey
computes the values of various power parameters
required to model the energy consumption for each
of these stages, namely, (1) seeking, (2) rotation,
(3) reading, (4) writing, and (5) idle-periods. Ta-
ble 1 summarizes the power parameters for the two
drives. We also describe how Dempsey uses these
parameters to arrive at its estimates for the energy
consumption for these stages during the execution
of a disk trace.

3.3.1 General Approach

To compute the power parameters, Dempsey needs
to measure the average power consumption for each
of the above-mentioned disk stages. This is a signifi-
cant challenge because any stage may complete in as
little as half a millisecond, whereas the multimeter-
based apparatus can, at best, take 75 samples per
second. Thus, it is not possible to measure accu-
rately the power consumption of a single stage in

Stage | IBM Microdrive | Toshiba HDD

Seeking 637 1287
Rotation 594 1122
Reading 627 1185
Writing 756 1430
Stand-by 61 231

Table 1:  Average power consumed (mW). The number
for the “Seeking” stage is the average power consumed
during a seek over one-third of the maximum seek dis-
tance.

a single request, even if the software could some-
how identify exactly when the disk transitions be-
tween different stages (which itself is a hard prob-
lem). Therefore, all of Dempsey’s power charac-
terization experiments rely on power measurements
taken over the course of longer traces.

Energy consumed during a single sampling in-
terval can be computed using the reading from the
multimeter, as described in Section 3.1.1. Total en-
ergy consumed by a trace is the sum of the energy
consumptions of all the sampling intervals. In order
to obtain a measure of the average power consumed
by a specific disk stage S, Dempsey runs two traces
that differ only in the amount of time spent in stage
S. The following formula, then, gives the average
power consumption for disk stage S.

— FEys — Fq
Pg=—_"
ST T -

where F; is the total energy consumed by trace @
and T; is the total time taken by trace ¢. Note that
if the two traces differ only in the time they spend
in stage S, then the numerator is the extra energy
spent in stage S and the denominator is the extra
time spent in stage S. We refer to this method of
estimating average power consumption of an indi-
vidual stage as the Two-Trace method.

3.3.2 Seeking

Dempsey generates a Seek-Power Profile to model
the seeking stage. The profile lists the energy con-
sumed by the disk for seeks of various distances,
measured in number of cylinders crossed. Figure 3
presents the measured Seek-Power Profile for the
IBM Microdrive.

Measuring seek power is relatively easier than
measuring power consumption for other stages. For
this purpose, Dempsey uses the SEEK command di-
rectly. To estimate the energy consumed by a seek
of C cylinders, the Two-Trace method is used as



Seek Power Profile

Energy Consumed (mJ)

0 1 1 1 1 1 1
0 1000 2000 3000 4000 5000 6000 7000
Seek Distance (Number of Cylinders Crossed)

Figure 3: Seek-Power Profile for the IBM Microdrive.

follows. The first trace consists of only SEEK com-
mands addressed to an LBA L chosen randomly
at the beginning of the experiment. The second
trace alternates evenly between SEEK commands
addressed to L and those addressed to another block
that is C cylinders away from L. Neither trace
spends any time in the rotation, reading, writing or
idle periods, so the traces only differ in the seeking
stage.

3.3.3 Rotation

The rotation stage of a request occurs after the disk
head has reached the correct track. The disk must
then wait until its rotation places the desired sec-
tor beneath the active head. Although the disk is
neither seeking nor transferring data during this in-
terval, it is also not “idle” in the strict sense. During
a true idle period, in which no requests are active,
a disk may be able to shut down certain compo-
nents in order to reduce power consumption. Thus,
a disk may consume more power during a period
of rotation than it does during a true idle period.
For that reason, Dempsey includes tests that mea-
sure the power consumed while the disk waits for
rotation to complete.

For this stage, Dempsey uses a single power pa-
rameter, which is a measure of average power con-
sumption during rotation. Again, the Two-Trace
method is used. A track T is selected randomly.
Both traces issue the same number of single-block
writes to T'. The write-cache of the disk is disabled
during this experiment. The first trace writes blocks
on T sequentially, wrapping around when the last
block on the track is reached. The second trace
writes blocks on T" with a larger stride between each
pair of successive requests.

Each trace contains the same number of single-
block write requests, ensuring that they spend equal
amounts of time in the writing stage. Neither trace
includes any seeking, reading or idle period. Thus,
they differ only in their time spent in the rotation
stage. Therefore, the Two-Trace method yields the
correct power consumption for the rotation stage.

While the exact size of the large stride for the sec-
ond trace is not particularly important, the stride
must be large enough to ensure a substantial dif-
ference between the two traces. Dempsey uses a
50-block stride as an arbitrary choice.

3.3.4 Reading and Writing

Dempsey uses one power parameter each for the
reading and writing stages. These parameters are a
measure of average power consumption during these
stages. Dempsey supports two separate methods to
compute read and write power consumption. The
decision of which method to use depends on whether
the disk supports zero-latency access or not. When a
disk without zero-latency access receives a large read
or write request, it must wait for the disk to spin
until it reaches the first sector of the request before
it begins transferring data. A disk with zero-latency
access (also called a read/write-on-arrival disk), on
the other hand, can begin transferring data when
the disk head is positioned above any of the sectors
in the request.

To determine whether or not a disk supports
zero-latency access, Dempsey issues a single-block
read request at the first block of a track, followed
by a request to read the entire track, beginning at
the first block. In a disk without zero-latency ac-
cess, this process will take two rotations, whereas in
the other case it will take only slightly longer than
one rotation. (This same technique is used by DIX-
Trac [20].)

Measuring for disks without zero-latency
access. To measure read power in a disk without
zero-latency access, Dempsey again uses the Two-
Trace method. A random sequence of distinct tracks
is selected. The first trace consists of 1-block reads
to the first block in each of the selected tracks. The
second trace consists of whole-track reads to each
of the selected tracks, where each read begins at
the first block in the track. It is easy to see that
both traces spend almost equal times in the seeking
and rotation stages. Neither trace includes any idle
time. Thus, the Two-Trace method yields a rea-
sonable approximation of the power consumption
parameter for the reading stage.

The power parameter for the writing stage is



computed in the same manner, with the write cache
of the disk disabled.

Measuring for disks with zero-latency ac-
cess. It is easy to observe that the traces used above
can not be used in this case, because here the two
traces will differ significantly in the time they spend
in the rotation stage.

To make it work for disks with zero-latency ac-
cess, we need to change the first trace slightly. Here
the first trace, instead of issuing 1-block read com-
mands, issues SEEK commands to each of the tracks
in the selected sequence. The second trace issues
whole-track reads as in the previous case. It is easy
to verify that these two traces, when executed on
a zero-latency disk, will differ only in the reading
stage. Thus, the Two-Trace method can be ap-
plied to obtain the average power consumption of
the reading stage. Note that the traces that work
in this case do not work for the previous case, be-
cause they will differ significantly in the time they
spend in the rotation stage when executed on a disk
without zero-latency access.

3.3.5 1Idle Periods

The behavior of a hard disk during idle periods is
substantially more complex than during the disk-
stages described above. Typically, several power
modes are defined where performance is traded-off
for savings in power consumption. For example,
many disks have four modes of operation: active,
idle, standby and sleep. The active-mode is the
only mode in which the disk can satisfy requests.
The active-mode has the highest power consump-
tion, followed by the idle-mode, the standby-mode
and the sleep-mode in that order. The intention
is to let the disk operate in one of the low power
modes when there is no disk activity, but transition-
ing from one power mode to another usually incurs
time and energy overheads. Thus, power manage-
ment usually has implications for power and perfor-
mance (response times, in particular).

Modeling a disk’s power management scheme can
be decomposed into two tasks. First, the energy and
performance overheads associated with mode transi-
tions need to be measured. Second, the power simu-
lator requires a model of when the mode transitions
occur.

To measure the cost of mode transitions,
Dempsey issues a series of traces to generate an
Idle-Period Energy Profile. Each trace has a large
number of I/O operations that are separated by
an idle period of constant length. By varying the
length of idle periods across traces, Dempsey gen-

erates a series of tuples of the form (¢, E,T). A
tuple (¢, E,T) records the fact that an idle period
of length t consumes energy F, and introduces de-
lay 7" in the response time for the following request.
The Idle-Period Energy Profile can be used to de-
termine accurately the modes used by the power
management scheme, the overheads incurred during
mode transitions, and the power consumed by the
disk in different modes.

The task of developing a model for when the disk
transitions between modes is more complex. Tradi-
tionally, disks have used fixed waiting thresholds to
transition from higher power to lower power modes.
For such disks, the Idle-Period Energy Profile is suf-
ficient to predict when mode transitions would oc-
cur. The fixed thresholds for mode transitions can
be inferred from the Idle-Period Energy Profile, and
Dempsey provides a default mechanism for deter-
mining such fixed thresholds.

Newer disks, however, are moving toward more
sophisticated mechanisms for managing their oper-
ation. For example, the IBM Microdrive employs
the Adaptive Battery Life Extender (ABLE) tech-
nology, which, in addition to defining many more
power modes, adaptively manages transitions be-
tween those modes. ABLE continuously monitors
disk-request pattern and maintains statistics on the
recent history of disk requests. Instead of fixed wait-
ing thresholds, ABLE’s decisions on when and how
to make power-mode transitions are determined by
its predictions about the current request-burst, the
current level of internal disk-activity (prefetching,
write-behind, etc.), the desired performance-level
and the energy costs associated with the transitions.

Ideally, one would like to use the exact ABLE
algorithms when modeling the IBM Microdrive in
Dempsey, but since these algorithms are not avail-
able publicly, we use the fixed-threshold model with
the following straightforward implementation. The
estimate for the energy consumed during a given
idle period of length ¢ is computed by looking up
the appropriate tuple in the energy profile. If no tu-
ple is found for length ¢, then interpolation is used
to arrive at an estimate. The time overhead is fed
back into the performance modeling component of
Dempsey so as to keep the response-time estimates
accurate.

3.4 Simulation

Dempsey inherits the performance simulation
module from DiskSim, which models the disk in ex-
treme detail. To obtain an estimate of total en-
ergy consumption for a given trace, the simulator



Component Description
Laptop IBM ThinkPad T20
750 MHz P3, 128 MB RAM
Linux Operating System
Multimeter Agilent 34401A

0.47 Ohm
Sycard PCCextend

Shunt Resistor
PC Card Extender

Table 2: Various hardware components of the experi-
mental setup.

IBM Toshiba

Microdrive HDD

Model DSCM-11000 | MK5002MPL

Capacity (GB) 1 5
Seek Time (ms)

Track-to-Track 3 3

Avg. Seek 13 15

Max. Seek 20 26

Rotation (RPM) 3600 3990

Table 3: Detailed characteristics of the IBM Micro-

drive and the Toshiba HDD.

simply computes estimates for the seeking, rota-
tion, reading, writing and idle-period stages, and
adds them up. The Seek-Power Profile is used to
arrive at the estimate for the seeking stage. For
the rotation, reading and writing stages, the cor-
responding power parameter is multiplied with the
estimated time spent in the stage to arrive at the
energy estimate for that stage. The energy spent
during the idle periods is estimated as described in
Section 3.3.5 above.

4 Experimental Validation

This section presents some experimental results
that contribute toward validating the Dempsey sim-
ulator for the IBM Microdrive and the Toshiba
HDD. We also compare Dempsey against several
other alternatives which model the disk power con-
sumption in less detail than Dempsey. We use both
synthetic and real-world traces to perform the eval-
uation. Detailed specifications of various hardware
components of the experimental setup and the mo-
bile disks are provided in Tables 2 and 3.

4.1 Synthetic Traces
A disk trace is a sequence of disk requests, each

of which has four components: request arrival time,
starting block address, size of request and type of

request (read/write). This suggests four natural di-
mensions along which a synthetic trace can be char-
acterized.

e Delay. This refers to the probability distribu-
tion from which delay intervals between succes-
sive requests are chosen. We consider 4 differ-
ent distributions. (1) Fized: delay interval of a
fixed size is always chosen. (2) Standard: de-
lay interval is chosen uniformly at random in
the range 1-80 ms (this is the distribution used
in the DIXTrac validation test [20].) (3) Long:
here a standard delay is chosen with 0.9 proba-
bility and a random delay between 1-8 seconds
is chosen with 0.1 probability. (4) Very Long:
here a random delay is chosen between 1-200 ms
with 0.98 probability and between 5-20 seconds
with 0.02 probability.

e Access Pattern. This determines the se-
quence of addresses accessed in the trace.
Three kinds of access patterns are considered
here. (1) Sequential: the blocks are sequentially
accessed on the disk. (2) Random: block ad-
dresses in the trace are randomly chosen from
the range of valid disk addresses. (3) Cache
Test: this test is used in [20] to test the accu-
racy of the disk-cache modeling. In this pat-
tern, 20% of the requests are sequential, 30%
are local (i.e., within 250 blocks of their pre-
decessor in either direction), and 50% are com-
pletely random.

e Transfer Size. This parameter specifies the
number of blocks to transfer with each request.
The traces used here have two kinds of transfer
sizes: (1) Fized, and (2) Standard: where size
of each request is chosen uniformly at random
between 16-24 sectors (i.e., 8-12KB.)

e Request Type. This refers to the distribution
of read and write requests in the trace. Be-
sides purely read and write traces, the evalua-
tion uses randomly-generated mized traces with
read-write ratio of 2:1.

For each synthetic trace, it is necessary to spec-
ify a value for each of the four parameters described
above. We use eight representative synthetic traces
in our experiments. Table 4 summarizes the syn-
thetic traces used. Unspecified parameters in the
trace descriptions have the default values given in
Table 5. Trace I, with 400 ms delay interval be-
tween successive requests, tests the simulator’s abil-
ity to model medium-length idle periods in which
the drives do not enter the low-power modes. Trace



Trace | Description
I Delay: Fixed at 400 ms
I Transfer Size: Fixed at 1 sector

III All Parameters: Standard

v Delay: Long

v Delay: Very Long

VI Access Pattern: Sequential

VII Access Pattern: Cache Test

VIII Delay: Fixed at 100 ms,

Access Pattern: Sequential,
Transfer Size: Fixed at 128 sectors,
Request Type: Only writes

Table 4: Summary of the synthetic traces used.

Parameter
Delay

Access Pattern
Transfer Size
Request Type

| Default Value
Standard (random in 1-80 ms)
Random
Standard (random in 8-12KB)
Mixed (read-write ratio of 2:1)

Table 5: Default values for the synthetic trace param-
eters.

II, with single-sector requests, tests the simulator’s
accuracy for small requests. Trace III uses the stan-
dard parameters (i.e., default values in Table 5)
from the DIXTrac traces to test the simulator’s
handling of mid-sized transfers. Traces IV and V
include a number of long idle periods when the
drives should enter the low-power modes. Traces VI
and VII include non-random access patterns. Trace
VIII contains large sequential writes, representing
workloads that are typical of log-structured file sys-
tems [17].

4.2 Real-world Traces

We use a portion of the 1992 Cello Trace (Disk-
2) from HP Labs [18] in our study. The trace from
June 12" 1992 is broken into 6 traces of length
4 hours each. These traces are named A-F in the
tables below. Since the Microdrive used has 1 GB
capacity, all accesses in these traces to blocks af-
ter the first Gigabyte are removed. The traces A-F
contain about 130,000 disk requests in all, of which
about 81,000 are writes. Table 6 gives detailed char-
acteristics of these traces.

4.3 Alternative Power Models

We compare Dempsey against three less-
sophisticated power models. Table 7 lists the values
used for the parameters in these models.

Trace | Reads | Writes Total || Size | Rate
A 529 7460 7989 7 54
B 14942 4433 19375 5 207
C 5590 15619 21209 6 258
D 22107 36077 58184 7 390
E 4351 11765 16116 7 284
F 1742 5689 7431 7 289

Total | 49261 81043 | 130304

Table 6: Characteristics of the real-world traces. Each
trace is 4 hours long. Columns 2-4 describe the number
of reads, writes and total number of operations respec-
tively. The fifth column gives the average request size
(KB). The last column lists the maximum number of
requests in a second in each trace. Note, however, that
the disks may not be able to handle requests at these
rates, and some requests may be delayed.

Parameter IBM Microdrive | Toshiba HDD

Pactive 624 mW 1186 mW

Pacti’uefidle 531 mW 891 mW

Psleep 61 mW 231 mW

Ty 28 15 s
Table 7: Parameter values for the three alternative
models.

4.3.1 The 2-Parameter Model

The 2-Parameter model is, in fact, a naive model,
which makes two simplifying assumptions: (i) the
disk consumes energy at a constant rate when it is
actively satisfying disk requests, and (ii) when the
disk finishes a disk request and finds that there are
no more pending requests in the queue, it imme-
diately enters the sleep-mode. The model uses the
following formula to compute an estimate of total
energy consumption for a given trace.

Etotal = Eacti’ue + Eidle (1)

Foctive is estimated as Pyctiveluctive, wWhere
P,ctive is the assumed power consumption when the
disk is active (regardless of whether it is in the seek-
ing, rotation, reading or writing stage), and Tyctive
is the time spent by the disk while actively satisfy-
ing disk requests. Ejqje is estimated as PseepTidie,
where Pijeep is the assumed power consumption in
the sleep-mode, and Tjg;. is the length of the entire
idle-period in the trace. P, tive is derived by execut-
ing a random trace of 12 KB accesses (evenly mixed
with reads and writes), and computing the average
power consumed by the trace. Pyeep is measured
by observing the disk in the sleep-mode after it has
been left idle for a long time.



4.3.2 The 3-Parameter Model

The 3-Parameter model improves upon the 2-
Parameter model by further refining the modeling
of idle periods. As in the 2-Parameter model, equa-
tion (1) is used to estimate the total energy con-
sumption, and F,ctive 1S estimated as Poerive Tactive-
The behavior during the idle periods, however, is
modeled as follows. The model assumes that the
disk enters an intermediate power-mode, called the
“active-idle” mode, as soon as it finishes a disk re-
quest and finds no more pending requests in the
queue. The transition from the active-idle-mode
to the sleep-mode, however, is governed by a fixed
waiting threshold T. For an idle-period of length L
with L < Tj, the energy consumption is estimated
as Pyctive—idie L. For an idle-period of length L with
L > Tp, the energy consumption is estimated as
Poctive—idieTo + Psieep (L — To). Note that the time
or energy overheads of the mode transitions are not
modeled. Pj,ctive—idie i measured by observing the
disk immediately after a disk request has finished.

4.3.3 The Coarse-Dempsey Model

The Coarse-Dempsey model is a hybrid between the
3-Parameter model and Dempsey. As before, it uses
equation (1) to estimate total energy consumption.
Foctive is estimated as in the 3-Parameter model,
whereas F;q. is estimated as in Dempsey. There-
fore, this model uses the complete Idle-Period En-
ergy Profile of the disk, which also models the time
and energy overheads of mode transitions.

4.4 Experimental Results

Tables 8 and 9 present results from executing
the synthetic and the real-world traces on the IBM
Microdrive. The tables compare the estimates from
the power models with the actual (measured) power
consumption on these traces. The corresponding
results for the Toshiba HDD are presented in Ta-
bles 10 and 11.

The foremost conclusion that can be drawn from
these results is that Dempsey is able to model disk
power consumption quite accurately. For the IBM
Microdrive, Dempsey’s worst observed error is an
underestimate by 7.5%, while the mean error is only
1.8%. For the Toshiba HDD, the corresponding er-
rors are 6.9% and 3.6% respectively.

The simple 2-Parameter model is grossly inad-
equate. It consistently underestimates the energy
consumption because it wrongly assumes that the
disk spends all of its non-active time in the sleep-
mode with the lowest power consumption, and be-

cause it does not model the energy overheads of
mode transitions.

For the Microdrive, the 3-Parameter model ap-
pears to achieve a vast improvement over the 2-
Parameter model in many cases. Here, the worst
observed error for the 3-Parameter model is only
10.0%. This highlights the importance of being able
to accurately model disk behavior during idle peri-
ods. The Coarse-Dempsey model and Dempsey con-
sistently achieve higher accuracy only by being able
to model idle periods more accurately. Recall that
the 3-Parameter model does not model the energy
and time overheads associated with power-mode
transitions, which the Coarse-Dempsey model and
Dempsey do. This explains why estimates from the
3-Parameter model are consistently lower than those
from the Coarse-Dempsey model and Dempsey.

For the Toshiba HDD, however, the 3-Parameter
model appears to be less accurate. On Traces IV, V
and A-F, which include relatively long idle-periods,
the 3-Parameter model overestimates the energy
consumption by a large amount. This shows that
its modeling of disk behavior during idle-periods
is not very accurate. The reason for this is that
the Toshiba disk has several intermediate power-
modes between the highest power active-mode and
the lowest power sleep-mode. From the intermedi-
ate power-modes, the 3-Parameter model selects the
one with the highest power consumption to derive
the value for P,ctive—idie. Therefore, unless an idle
period is very short, the 3-Parameter model stays
in a mode with relatively high power consumption.

The only difference between the Coarse-Dempsey
model and Dempsey is in the modeling of periods of
disk activity. The Coarse-Dempsey model assumes
that the disk uses energy at a constant rate when
it is satisfying disk requests, regardless of whether
it is in the seeking, rotation, reading or writing
stage. Dempsey, on the other hand, attempts to
separately estimate the energy consumed in each of
these stages. As the results show, the two mod-
els perform almost equally well on all traces except
Trace VIII. Trace VIII is a trace containing only
large sequential writes interspersed by idle-periods
of 100 ms. It is representative of workloads that may
occur more frequently in a different file system (such
as an LFS [17]) than those traced in Traces A-F. For
this trace, Dempsey is observed to be more accu-
rate than the Coarse-Dempsey model by as much as
5%. Additional experiments with a write-only work-
load that has little idle time show that the Coarse-
Dempsey model can be off by amounts indicative of
the power variances shown in Table 1.

Table 12 lists the number of transitions into the



Trace | Actual 2-Parameter 3-Parameter | Coarse-Dempsey Dempsey
I 220.1 | 37.2 (—83.1%) | 214.0 —-2.8%) | 219.0 (-0.5%) | 219.1 (—0.5%)
I 244 | 13.6 (—44.1%) 23.2 —4.7%) 235 (—3.6%) 234 (—4.0%)

III 24.6 | 14.5 (—40.9%) 24.0 —2.3%) 24.3  (-1.2%) 244 (—0.8%)
v 171.2 | 424 (-75.2%) | 160.3 —6.4%) | 170.8 (-0.3%) | 170.8 (—0.2%)
v 89.7 | 31.9 (—64.4%) 84.5 —5.8%) 87.6 (—2.3%) 87.7 (—2.2%)
VI 22.2 58 (=73.7%) 21.2 —4.3%) 21.7  (-2.4%) 21.6  (—2.5%)
VII 23.8 | 10.8 (—54.8%) 22.3 —6.1%) 22.7  (—4.7%) 22.7  (—4.8%)
VIII 8.0 23 (—=71.3%) 7.2 10.0%) 7.2 (—10.0%) 74 (=7.5%)

Table 8:

Measured and estimated total energy consumption (in Joules) for the synthetic traces executed on the

IBM Microdrive. The column labeled “Actual” lists the measured energy consumption. The last four columns,

respectively, present the energy consumption estimates from the 2-Parameter model, the 3-Parameter model, the

Coarse-Dempsey model and Dempsey. The numbers in parentheses in the last four columns are the percentage

difference between the estimated and the actual values.

Trace | Actual 2-Parameter 3-Parameter Coarse-Dempsey Dempsey
A 2116.5 963.0 (—54.5%) | 2036.9 (—3.8%) | 2136.0 (+0.9%) | 2137.9 (+1.0%)
B 1897.9 | 1030.6  (—45.7%) | 1840.6 —3.0%) | 1903.0 (4+0.3%) | 1902.1 (40.2%)
C 2462.7 | 1049.6 (—57.4%) | 2370.6 —3.7%) | 24794  (+0.7%) | 2480.9 (40.7%)
D 3156.0 | 1255.9 (—60.2%) | 3027.7 (—4.1%) | 3152.5 (—0.1%) | 3157.3  (4+0.0%)
E 2114.3 | 1022.0 (—=51.7%) | 2031.4 (—3.9%) | 2121.0 (4+0.3%) | 2122.6  (40.4%)
F 1801.4 958.4  (—46.8%) | 1742.5 —3.3%) | 1813.7 (4+0.7%) | 1814.4 (40.7%)

Table 9: Measured and estimated total energy consumption (in Joules) for the real-world traces executed on the

IBM Microdrive. The numbers listed have the same meaning as in Table 8.

Dempsey
Simulation Time (s)
0.9
2.7
2.3
6.8
1.9
0.8

Trace

TEHOQW >

Table 13:
simulate the IBM Microdrive on the real-world traces,
each of which is a 4-hour long trace.

Time (in seconds) taken by Dempsey to

sleep-mode predicted by Dempsey and the corre-
sponding numbers from an actual execution of the
real-world traces. The ” Actual” number of transi-
tions for a given trace is obtained by counting the
number of instances in the execution where the re-
sponse time exceeds a certain threshold. The worst
observed error is 3.4% for the IBM Microdrive and
5% for the Toshiba HDD. This shows that Dempsey
is able to model the drives’ behavior during idle-
periods with reasonable accuracy.

Simulation time for Dempsey to simulate the
IBM Microdrive on the 4-hour traces are listed in
Table 13. These times are measured by running

Dempsey on a desktop machine with a 2 GHz Pen-
tium processor. The traces take a total of less than
16 seconds to execute, indicating that Dempsey is
able to process traces at the rate of more than 8000
disk-requests per second. Dempsey’s memory usage
is less than 2 MB. Thus, Dempsey has the potential
of being used as an efficient and accurate disk-power
modeling tool.

5 Conclusion

In this paper, Dempsey is demonstrated to be
able to model hard-disk energy consumption quite
efficiently and accurately. Dempsey includes tools
that can extract the required parameters from a
given disk automatically. This makes Dempsey rel-
atively general-purpose.

Dempsey is experimentally validated for two mo-
bile hard disks, namely, the 1 GB IBM Microdrive
and the 5 GB Toshiba Type II PC Card HDD. Both
synthetic and real-world traces are used for the eval-
uation. For the IBM Microdrive, Dempsey’s worst
observed error is an underestimate by 7.5%, while
the mean error is only 1.8%. For the Toshiba HDD,
the corresponding errors are 6.9% and 3.6% respec-
tively.



Trace | Actual 2-Parameter 3-Parameter | Coarse-Dempsey Dempsey
I 368.0 | 108.6 (—=70.5%) | 360.1 (—2.1%) | 350.5 (—4.8%) | 351.1 (—4.6%)
II 40.4 242  (—40.1%) 39.6 (—2.0%) 399 (—-1.2%) 40.3  (—-0.2%)

III 41.4 25.6  (—38.2%) 405 (—2.2%) 40.8 (—1.4%) 413 (—0.2%)
I\Y 293.5 | 126.8 (—56.8%) | 432.0 (4+47.2%) | 277.6 (—5.4%) | 278.2 (—5.2%)
\% 195.0 89.1 (—54.3%) | 280.6 (+43.9%) | 189.3 (—2.9%) | 189.8 (—2.7%)
VI 36.9 14.2  (-61.5%) 35.3  (—4.3%) 358 (—3.0%) 356 (—3.5%)
VII 39.7 20.1  (—49.4%) 374 (—5.8%) 377 (—5.0%) 379  (—4.5%)
VIII 14.4 71 (—50.7%) 125 (-13.2%) | 12.6 (—12.5%) 13.4  (—6.9%)

Table 10: Measured and estimated total energy consumption (in Joules) for the synthetic traces executed on the

Toshiba HDD. The numbers listed have the same meaning as in Table 8.

Trace | Actual 2-Parameter 3-Parameter Coarse-Dempsey Dempsey
A 5808.0 | 3338.7 (—42.5%) 8614.2  (+48.3%) | 5507.9 (—5.2%) | 5511.0 (—5.1%)
B 5206.0 | 3453.1 (—33.7%) 6884.8 (+32.3%) | 4992.9 (—4.1%) | 4994.6 (—4.1%)
C 6476.9 | 3556.0 (—45.1%) 9523.5 (4+47.0%) | 6114.3 (—5.6%) | 6115.0 (—5.6%)
D 6992.9 | 3914.4 (—44.0%) | 10059.3  (+43.8%) | 6832.6 (—2.3%) | 6834.9 (—2.3%)
E 6115.2 | 3516.5 (—42.5%) 9305.7  (+52.2%) | 5934.4 (—3.0%) | 5935.8 (—3.0%)
F 5544.0 | 3392.5 (—38.8%) 8297.2  (4+49.6%) | 5421.8 (—2.2%) | 5421.9 (—2.2%)
Table 11: Measured and estimated total energy consumption (in Joules) for the real-world traces executed on the

Toshiba HDD. The numbers listed have the same meaning as in Table 8.

Dempsey uses a fine-grained approach to model
the energy consumption of a disk. In particular,
Dempsey attempts to accurately estimate the en-
ergy consumption of specific disk stages, namely,
seeking, rotation, reading, writing and idle-periods.
Dempsey is also compared against several other
models, which model disk power consumption in less
detail than Dempsey. The results show that accu-
rate modeling of disk behavior during idle periods
is critical to the accuracy of any power model. Ac-
curate modeling of periods of activity is also shown
to be important, although to a smaller extent.
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