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ABSTRACT
Public dialogue plays a key role in democratic society. Such dialogue often contains factual claims, but participants and readers are left wondering what to believe, particularly when contributions to such dialogue come from a broad spectrum of the public. We explore the design space for introducing authoritative information into public dialogue, with the goal of supporting constructive rather than confrontational discourse. We also present a specific design and realization of an archetypal sociotechnical system of this kind, namely an on-demand fact-checking service integrated into a crowdsourced voters guide powered by deliberating citizens. The fact-checking service was co-designed with and staffed by professional librarians. Our evaluation examines the service from the perspectives of both users and librarians.
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INTRODUCTION
Public deliberation can help uncover solutions to public policy questions and help establish the political will to act \cite{14, 20, 22}. But public deliberation is challenging, requiring communicators to consider tradeoffs, listen to others, seek common ground, and be open to change given evidence \cite{47}. Unfortunately, many people do not even want to talk with people holding different views \cite{36}. In addition, current communication interfaces do not generally support the people who are interested. A few interfaces such as OpinionSpace \cite{13} and ConsiderIt \cite{29} have demonstrated that it is possible to create lightweight communication interfaces that encourage constructive interactions when discussing difficult issues. However, such systems also have a significant problem: the contributions often include factual claims, but participants have difficulty identifying which ones are trustworthy.

We describe a new approach for helping discussants decide which factual claims to trust. Specifically, we designed and deployed a fact-checking service staffed by professional librarians and integrated into a crowdsourced voters guide. Overall, this research approach continues that used in our earlier work \cite{29}: a field deployment of a real system, in a real election, with discretionary users who decide to participate to help with their electoral deliberations. It thus complements other research involving rigorously controlled experiments that, for example, use tasks presented in a laboratory experiment or paid participants. It also serves as an archetype of a more general class of systems that integrate the contributions of professionals and established institutions into what Benkler \cite{4} calls “commons-based peer production.”

Much of our design effort went into crafting an interaction design that let the fact-checking enhance public deliberation rather than diminishing it. For example, one key design element is that the fact-checks are performed at the behest of discussion participants, rather than being imposed from outside. Our results indicate that participants welcomed the librarians as authoritative sources of information. We also found that librarians were willing and qualified to carry out the fact-checking. However, the fact-checking frame, emerging from journalistic practice, did not map smoothly into librarian reference practice. These findings inspire our design implications, where we discuss a shift to interactive fact-seeking.

BACKGROUND: FOSTERING PUBLIC DELIBERATION
To help explore design alternatives and evaluate this work, we turn to Value Sensitive Design (VSD), a methodology that accounts for human values in a principled and systematic way throughout the design process \cite{6, 18}. As with prior work involving VSD in the civic realm \cite{5}, we distinguish between stakeholder values and explicitly supported values. Stakeholder values are important to some but not necessarily all of the stakeholders, and may even conflict with each other. For example, discussion participants may differently value environmental sustainability and property rights. While we do not build in support for stakeholder values, we provide a venue in which users can act on their stakeholder values.

Explicitly supported values, on the other hand, guide designers’ choices in the creation of the system: here, the values are democratic deliberation, respect, listening, fairness, and civility. Our explicitly supported values are only a small subset of the values at play in public dialogue. Deliberation in particular is just one normative ideal of political communication \cite{3, 8, 16, 48}. Freelon \cite{16} maps out two other prominent communicative ideals: liberal individualism \cite{11} which values self-expression over listening, manifesting in monologues and flaming, while communitarianism \cite{15, 45} emphasizes group identification with like-minded people for mutual support and to better organize against groups with whom they
especially online comment boards, implicitly support liberal individualist and communitarian values through the particular interface mechanisms they provide. Kriplean et al. found that these interfaces make it far easier to speak into than to actively listen through creating an imbalanced communication model [30]. Because communicative behaviors are context sensitive and can be altered by interface design [35, 38, 44], we believe we can design lightweight interfaces that gently nudge people toward finding common ground and avoiding flame wars, thus supporting a deliberative environment while still accommodating some stakeholder values aligned with these other communicative paradigms (such as advocating for a belief).

We implemented ConsiderIt as an approach to this challenge [29]. In ConsiderIt, participants are first invited to create a pro/con list that captures their most important considerations about the issue. This encourages users to think through tradeoffs — a list with only pros or cons is a structural nudge to consider both sides. Second, ConsiderIt encourages listening to other users by enabling users to adopt into their own pro/con lists the pros and cons contributed by others. Third, ConsiderIt aggregates users’ expressions of their primary considerations to help everyone better understand and explore facets of the issue being deliberated; they can even view the most important pros and cons for different voter segments (e.g. supporters), enabling users to find common ground. Finally, a per-point discussion facility was added in the 2011 deployment to help participants drill down into a particular pro/con point and have a focused conversation about it. We call special attention to this functionality because one component of our evaluation is an examination of how the focused discussion progressed before and after fact-checks.

Our primary deployment of ConsiderIt is the Living Voters Guide (LVG). The LVG is an ongoing collaboration started in Spring 2010 between our research team and the non-partisan Seattle CityClub, with the goal of inventing and piloting a new method for facilitating civic engagement [17, 28]. We identified deliberation on Washington State ballot measures as a high need area. In 24 states, these ballot measures can be added to the ballot directly by citizens (with the sufficient time commitments of experts). Unfortunately, there are few avenues, online or offline, for citizens to work through the various arguments and claims being made by campaigns and pundits, or hear the considerations of “everyday” people. We have run the LVG for the past three elections in Washington State, with 30,000 unique visitors from over 200 Washington cities using LVG for nearly ten minutes on average. Our analysis of behavioral data has revealed a high degree of deliberative activity; for example, 41.4% of all submitted pro/con lists included both pros and cons [17, 28, 30]. Moreover, the tone of the community discussion has been civil: although CityClub actively monitored the site for hate speech and personal attacks, less than ten out of a total of 424 comments have been removed over the three deployments. We encourage readers to visit http://livingvotersguide.org to better understand the design of ConsiderIt and the LVG application.

Our summative user studies also revealed the paramount limitation of the original LVG platform (and the motivation for the work reported here): in a crowdsourced voters’ guide, participants have difficulty understanding what information to trust. Content analysis of the pro/con points in 2010 found that around 60% contained a verifiable statement of fact, such as a claim about what the ballot measure would implement, or included a reference to numerical data from an external source. Anyone can state a claim, but how do others know whether that claim is accurate?

GROUNDING DIALOGUE WITH AUTHORITATIVE INFO

Before delving into the design of our embedded, on-demand fact-checking service, we sketch the broader design space and touch on design-oriented related work.

What: Framing Authoritative Information

A basic design question for introducing authoritative information is its provenance and the format in which it is delivered.

Primary sources. Authoritative information can be provided directly using primary sources. However, suitable primary sources are often unavailable, and most deliberating bodies do not have the ability to commission a report from a dedicated organization like the Congressional Budget Office. Another option is to find experts in the relevant field, or advocates on either side of a public policy question, who are willing to discuss the subject. For example, face-to-face deliberation methodologies like Consensus Conferences and Citizen Juries incorporate expert Q/A as part of the process by which citizens come together to learn about, discuss, and jointly craft a policy recommendation [14]. Unfortunately, scalability is challenging because it is difficult to secure and coordinate time commitments of experts.

Fact-checking. Fact-checkers produce an evaluation of verifiable claims made in public statements through investigation of primary and secondary sources. A fact-check usually includes a restatement of the claim being investigated, some context to the statement, a report detailing the results of the report, and a summative evaluation of the veracity of the claim (e.g., Politifact’s “Truth-O-Meter” ranging from “True” to “Pants-on-Fire”). Fact-checks provide a wealth of information and explicit guidance to the reader about whether to believe the claim or not. Unfortunately, establishing the legitimacy of fact-checks can be challenging because the format of a fact-check juxtaposes the claim and the fact-check, creating

---

1 There have been many efforts at to create deliberation systems, most prominently argumentation visualization techniques (see [41, 42] for an overview). But these systems tend to require a high level of learning and investment from users and administrators [24, 40], which limits their scope and sustainability. We focus on interfaces that can be easily learned and used widely, even if they lack the semantic richness of these other approaches.
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an environment of competing claims [19]. This is problematic because those whose prior beliefs are threatened by the result of the fact-check are psychologically prone to dismiss counter-attitudinal information and delegitimate the source of the challenging information [31, 33, 34, 46], sometimes even strengthening belief in the misinformation [37].

Secondary source synthesis. Another approach is to synthesize information available in reliable secondary sources. This differs from fact-checking in that (1) the investigation does not create new interpretations of original sources and (2) the report does not explicitly rate the veracity of the claims. This approach may help reduce the confrontational nature of fact-checking, while still making information ready-at-hand (though less easily assessable by participants).

Who: Creating and Introducing Authoritative Information
To help ground dialogue, someone needs to identify, synthesize, and introduce the information. Design considerations regarding who does this work and how the process is organized impact the resulting trust in the information and the sustainability of the service.

Professional. A number of professions have developed practices for identifying, synthesizing, and introducing authoritative information. For example, modern political fact-checking emerged from the journalism profession [10], and many current fact-checking enterprises are housed in news organizations (e.g., Tampa Bay Times runs Politifact). The journalistic roots of fact-checking are apparent in the emphasis on investigating original sources and publishing an evaluation as a breaking report. Other professionals with relevant skills are reference librarians. One of the main roles of librarians is to help patrons find the information they seek amidst a sometimes overwhelming amount of source material. Librarians assess the content of resources for accuracy and relevance, determine the authority of these resources, and identify any bias or point of view in the resource [2]. As we explore in this paper, librarians can help introduce authoritative information into public dialogue, even though they typically do not provide their services outside of libraries.

Crowdsourcing. Crowdsourcing can also help identify, synthesize, and introduce authoritative information. Both of the aforementioned techniques (fact-checking and secondary source synthesis) have been crowdsourced. Reddit has crowdsourced political fact-checking, where members post claims, the community researches their accuracy, and forum moderators read through the discussion and evaluate the accuracy based on community consensus. Secondary source synthesis is crowdsourced by Wikipedia. While traditional encyclopedias rely on subject-matter experts, Wikipedia relies on many contributors’ synthesis of secondary sources, encoded by Wikipedian policies like “No Original Research” [43]. Establishing trust in the results of these crowdsourced efforts is often a challenge [7, 9], but can be accomplished to some extent by transparency of process [27].

Where: Connecting Authoritative Info with Dialogue
Authoritative information can be tailored and introduced into a discussion in a number of ways.

Via participant link to dedicated entity. Authoritative information is usually published and promoted by dedicated entities. For example, fact-checking is often provided as a stand-alone service, as with Snopes, Politifact, and factcheck.org. The authoritative information is thus not explicitly tied to any particular ongoing discussion about the wider issue; only if discussants link to the resource does it potentially help ground a discussion. Even if participants are motivated to do so, other participants may call into question the motives of the individual who provided the link, the reliability of the source, the comprehensiveness of the given resource, and its applicability to the discussion.

Via embedded response. Professionals facilitating a discussion can shepherd authoritative information directly into a discussion. The authoritative information might be researched and introduced at the request of participants, or at the discretion of the professionals. We are unaware of any socio-technical system that embeds a fact-checking service into an ongoing dialogue. However, the aforementioned resource-intensive face-to-face deliberative methodologies often employ experts to help inform participants during a dialogue.

A FACT-CHECKING SERVICE FOR PUBLIC DIALOGUE
In this section, we present our primary socio-technical contribution: a design for introducing authoritative information by a trusted institution into ongoing public dialogue.

As discussed in the previous section, there are a number of potential institutional resources for a fact-checking service. We suggest that libraries and librarians have qualities that make them compelling for this activity (and more generally, as an institutional home for voter education and dialogue forums). The professional practice of librarianship, as embodied in the ALA’s Code of Ethics [1], emphasizes the role of libraries in a democracy: “In a political system grounded in an informed citizenry, we are members of a profession explicitly committed to intellectual freedom and the freedom of access to information. We have a special obligation to ensure the free flow of information and ideas to present and future generations.” The Code explicitly calls out such values as equitable access; accurate, unbiased, and courteous responses to all requests; and a clear distinction between personal convictions and professional duties. Further, in an era characterized by declining trust in most of our society’s established institutions, public libraries continue to enjoy a high level of trust and respect by the public [25, 49]. Reference librarians in particular have well-developed techniques for finding, assessing, and communicating about reliable and useful sources of information [2]. For example, standard practice in addressing a request from a patron for information is the reference interview — as stated in the Reference & User Services Association guidelines, “A librarian treats the user as a collaborator
and partner in the information seeking process.” However, libraries and reference librarian practice have limitations, such as a prohibition on doing legal research. This is significant because the ballot measures being fact-checked in LVG have legal status and implications.

After the 2011 election we established a partnership with the Seattle Public Library (SPL) to provide on-demand fact-checking for the LVG. Any LVG user could request that a librarian fact-check any pro or con point contributed by another user on the site. Librarians reviewed these requests, identified verifiable claims, researched the accuracy of those claims, and posted a public evaluation and report about each claim. SPL sees its participation in the LVG as an opportunity to reimagine and expand its role in serving the public.

The LVG fact-checking service was co-designed by our team and the participating SPL librarians. Librarians made recommendations regarding the functionality of the system, provided feedback on iterations of the design, and wrote web copy explaining the service to LVG users. As part of this preparation, they studied the pro/con points submitted in 2011, created criteria for the kinds of claims they would be able to fact-check, and wrote sample responses to a set of hypothetical fact-check requests based on the 2011 points. The specific guidelines that the librarians settled on were: (1) We will not conduct in-depth legal or financial analysis, but we will point users to research that has already been conducted; (2) We will not evaluate the merits of value or opinion statements, but we will evaluate their factual components; (3) We will not evaluate the likelihood of hypothetical statements, but we will evaluate their factual components.

Following a VSD approach, we consider both direct and indirect stakeholders in our analysis of the fact-checking service. Direct stakeholders are the users of the technology or its outputs. For this work, we call out the following direct stakeholders: (1) users of the Living Voters Guide, (2) authors of points that are fact-checked and (3) the reference librarians. We separate out the authors of points that are fact-checked because one can imagine a range of reactions on the part of someone whose contribution was fact-checked. While there are other possible categories of direct stakeholders (such as users who request the fact-checks), we suggest that the above list includes the most significant cases.

Indirect stakeholders are people or organizations that are significantly affected by the technology even though they do not use it directly. We call out the Seattle Public Library as an institution as an important indirect stakeholder because of our focus on the librarians’ role as fact-checkers, and since this activity represents a significant extension of its traditional role. There are numerous other indirect stakeholders, including voters in general, campaigns with interests in the measures being discussed, and government officials in charge of running the elections.

We now describe the fact-checking service’s sociotechnical design from the perspective of the direct stakeholders, and identify value tensions implicated by this design.

From the Perspective of Living Voters Guide Users

The primary design tension we faced was enabling LVG users to easily get a sense of which factual claims in the pro/con points were accurate (in support of deliberative values), while not making the fact-checking a confrontational, negative experience that would discourage contributors from participating again (or at all). This is a delicate design task because having one’s political beliefs challenged can actually reinforce the original belief. For example, Garrett [19] shows that even introducing a small delay between showing a false claim and a correction of the claim to someone whose prior beliefs are bolstered by the false claim significantly improves the participants’ receptivity to updating their prior belief and reduces their likelihood of rejecting the legitimacy of the fact-check. We now step through a few of the difficult design choices arising from this tension.

When: Origination of the Request

The service was on-demand: any registered user could request a fact-check, submitted with a brief description of what he or she wanted to have checked. The primary design alternative, as implemented by sites like Politifact, would have been to have librarians select which pro/con points to fact-check. By relying on LVG participants themselves to initiate a fact-check, we hypothesized that the degree of confrontation with an authority would be diffused. Further, we hoped that requests would come from supporters of the point to be checked, not just opponents — for example, a supporter (or even the author) might request a check as a way of bolstering the point’s credibility. This design decision is consistent with the values of librarians, as they provide information in response to requests rather than imposing it into discussion. It also enabled librarians to focus on questions that citizens actually cared about, potentially reducing their load and improving the sustainability of the service.

What: Substance of the Fact-Check

Each fact-check comprised (1) a restatement of each factual claim in the pro or con, (2) a brief research report for each claim, and (3) an evaluation of the accuracy of each claim. Dividing points into multiple claims provided an opportunity to address questions directly and reduce confrontation if some of the claims could be marked as accurate. Selecting the categories and labels for accuracy was difficult. We settled on a simple scheme of “accurate,” “unverifiable,” and “questionable.” Each of the evaluation categories was accompanied by a symbol representing the result: a checkmark for accurate, an ellipsis for unverifiable, and a question mark for questionable. The wording “questionable” was chosen to lessen the potential confrontational nature of the evaluation (e.g. in contrast to “wrong” with a red X symbol).

Where: Presentation of Results

There are two primary levels for communicating the result of the fact-checks: (1) when users are browsing multiple points at once and see only the summary of the point, choosing which ones to include in their list, and (2) when viewing the details of a pro/con point and discussing it.

The evaluations of claim accuracy primarily helped users quickly assess general trustworthiness as they browsed the
points. For each fact-checked pro or con, an icon representing the most negative evaluation was shown at the bottom. When a user hovered over the icon, a fact-check summary was shown (Figure 1). We hoped that putting a question mark for points that contained inaccurate claims would not be perceived as exceptionally confrontational to point authors, while being intriguing enough for general users that they would probe into what the question mark meant.

The full fact-check was presented immediately below the text of the point when users drilled into the point details and discussion page (Figure 2). This made the fact-check easily accessible, at the expense of not integrating well into the ongoing dialogue about that point.

From the Perspective of SPL Librarians
While high-level SPL management participated in planning the fact-checking service, the service was implemented by eight reference librarians and managed by a single librarian who also helped perform fact-checks. Librarians took shifts to cover each day during the three weeks leading up to election that the service was deployed. We initially suggested a prioritization scheme for the fact-check requests, but in keeping with the professional values of equitable service policies and access [1] the librarians chose instead to deal with all the requests, in the order received, and committed to responding within a 48-hour period (which they did).

Every fact-check request generated a notification e-mail to the librarians. Librarians then logged into a custom fact-checking dashboard. The dashboard listed each point where a user had requested a fact-check, showing the fact-check status (e.g. completed), which librarian was taking responsibility for it, and the result of the fact-check (if applicable). Librarians could claim responsibility for new requests, and then conduct the fact-check.

The fact-checking page enabled librarians to restate each factual claim made in a pro or con as a researchable and verifiable question, and then answer the research question. The librarians would spend up to two hours researching each of these claims and writing a brief report on their findings (preferably including references to the information sources drawn upon). Finally the librarians would evaluate whether each claim was “accurate,” “unverifiable,” or “questionable.” The fact-checking team decided that the librarians should always identify as many researchable, verifiable questions as a pro or con point contained, even if the request was only for a very specific claim to be checked. This helped scale the service because each point then only had to be checked once.

Every fact-check was a collaboration between at least two librarians. One librarian would write the initial fact-check, which was then reviewed by a second librarian before being published. Additionally, since they worked in close proxim-
Figure 2. If users open a pro or con point summary, they access a page with additional point details and a discussion space for that point. If that point has been fact-checked, the librarians’ report is displayed immediately below the point author’s description. In this case, the librarians only identified a single claim and marked it as questionable.

ity, librarians often discussed the fact-checks. This communication facilitated learning and coherence for the service, and also drove functionality changes during the early stage of the pilot.

After each fact-check was published, a notification e-mail was sent out to the requester of the fact-check, the author of the pro/con point, and any other interested party (such as people who were participating in a discussion on that point). Each fact-check was signed collectively as “The Seattle Public Library,” not as the individual librarian, in order to protect the librarian from possible harassment. As many of the librarians pointed out in interviews, this was also a way to distinguish personal opinion from a professional response.

METHODS
Following the Value Sensitive Design approach, we used a variety of methods to help us evaluate the fact-checking service from the point of view of each of the main stakeholder groups identified in our conceptual investigations. For users, we relied on three sources. The first was the log files from the LVG deployment. In the 2012 implementation of LVG, this data captures activity by 549 registered users who wrote 332 pro/con points and 424 comments on these points. Seven out of eight of the ballot measures had at least one point that was fact-checked; we therefore constrain our analysis to the 294 pro/con points written for these seven ballot measures. The second was a survey sent out by our collaborator CityClub. The survey asked users about the general usefulness of the LVG and also included a section of six questions specifically about the fact-checking facility. Respondents were asked five questions about the impact and importance of the fact-checking facility. They were scored using a 5-point Likert scale ranging from “strongly disagree” to “strongly agree.” The other question asked if they had read at least one of the librarians’ fact-checks. The survey overall received 55 responses (10.7% response rate); out of these, 33 (60%) indicated that they read at least one of the librarians’ fact-checks and 14 provided additional comments on the fact-checking facility. The third was another survey, sent to the 40 authors of points that were fact-checked. This survey included both fixed and open-ended questions. We received 16 responses (40% response rate). For the librarians, the second author interviewed seven of the eight reference librarians who did the fact-checking, using a value-oriented semi-structured interview [26]. The interviews ranged from 25 to 60 minutes ($\mu = 36$ minutes). Questions were divided into two categories: individual (e.g., whether the librarians felt qualified to perform this service, and how they felt they represented the SPL’s values and roles in the community), and organizational (e.g., how they felt this project affected SPL’s reputation, and ways in which this project differed from traditional reference practice). Finally, for the Seattle Public Library as an institution, we interviewed two SPL managers, using the above organizational questions as well as a final question regarding the library’s future involvement with the LVG.

Each of these data sources is partial, but together, we believe they help enrich our understanding of the strengths and weaknesses of the fact-checking service, even if the limitations of the data preclude us from making strong generalized claims. The next section weaves this data together to communicate about fruitful next directions.

RESULTS
Our goal is to enhance public dialogue by providing authoritative information from a trusted third party. We first answer a fundamental question: whether or not there was demand for this service. Before we launched, we did not know whether users would be interested in requesting fact-checks, and if
they were, would act on that interest. After establishing that there was significant demand for the service, we then analyze three aspects of the goal of enhancing dialogue with authoritative information: first, whether the library was perceived as a legitimate, welcomed, authoritative participant; second, whether the particular way in which authoritative data was introduced helped invite wider, deeper participation; and third, whether the service did in fact inform public dialogue. We undertake this analysis first from the viewpoint of LVG users, and then from the viewpoint of the librarians and the library.

**Broad Trends**

**Demand**

When we launched the fact-checking pilot, we did not know whether users would request fact-checks at all, or conversely, whether they would request fact-checks about nearly every point and overburden the librarians.

In this deployment, users demonstrated demand for fact-checks and the willingness to submit requests for them. Through the course of the 3 weeks the fact-checking service was live, SPL librarians responded to 55 requests by 30 distinct users to fact-check 47 distinct pro/con points related to 7 of the 8 statewide ballot measures (Figure 3).

Users thus requested fact-checks of 14.2% of the pros and cons submitted. We consider this a respectable, even high, level of participation, for a number of reasons. First, many pros and cons do not contain checkable claims because they are statements of principle, such as the vast majority of pros and cons submitted to discussion around 2012’s ballot measure for legalizing gay marriage. In an informal analysis, librarians found that approximately half of all submitted pros and cons in 2011 contained claims checkable by their criteria. Second, not all pros and cons are examined with the same degree of scrutiny by other users. For example, some are poorly worded or even incoherent. Because of ConsiderIt’s PointRank algorithm [29], these points rapidly fall to the bottom and are only seen by the most persistent users. Finally, because of an inopportune illness, the fact-checking interface was launched midway through the deployment, necessarily limiting participation. We were pleased therefore that many of the prominent points with factual claims on popular measures had fact-checks requested, suggesting that users were overall parsimonious with their requests.

Though the librarians were challenged at times to respond to the requests, the demand matched capacity. Librarians were able to respond to each fact-check request within the 48-hour time frame that they promised. In 2012, we were pleased to have hit a sweet spot between capacity and demand. However, in the future, the service could be overwhelmed. One factor mitigating this possibility is a structural resiliency in ConsiderIt that disincentivizes political gaming of the fact-checking service: if a strong advocate decides to request fact-checks of all the points he or she disagrees with, the claims could be evaluated as accurate and end up bolstering the opposing side’s case. The more likely risk in overloading the librarians stems from pranksters operating without a political agenda. This could be handled by triaging requests based on the user requesting the fact-check.

**Requesting Fact-Checks**

Fact-check requests demonstrated a variety of information needs. According to a post-mortem report by the librarian who managed the fact-checking project, requests usually took one of five forms: (1) a simple paraphrase or copy and paste of the original claim, (2) a request for a specific aspect of the claim to fact-check, (3) a request based on implicit assumptions made within a point, (4) a request on the reliability of a source cited by the author of the pro or con point, or (5) a question that was related to the pro or con point.

We expected that users would request fact-checks of points that opposed their own positions (e.g. a proponent of a ballot measure requesting a fact-check of a con point). This was borne out, with 28 (75.7%) of the requests targeted to position-opposing points, eight requests (21.6%) targeting position-supporting points and one request submitted by a neutral user. (Thirteen requests were made by users who did not register their positions, which were excluded from this analysis.) The 21.6% of requests that targeted position-supporting points is notable because it is potentially evidence of normatively desirable deliberative behavior, with users questioning and probing considerations posted in favor of their own positions. (An alternative explanation is that these requests reflected a desire to bolster the point’s legitimacy in order to better persuade other users, which still seems normatively desirable, in that it is seeking to ground deliberation in fact.)

**Librarian Responses**

Overall, the librarians demonstrated that they were able to evaluate complex requests and find specific information to help evaluate the accuracy of claims made on the LVG.

Librarians divided the fact-check requests of 47 points into 65 claims. The librarians’ investigations of those claims resulted in 19 claims marked as “accurate,” 34 marked as “unverifiable,” and 12 marked as “questionable.” One reason for the large number of “unverifiable” claims is that, for the political domain, what one might think are straightforward factual questions turn out to be more nuanced on closer examination. Another reason was SPL’s policy about not doing legal research; this meant that claims asking whether the ballot measure actually stipulated some specific change had to be marked “unverifiable,” even though the librarian was often able to find and report specific relevant quotes in the text of the measure. Additionally, about half of the “unverifiable” claims were hypothetical statements. Regardless of whether
the accuracy of the claim could be established, librarians were always able to write an informative response to each fact-check request.

**From the Living Voters Guide Users’ Perspective**

**Legitimacy and Welcome**

We hypothesized that librarians would be perceived as a qualified, credible source of information and be welcomed by users. To assess these hypotheses, we draw upon our survey results. Users generally agreed with the librarian’s analysis and found value in it (8.6% strongly agreed, 65.7% agreed, 25.7% neutral, 0% disagreed, 0% strongly disagreed). People who were fact-checked felt that librarians generally assessed their points in a fair manner (62.5% “fair,” 0% “unfair,” 37.5% “neither”).

Users who were fact-checked were divided on how accurate they found the resulting fact-check to be (53.3% answered “accurate,” 6.7% “inaccurate,” 40.0% “partly”). All respondents who answered that the resulting fact-check was either “partly accurate” or “inaccurate” received ratings of either “unverifiable” or “questionable,” while all who received “accurate” ratings responded that the fact-check on their point was “accurate.”

Four respondents whose points had been labeled “questionable” responded that they felt the fact-check was “unverifiable” or “questionable,” while all who received “accurate” ratings responded that the fact-check on their point was “accurate.”

Users did express a desire for better communication with the librarians. One user, for example, stated:

**But you could never ask a second question or counter the fact checking.**

...I’d say it was a good service to have, we just didn’t seem to know how to properly communicate with it.

Perhaps most importantly, the fact-checking service improved users’ perception of the overall credibility of the LVG (65.7% strongly agreed, 25.7% agreed, 8.6% neutral, 0% disagreed, 0% strongly disagreed). Even those who were fact-checked stated they were either more likely to return (56.3%) or neutral (37.5%), suggesting that the fact-checking at least did not harm the group most likely to perceive the service as illegitimate or unwelcome. The extensive positive press coverage that the service received also suggests that the legitimacy of LVG increased. For example, a Seattle Times column [21] praised the librarian’s contribution to the LVG, stating that “there’s something refreshing in such a scientific, humble approach to information.”

**Inviting of wider, deeper participation**

It is difficult to assess the impact of the fact-checks on users’ overall propensity to participate. Since the LVG received more pros and cons than in the previous two elections, it did not appear to significantly deter users from contributing new pros and cons; furthermore, the favorable press coverage of the fact-checking service likely attracted additional users. However, we can begin to evaluate the impact fact-checking had on the discussions rooted to each pro/con point, though we cannot make authoritative causal claims.

We examined the data to determine if pro or con points that were fact-checked tended to receive fewer comments after the fact-check compared to points that did not receive a fact-check. Our dataset contains timestamped comments, as well as timestamped views of each pro/con point, by registered users. We can therefore operationalize the commenting rate as the number of comments per view over a given period of time. We expected the commenting rate to drop slightly after the point was fact-checked because a fact-check should eliminate the need for many of the comments people might make, such as asking a question of the point author or challenging the claims. However, we expected this effect to be partially offset by the fact-check spurring further discussion about the result of the fact-check.

To properly analyze the impact of fact-checks generally on the commenting rate, the statistical analysis needs to control for a major temporal factor: users in general, even for non-fact-checked points, were less likely to comment on points as the election drew closer. In other words, LVG users as a whole become more passive consumers of the voters guide as the election neared. This temporal effect also holds for point inclusions, as discussed later.

We therefore conducted a permutation test to assess whether the decrease in the commenting rate from before the fact-check to after was significantly larger than the change that would be expected due to temporal effects alone. If the fact-check had no effect on the commenting rate, then we would expect to see similar before/after differences if we simply randomly reassign the fact-checks and their timestamps to a different set of points. To conduct the permutation test, Monte Carlo simulation was used to repeatedly randomly reassign the 47 fact-checks and their original timestamps to 47 of the 294 points. In the randomization process, each fact-check was assigned at random to a point which had at least one view prior to the timestamp at which the original request for the fact-check was submitted. For each of these new simulated groups of 47 “fact-checked” points, we then computed the before-after difference in comment rates. We repeated this permutation process 10,000 times, recording these differences for each permutation. We then obtained a Monte Carlo estimated p-value for the test by determining the proportion of the permutations that produced differences as extreme or more extreme than the difference observed in our actual data.

In our data, 3.1% of users who viewed a fact-checked point prior to the actual fact check commented on the point; after the fact-check this comment rate decreased to only 0.5%. The permutation test revealed that this before-after decrease in the comment rate for fact-check points was significantly larger (p=.024) than would be expected based purely on the temporal effect. The observed decrease in commenting rates before-after fact-checking was an estimated 1.57 times as large as would be expected from temporal effects alone.

One possible explanation is that the fact-check resolved the questions which subsequent commenters might have had. This user’s quote conveys this perspective:

**I accepted the fact checking as the end of the discussion. Can’t fight the facts … it definitely felt like once something had been fact checked, any speculations about something were put to rest.**

However, we need more data to know how common was this view and whether we can attribute causality. At this point there are other possible explanations, based on factors that our statistical test could not control for, such as the partic-
ular persuasive style these points employed. Interestingly, the points that were eventually fact-checked generated significantly more comments before the fact-checking service launched than points that were not fact-checked \( (p=0.0098). \)

By the last week before the election, there was virtually no commenting on any of the points. It is possible that the commenting had largely run its course and would have died out by late October on all points even if there were no fact-checking, and that the sorts of points that had fact-checks had a shorter “commenting half life” — that is, they attracted a stronger initial burst of discussion that then died off more quickly.

**Informing Public Dialogue**

Though our high-level goal is to foster a deliberative environment in which slow, long-term opinion change might take place, we still want to know whether the librarian’s fact-check made an impact on a person’s decision about which pro or con points were important to their decision, and also whether the fact-check resulted in a more informed decision (even if the stance remained the same). Our first hypothesis was that the fact-checking service would help people make their decisions about whether to vote for a ballot measure or not. Secondly, we expected that points labeled “accurate” would be included in people’s pro/con lists at a higher frequency after the fact-check and that points given a label of “questionable” would be included less frequently.

According to our survey data, general users overwhelmingly self-reported that they thought library fact-checks increased their understanding of the pro/con points as well as helped them become more generally informed about the ballot measure itself (31.4% strongly agreed, 48.6% agreed, 11.4% neutral, 8.6% disagreed, 0% strongly disagreed). The same held true for the users who were fact-checked (68.8% said fact-checks were “informative,” 18.8% “confusing,” 6.3% “neither,” 6.3% gave no response). As one fact-checked user shared, “I learned things about several issues that I did not know. In one case, my vote was changed.” One author whose point was fact-checked stated that the fact-check caused him to think more critically about validity of his source:

I found the most interesting part to be that the Librarian fact checker not only checked the fact I submitted, but also the source from whence it came. I had accepted and regurgitated this think-tank’s fact and when the library cautioned that the think-tank source was “unverifiable” in its trustworthiness, this really forced me to think critically about the source of the fact that I had thoughtlessly used.

However, in practice, we found no evidence that the fact-checks changed participants’ likelihood of including a pro or con point, regardless of whether the point contained accurate or inaccurate claims.

As with the analysis of commenting rates, we employed a Monte Carlo permutation test with 10,000 repetitions of the simulation to answer the question of whether the change in the rate of inclusions before/after fact-checking is different from what would be expected based on temporal effects alone. The Monte Carlo estimated \( p\)-value of .160 suggests that the change in inclusion rates is consistent with what would be expected based on temporal effects alone. Moreover, we find no evidence that the evaluation of the factual accuracy affected inclusion rates. Thus, we found no support for our hypotheses regarding the impact of fact-checks on users’ decisions about which points are important.

There are several possible reasons why fact-checks may not have broadly influenced inclusion rates. First, people’s values and self-perception may not be aligned with their actual behavior. And second, opinions may have changed, but only for those whose prior beliefs were not threatened by the fact-check [19]. On the whole, it appears that there was little evident short-term opinion change, at least as exhibited through the adoption of other users’ pro/con points.

**From the Librarian’s Perspective**

We now analyze the fact-checking service from the perspective of the librarians, and their experience in acting as authorities in the service of public dialogue.

**Legitimacy and Welcome**

There are three aspects that contributed to the librarians’ view of whether their contributions were perceived as legitimate: (1) if the provision of this service fit within the library’s core mission and goals, (2) if the librarians felt qualified to fact-check, and (3) if the librarians felt welcomed. To answer these questions, we draw on our one-on-one interviews with the participating librarians and managers, and an internal report compiled by the librarian who acted as project manager.

We first address whether the design of the fact-checking facility aligns with the library’s core mission and values, traditional reference practice, and SPL’s goals to innovate. On the innovation side, both librarians and managers alike saw this project as a way to reach out to the community on a larger scale, as well as highlight one of the core services that the library can provide. As one manager put it,

I think we get lots of advantage from putting our answers to people’s questions in a public setting. Foremost of which is that other people can see those answers too. The information is not limited to this one-on-one exchange that we have with a person . . . it starts from that, but you know, we know that we had fifty-some requests that we responded to, but we don’t have any idea of how many other people read those responses and also learned something from that exchange. So that’s something that we don’t get from the traditional experience which I think is really valuable.

Some librarians liked the ability to provide information that might aid voter decisions and felt that they could contribute balanced (if not neutral) information while maintaining their non-partisan stance. However, some librarians raised concerns about the ability of the library to maintain their reputation as a neutral institution. These two viewpoints are epitomized by the following quotes from two different librarians:

I think ultimately what we are doing is helping people find information, and I don’t think . . . we want to strive for absolute neutrality at
the expense of informing people. … it’s hard, it’s a difficult thing to do well, but I do think that it is something that is possible to do.

We’re a neutral territory. Anyone could come in here, regardless of your political persuasion and so forth and we try to give you equitable service and so on. I think when we get into the realm of political discourse around campaigns and initiatives and so forth, we can get pulled one way or another, and then become labeled as an advocate for this position or an advocate for that position.

However, despite the concerns about the library maintaining a non-partisan stance, the librarians felt that they were able to keep their own political positions separated from their responses. Some mentioned the fact that they already handle this in their day-to-day question answering, and that they are professionally trained to separate their opinion from their work. Others also described that by reading and discussing each others’ fact-checks they were able to further mitigate the risk of injecting their own viewpoints.

Five of the librarians reported that they felt qualified, claiming that providing fact-checks was similar to their everyday reference work. One librarian felt his lack of legal background prevented him from properly evaluating some claims. Other librarians who gave an affirmative response brought this up as well, stating that they had to be more cautious because of the legal implications of many points, but felt that they were overall able to uphold the guidelines. This mix of feelings is well captured here:

In a sense, I did feel qualified but then in [another] sense, I didn’t because I didn’t have the expertise in government or the types of things that they were looking for in those types of questions. But after reading on the different things that they were trying to pass, all the initiatives, all the measures, and after answering a few of them over time, I felt more and more comfortable and more qualified to be able to answer or point them to different resources that they could look at.

All seven librarians felt qualified to check whether a source was consistent with a claim; however, many cited the fact that in traditional reference practice they leave the final analysis to the patron. Comfort with this varied. Some felt they had the skills and the experience to perform it even if the analysis was not normal. One felt that the “unverifiable” category gave him the opportunity to leave the analysis up to the reader if he did not feel they could provide a definitive answer. Another felt that she should not be conducting any analysis at all.

Lastly, we consider how the librarians regarded their participation and whether they felt welcomed. As previously discussed, users were receptive but wished there were better ways to communicate with the librarians. Librarians shared this desire. Librarians often felt that they needed to make assumptions about what the requester of the fact-check was asking or what the original poster intended. Six of the seven librarians, as well as both managers, mentioned that this was at odds with their day-to-day reference practice where they converse with patrons in order to get at the heart of the question and make sure they are providing the correct information.

… sometimes it would have helped to get a little more clarification or to have some of that back and forth. When you have a face-to-face interaction with someone, that is a big part of what we do, sort of a conversation before we start looking for sources is figuring out what is this person really looking for, what is going to be most useful to them.

The lack of a communication mechanism also prevented librarians from knowing how their fact-checks were received by the author of the point, the requester(s) of the fact-check, and anyone reading the fact-check, leading to a general disconnect between librarian and user.

Inviting of Wider, Deeper Participation
All librarians and managers interviewed felt that they provided fact-checks in a responsive, non-discriminatory manner that was inviting to the public. The project manager decided on a 48-hour timeframe for answering a fact-check request. Librarians felt this was reasonable, and were able to complete all fact-checks within that time period. Only a few felt they could have used more time on a particular fact-check. And while the lack of communication mechanisms as discussed above was problematic, librarians sometimes still found ways to respond to concerns. In one instance, a user posted on the LVG’s Facebook page a concern with the evaluation that the librarians had made on a fact-check relating to same-sex parenting. The librarian in charge of the fact-check went back and reworded the claim to provide more clarity, as well as adding additional explanation of the assessment. This suggests that librarians were not only willing to listen to user’s concerns, but that they also took their suggestions seriously.

Informing Public Dialogue
Both managers and librarians felt that their specific skill sets were conducive to providing reliable and helpful information. As mentioned previously, many librarians see themselves as navigators of the vast amount of information found not only within the library, but also on the Web.

Our job is helping people become informed in whatever realm that means, so certainly we can contribute information to political discussion. … I think LVG showed actually several different ways that we can participate in that, you know, just by inserting ourselves into a conversation and saying, ‘here is some information that might help,’ or … just by letting people know that we are available to help them find information is making a contribution to the discussion.

However, some felt that the labels associated with the fact-checks — “accurate,” “questionable,” and “unverifiable” — could sometimes be misleading. For example, since points sometimes contained multiple claims, librarians broke fact-checks into separate claims, rephrased them as a question and provided a label for each. The interface then displayed the lowest rating associated with the point.

Yeah, I mean, one thing that might have been confusing for the people using it was the fact that you have an original post, which then somebody flags, and then we restate it, and then we reflag it with one of the [labels]. And so when we flag it as one of the three, what we were doing was flagging that in response to the way we restated the question, which worked I think because we were able to very carefully do that. I think if the person wasn’t very carefully figuring that out, they could see our flag and read it as back to the original point.

In summary, librarians felt able to provide authoritative, relevant information to the public. They felt that this project was not only a good way to showcase the skills that they possess in terms of providing answers to complex questions, but also a way to reach a wider audience. Their concerns centered primarily around the way the service was manifested on the LVG, which we believe can be mitigated by redesign.
DISCUSSION AND DESIGN IMPLICATIONS

We suggest three takeaways from this work. First, crowdsourcing systems can benefit from reintroducing professionals and institutions that have been up to now omitted. They can provide their professional skills and the authority of their institutions as design assets, for example in support groups for ongoing health conditions in which health care professionals may occasionally participate [23]. Conversely, some of these organizations see engagement in public dialogue and other crowdsourcing systems as a way to help cultivate a new or evolved identity. As socio-technical architects, we should be combining old and new to create entirely new possibilities.

Second, users welcomed the librarians’ contributions, even those whose statements were challenged. Our perspective is that correcting widely held, deep misperceptions is something that cannot be quickly fixed (e.g., with a link to a Snopes article), but is rather a long process of engagement that requires a constructive environment [32]. Our initial data indicates that participants were willing to consider the library as an authoritative source of information, even if our data does not suggest that the fact-checks influenced participants’ short-term opinions. This willingness to welcome SPL lays the groundwork for long-term opinion change and cultural shifts within an environment for constructive public dialogue.

Third, we found that the journalistic fact-checking frame did not map smoothly to librarian reference practice. Librarianship is rooted in guiding people to sources rather than evaluating claims. Discomfort stepping outside these bounds was magnified by the lack of opportunities for librarians to communicate with users to clarify request and the original point. This points to an evolution of our approach to introducing authoritative information into public dialogue that we call interactive fact-seeking. In the remainder of this section, we outline ideas for this new approach.

Interactive Creation. In our implementation, there was a glaring lack of communication among the librarians, the user whose point was being fact-checked, and the fact-check requester. Librarians were hamstrung in knowing with confidence whether they were addressing requesters’ needs; they also did not have a way to ask clarifying questions of the author of the point. Participants, on the other hand, could not readily ask followup questions. Straightforward solutions are possible, such as providing mechanisms for private communication between librarians and users, and the ability for users to thank librarians for fact-checks they found useful. A more comprehensive solution might enable the interactive creation of fact-checks. Each fact-check request could open a new forum to which the author of the point, the requester of the fact-check, and anyone else following the point are invited. Librarians can use the forum to ask clarifying questions, post sources they are consulting, and seek feedback. After the fact-check is completed, the forum would serve as a transparent log of the fact-check, helping to establish the legitimacy and participatory nature of the process. The principal challenge with this approach is likely the management of conflicts between the point author and the requester of the fact-check.

Integrate Fact-Checks with Other Comments. Fact-checks are displayed immediately below the pro/con point (Figure 2). While this maximizes visibility, it also highlights competing claims [19], overshadows the discussion section, and obfuscates when the fact-check happened with respect to the discussion. In fact, this could have been a factor in the drop in commenting rates after a fact-check occurred. An interactive fact-seeking approach might situate the fact-check in the flow of the comments as just one part of a larger effort by discussants to ground the discussion and build from it. This design gives librarians the opportunity to frame the fact-checks in a conversational (though professional) manner that maximizes receptivity (e.g. by framing the fact-check in an affirming manner that heightens the chance that people will respect the authoritative information and update their prior beliefs [19, 32]).

Separate Research from Evaluation. Some librarians felt they were overstepping their professional practice when evaluating the veracity of many claims. This problem could be mitigated by creating categories better suited to librarianship, such as evaluating a claim’s consistency with reputable sources, or enabling librarians to signal their confidence in the evaluation. However, the problem might be eliminated if the librarians do not evaluate the claims, and instead only seek out and synthesize reliable information on the claim. The evaluation of the claim could be carried out by some other process, such as by an independent panel of trusted community members formed ahead of the election, or crowdsourced by community vote. This latter option is intriguing from an interactive fact-seeking perspective because it invites users to participate in assessing truth, which in turn may encourage opinion change grounded in accurate information because opinion change is most likely to occur if users synthesize and re-articulate information themselves [39].

Encourage Self Fact-Check Requests. Ideally, participants would experience being fact-checked as a learning opportunity and not be embarrassed or offended. While not always possible, the design can do more to foster this fact-seeking attitude. One design direction might encourage participants who are writing a pro or con to actually request a fact-check of themselves, such as by making a “double-check this please” option salient in the authoring process. If it becomes routine to request a fact-check of one’s own contribution, the potential confrontational aspect of fact-checks could be lessened.

As of this writing (October 2013), we are in the midst of our second election with the fact-checking service. We implemented many of the above changes in collaboration with SPL librarians, including (1) a facility for the reference librarians to email the fact-check requester or the author of the original point; (2) revised evaluation categories that state whether the claim is consistent with authoritative sources, rather than accurate or inaccurate; and (3) incorporated the results of the fact check chronologically in the comment thread, with a short note at the top that links to the main fact check.
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