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ABSTRACT

Data race detection is a useful dynamic analysis for multithreaded
programs that is a key building block in record-and-replay, enforc-
ing strong consistency models, and detecting concurrency bugs.
Existing software race detectors are precise but slow, and hardware
support for precise data race detection relies on assumptions like
type safety that many programs violate in practice.

We propose Parsnip, a fully precise hardware-supported data
race detector. Parsnip exploits new insights into the redundancy
of race detection metadata to reduce storage overheads. Parsnip
also adopts new race detection metadata encodings that accelerate
the common case while preserving soundness and completeness.
When bounded hardware resources are exhausted, Parsnip falls
back to a software race detector to preserve correctness. Parsnip
does not assume that target programs are type safe, and is thus
suitable for race detection on arbitrary code.

Our evaluation of Parsnip on several PARSEC benchmarks
shows that performance overheads range from negligible to 2.6x,
with an average overhead of just 1.5x. Moreover, Parsnip outper-
forms the state-of-the-art Radish hardware race detector by 4.6x.
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1 INTRODUCTION

Data race freedom is a critical safety foundation for shared-memory
multithreaded programs. Data races may cause unpredictable be-
havior and factor in many higher-level concurrency errors such
as atomicity violations, ordering violations, or determinism viola-
tions. Memory consistency models for mainstream multithreaded
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languages guarantee sequential consistency in data race free pro-
grams, but offer weak or undefined semantics for programs with
data races [6, 28]. Thus data races may lead to silent violations of
sequential consistency and perplexing program behavior.

Researchers have proposed data race exceptions to make data
races explicit run-time errors in the programming model and sim-
plify semantics of multithreading [2, 12, 25, 30]. Data race excep-
tions have many programmability benefits but require data race
checking support that is sound (no missed data races), complete
(no false data races), and efficient enough for production use.

An extensive body of prior work on static, dynamic, and hybrid
techniques for general data race checking with software or hard-
ware support has yielded suitable assistants for debugging and test-
ing programs with data races (e.g., [1, 9, 12, 15, 20, 37, 46, 47, 55, 58]).
Yet existing approaches remain limited by missing true data races,
reporting false data races, or incurring large run-time overheads.
To date, implementation proposals focused on data race excep-
tions mainly focus on detecting data races that may violate se-
quential consistency, or other related memory consistency proper-
ties [5, 25, 30, 51]. Yet detecting all data races remains an important
goal. For example, identifying general data races is a key part of
several algorithms for checking or enforcing higher-level properties
of multithreaded programs, such as atomicity [17, 33] or determin-
ism [3, 8, 39].

Sound and complete data race detectors implemented in software
exhibit performance that is not acceptable in production [12, 15, 16].
The state-of-the-art sound and complete hardware-supported data
race detector, Radish [9], generally incurs run-time overheads below
2x. However, this performance is achievable only via two strong as-
sumptions: 1) applications perform only type-safe memory accesses
at consistent data granularities and 2) extra cores are available
to perform asynchronous checks with relaxed exception delivery.
Some C/C++ applications break the type-safety assumption. Re-
laxed exceptions complicate semantics and make useful exception
handling difficult or impossible. Radish is notably less efficient when
these unsafe optimizations are disabled. It remains an open ques-
tion whether efficient, precise data race detection can be provided
in more realistic settings.

This paper presents Parsnip, a novel sound and complete data
race detector that integrates hardware and software support to
achieve good performance by exploiting redundancy in data race
detection. Parsnip is based on the state-of-the-art sound and com-
plete software data race detection algorithm FastTrack [15], but
accelerates common cases of the analysis by hosting and analyzing
frequently used metadata directly in hardware with simple archi-
tecture support. Like Radish, the Parsnip hardware falls back on
a general software algorithm when finite hardware checking re-
sources are exceeded. In contrast to Radish, the Parsnip design
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achieves a significant reduction in performance overheads by ex-
ploiting locality and redundancy much more effectively. Parsnip
removes metadata redundancy across arbitrary memory locations,
and is not subject to the limitations of static analysis like RedCard
[16], does not focus solely on arrays as SlimState [56] does, and does
not compromise on precision as with [52]. Furthermore, Parsnip
does not rely on Radish’s simplifying assumptions of type safety
and asynchronous checking; Parsnipworks for general C/C++ code
and does not require any spare cores.

Data race detectors must record and check the logical time of
the last access to each memory location. Logical time changes at
synchronization events, which are typically much less frequent
than memory accesses. The substantial temporal and spatial lo-
cality among data accesses translates into high rates of temporal
and spatial redundancy in data race checks and metadata. The key
contribution of Parsnip is a hybrid hardware-software design that
exploits redundancy of data race checks and metadata in two ways.
First, Parsnip deduplicates data race detection metadata storage ef-
ficiently on the fly by splitting and sharing metadata across multiple
locations. Second, Parsnip resolves many checks with only partial
metadata and lower storage overhead by memoizing the metadata
needed for common-case checks as compact access capabilities.

To maintain analysis metadata in hardware, Parsnip splits meta-
data storage for a given data location between (A) a metadata line
shadowing each data line in cache and (B) a small per-core metadata
table. Each metadata line stores information about the access his-
tory of each location in its shadowed data line in a flexible format,
including: (1) what thread performed the last access, (2) the type
(read or write) of the last access, and (3) a reference into a per-core
hardware table of additional metadata, where each hardware table
entry may be referenced by many locations.

Parsnip falls back on the software handler to persist or load
additional access history metadata when access capabilities or the
metadata table cannot satisfy a check, when the per-core table
overflows, and whenmetadata lines are filled or evicted in the cache.
Metadata lines share the standard data cache hierarchy along with
the data lines they track, by occupying an unused portion of the
physical address space.

This paper makes the following contributions:

• We describe the Parsnip architecture, which provides hard-
ware support for precise data race detection with an average
performance overhead of just 1.5x.
• Parsnip outperforms the state-of-the-art Radish race detec-
tor by 4.6x if Radish’s type safety assumption and extra cores
are removed. 3.4x faster than Radish even Radish uses its
unchecked assumptions, yet Parsnip does not rely on type
safety or require extra cores.
• We leverage cross-location redundancy in race detection
metadata for efficient on-chip metadata storage.
• We demonstrate how to encode the common cases of race
detection metadata as compact access capabilities, without
compromising soundness and completeness.

The remainder of this paper is organized as follows: Section 2 re-
views canonical algorithms for precise dynamic data race detection.
Section 3 introduces the core Parsnip system design, and Section 4

describes key optimizations. Section 5 presents our experimental
evaluation. Section 6 reviews related work and Section 7 concludes.

2 DATA RACE DETECTION OVERVIEW

This section gives a brief overview of happens-before race detection,
the algorithm underpinning Parsnip and other precise data race
detectors. We start by defining a multithreaded program as a single
trace of operations, with operations from each thread interleaved.
Operations consist of memory reads and writes, lock acquires and

releases, and thread fork and join. The happens-before relation
hb
−−→

is a partial order over these trace events [22]. Given events a and b,

we say a happens before b, written a
hb
−−→ b, if: (1) a and b are from

the same thread and a precedesb in program order; or (2) a precedes
b in synchronization order, e.g., a is a lock release relt (m) and b the
subsequent acquire acqu (m); or (3) (a,b) is in the transitive closure
of program order and synchronization order. If a happens before b
then we can equivalently say that b happens after a. Two events not
ordered by happens-before are said to be concurrent. Two memory
accesses to the same address form a data race if they are concurrent
and at least one access is a write.

Vector clocks [14, 18] have been proposed as a data structure to
track the happens-before relation at runtime. A vector clock v is a
map from thread ID’s to logical clocks (integers). Two important
operations on vector clocks are union: the element-wise maximum
of two vector clocks (v1⊔v2 = v3 s.t. ∀t ,v3 (t ) = max(v1 (t ),v2 (t )));
and happens-before: the element-wise comparison of two vector
clocks (va ⊑ vb is defined to mean ∀t ,va (t ) ≤ vb (t )).

If a trace is race-free, then all writes to an address must be totally
ordered. Thus every read and write of x must happen after the last
write tox and everywrite tox must also happen after all last reads of
x since the last write to x . Optimized race detectors [12, 15] exploit
this property by recording only a single last write per address, and
Parsnip operates similarly. The last write information that must
be recorded can be thought of as one thread-clock mapping from
the vector clock, and is referred to as an epoch [15] and is written
t@c to represent a write by t at local time c . We generalize the
happens-before operation ⊑ to allow comparing a “scalar” epoch
with a vector clock; the epoch is conceptually expanded into a vector
where all entries are zero except the entry the epoch represents, and
then the normal element-wise vector comparison occurs. Much of
the time, read operations are also totally ordered which allows the
last read to be represented as an epoch as well [15]. We elide this
important optimization here for simplicity, but discuss Parsnip’s
use of it later in Section 3.2.

A vector-clock race detector keeps four kinds of state:

• For each thread t , vector clock Ct represents the last event
in each thread that happens before t ’s current logical time.
• For each lockm, vector clock Lm represents the last event
in each thread that happens before the last release ofm.
• For each address x , vector clock Rx represents the time of
each thread’s last read of x since the last write by any thread.
If thread t has not read x since this write, then Rx (t ) = 0.
• For each address x , epochWx represents the thread that last
wrote to x and the time of its write.
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Initially, set all L and R vector clocks to v0, where ∀t ,v0 (t ) = 0.
W write epochs are set to e0, which is equivalent to v0. Each thread
t ’s initial vector clock is Ct , where each thread increments its own
entry in its vector clock, i.e., Ct (t ) = 1 and ∀u , t ,Ct (u) = 0. This
represents the fact that threads are initially executing concurrently
with respect to one another.

On a lock acquire acqt (m), set Ct := Ct ⊔ Lm . By acquiring
lockm, thread t has synchronized with all events that happened
before the last release of m, so t increases its logical clock to be
well-ordered with these prior events. On a lock release relt (m), set
Lm := Ct , ordering t with events that happened before this release,
then increment t ’s entry in its own vector clock Ct to ensure that
subsequent events in t are marked as concurrent with respect to
other threads.

On a read rdt (x ), first check ifWx ⊑ Ct . Failure of this check
indicates a data race, where t ’s read of x is concurrent with the
most recent write to x . Otherwise, set t ’s entry in Rx to t ’s current
logical clock, Ct (t ). On a writewrt (x ), check that t is well-ordered
with respect to the previous writeWx ⊑ Ct and with respect to
previous reads Rx ⊑ Ct . Failure of either of these checks indicates
a data race. If t ′s write is race-free, clear all last reads by setting Rx
to v0, and set the last write to t ’s current timeWx := t@Ct (t ).

3 THE Parsnip SYSTEM

The work of a precise dynamic data race detector comprises two
components. The detector must: update information about cross-
thread ordering on each synchronization event; and check and
update per-location access history on each memory access event.
Memory accesses typically occur much more frequently than syn-
chronization, so optimizing the analysis, update, and representation
of per-location access histories is crucial to data race detector per-
formance.

The guiding principle of the Parsnip system is to handle the com-
mon cases of memory access checks and access history metadata
storage in hardware and fall back on a flexible software layer for
uncommon cases that require additional access history to maintain
soundness and completeness. Parsnip leverages the following ob-
servations about the empirical behavior of dynamic race detection.
First, access history metadata for adjacent data locations are likely
to be similar or identical, so Parsnip tries to reduce access history
metadata redundancy across memory locations at various levels.
Second, most runtime checks need information about only the most
recent access, so Parsnip organizes access history metadata to keep
last-access information in a hardware-managed format on chip or
in cache, even when full access history for a memory location may
be available only in a software-managed format in memory.

The remainder of this section defines the core Parsnip system
in detail. Section 3.1 describes how a simplified version of Parsnip
addresses central design issues. Sections 3.2-3.5 remove these sim-
plifications and describe in detail how key pieces of Parsnip state
are organized. Section 3.6 describes Parsnip’s hardware support,
Section 3.7 how runtime checks operate, and Section 3.8 Parsnip’s
system-level interactions. Finally, Section 3.9 shows how Parsnip
works on a detailed example trace.

L1D$

data line

primary
ParsnipLine

secondary
ParsnipLine

core ParsnipTable

access history

ParsnipRef

ParsnipRef

access history

Figure 1: An overview of Parsnip’s key pieces of state: ParsnipLines,
ParsnipRefs and the per-core ParsnipTable.
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Figure 2: Parsnip’s physical address space layout.
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Figure 3: Distribution of the number of distinct access histories per
64B cache line.

3.1 Simplified Parsnip

Here we outline the operation of a simplified version of Parsnip,
and in subsequent sections we discuss how this simple scheme is
extended to improve performance and retain precision.

The first task a race detector faces when needing to check an
access to location x is to find the associated metadata for x . Parsnip
steals 2 bits from the physical address space to afford a simple
data:metadata mapping based on physical addresses (Figure 2), con-
structed to map x and its metadata to different cache sets to reduce
conflict misses. We describe interactions with address translation
in Section 3.8. Parsnip manages metadata at cache line granularity,
so for each cache line of program data, there is a corresponding
ParsnipLine given by this mapping. These ParsnipLines reside in the
data cache hierarchy and compete for space with regular program
data (as shown in Figure 1; Primary versus Secondary ParsnipLines
are explained later in Section 3.2).

While the most straightforward use for a ParsnipLine would be
to record an access history directly, we find that doing so is not
space efficient. We counted how many unique access histories ap-
pear across ParsnipLines for our workloads, and show the results in
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Access History Read Check Write Check
Type requires: requires:

last access last access last access
RAW last read + last write, last access

or last access
RsAW last read + last write, all reads

or last access
Rs last access all reads

Table 1: Components required for different types of access histories
and memory access checks.

Figure 3. While the 64B cache lines in our system can theoretically
require a distinct access history for each byte, on every program
(except fluidanimate and x264) the number of distinct access histo-
ries per line is never more than 16. Even for fluidanimate and x264,
fewer than 2% of lines have more than 16 distinct access histories.
This result is unsurprising given that programs typically access
data at multi-byte granularity, and exhibit spatial locality. These
properties make it highly likely that nearby locations will have the
same access history.

To take advantage of the redundancy among access histories, a
ParsnipLine contains a collection of references (called ParsnipRefs)
which point to entries in a per-core ParsnipTable. The Parsnip-
Table entries themselves contain the access history information. By
adding a level of indirection, Parsnip is able to share ParsnipTable
entries across a large number of program locations. Because only
a small number of ParsnipTable entries are typically needed, each
ParsnipRef can itself be small, helping to reduce Parsnip’s footprint
in the data cache.

However, several challenges remain. Access histories are of vari-
able size, and at their largest can require tracking a clock value for
each thread in the program – much larger than can fit into a fixed-
size hardware table. The ParsnipLine encoding must similarly be
able to exploit the common case while supporting precise tracking
even when there are 64 unique histories in a single line. We address
these challenges in the following sections.

3.2 Access History Organization

To encode access histories of memory locations efficiently, Parsnip
exploits the observation that most data race checks need only a
small part of the full access history.

Access histories of memory locations can be classified into the
following types: 1) last access, which contains only the most recent
write/read; 2) RAW, which consists of the last write and the last
read that happens-after the write; 3) RsAW, which keeps the last
write and all concurrent reads that happen-after the write; and 4)
Rs, which tracks all concurrent reads with no prior write.1

Table 1 shows what piece(s) of the access history a runtime read
or write check needs. In most cases a check can be done with only
the last access, or both the last read and the last write; only when a
write occurs after some concurrent reads (where the access history

1 Well-defined C/C++ programs should precede any read to a memory location by an
initializing write, but some programs (including our benchmarks) read uninitialized
data in practice. Another potential source of reads before writes is the use of facilities
such as demand-zeroed pages that initialize memory contents with other mechanisms.

0 1 6362…

64 bytes

data line

1:1 ParsnipLine 0 1 6362…
64x 8-bit Short ParsnipRefs

m:1 ParsnipLine 0 1 6362…
64x 4-bit ParsnipRef indices 

0 …1 14 15

16x 12-bit Long ParsnipRefs

m
od

e

unused

Figure 4: A ParsnipLine in 1:1 mode (middle) and m:1 mode (bot-
tom)

is in RsAW/Rs form) does the check require all concurrent reads
since the last write. In fact, such cases are rare in practice, which
implies that an efficient race detector can complete most checks
with a history of at most two accesses, without losing soundness.

Based on this observation, Parsnip organizes the access history
in a way such that the last read and last write information is in
hardware in most cases, with the rest of the access history stored
in software. As discussed in Section 3.1, each data location x has a
corresponding Primary ParsnipRef that points to its access history
in the ParsnipTable. To maintain a fixed size, each ParsnipTable
entry contains a single clock value (and a reference count, explained
later in Section 3.5). Thus, tracking the last read and last write
for x requires two ParsnipRefs: the Primary ParsnipRef and the
Secondary ParsnipRef. These primary and secondary references
are stored in Primary and Secondary ParsnipLines, accordingly, and
their locations are computed from the corresponding data address
(Figure 2).

The Primary ParsnipRef refers to the last access, which is a read
for the RAW and RsAW access history types. A Primary ParsnipRef
contains several fields (detailed in Section 3.4), including a hasNext
bit indicatingwhether x has a Secondary ParsnipRef. The Secondary
ParsnipRef contains the last write when the access history is of RAW
or RsAW type. The Secondary ParsnipRef has the same structure
as the Primary ParsnipRef, but its hasNext bit indicates whether
additional access history information, i.e., additional concurrent
readers, is stored in software.

The access history of a data location x is thus stored across up to
3 parts: Primary ParsnipRef, Secondary ParsnipRef, and remaining
information in software. This organization helps minimize cache
pollution, as most race checks can be discharged with the Primary
ParsnipRef alone.

3.3 ParsnipLine Format

The results shown in Figure 3 indicate an opportunity for Parsnip
to have ParsnipRefs that are larger than a byte while using a single
ParsnipLine to track all the ParsnipRefs for a cache line of data.
Specifically, ParsnipLines in Parsnip have two modes: 1:1 mode
and m:1 mode. Figure 4 shows the two ParsnipLine formats. In 1:1
mode, a ParsnipLine is filled with 8-bit ParsnipRefs, each associated
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in a 1:1 fashion with the bytes in the corresponding data line. In
m:1 mode, each ParsnipRef is 12 bits in size, and we introduce
another layer of indirection to map data line bytes through a 64-
entry bitmap to one of the 16 ParsnipRefs. For the ith byte of a data
line, its ParsnipRef can be found by first looking up the bitmap to
get an index bitmap[i], then reading the bitmap[i]th ParsnipRef.
The bitmap occupies 32B, and the ParsnipRefs 24B, with 8B left over.
The byte following the ParsnipRefs is used to indicate whether a
ParsnipLine is in m:1 or 1:1 mode by reserving a special bit pattern.
(detailed in Section 3.4). The other 7B are unused.

Having smaller ParsnipRefs in 1:1 mode means that for each
byte less information of the access history can be encoded than the
m:1 mode, but in practice even these 8-bit ParsnipRefs is sufficient
for many access checks( see Figure 10 in Section 5 ). The number
of distinct ParsnipRefs per ParsnipLine is computed by dedicated
hardware (see Figure 6). Whenever a ParsnipRef in m:1 mode needs
to switch to 1:1 mode or vice versa, the ParsnipLine logic triggers a
rewrite of the ParsnipLine. In practice, 1:1 mode ParsnipLines are
rarely needed and mode switches are rare.

3.4 ParsnipRef Format

As described in Section 3.3, Parsnip can have two modes of Parsnip-
Lines. In m:1 ParsnipLines, ParsnipRefs occupy 12 bits, whereas in
1:1 ParsnipLines, ParsnipRefs occupy 8 bits. For brevity, we refer to
the 12-bit ParsnipRefs as Long ParsnipRefs, and the 8-bit Parsnip-
Refs as Short ParsnipRefs. Figure 5 shows the format of both Long
and Short ParsnipRefs. Each ParsnipRef starts with a 6-bit tid that
stores the thread that performed the access, followed by a R/W bit
indicating whether the ParsnipRef points to a read or write access,
and a hasNext bit (introduced in Section 3.2) indicating whether
additional access history information is available in a Secondary
ParsnipRef or in software. For brevity, we define the pair (tid, r/w )
to be an access capability; therefore, a Short ParsnipRef encodes
an access capability. In a Long ParsnipRef, another 4 bits are used
to hold an index into the 16-entry ParsnipTable, whose entries
contain clock values. Together, the tid field and ParsnipTable entry
constitute an epoch which can be used to perform race detection
checks.

As mentioned in Section 3.3, Parsnip reserves a special bit pat-
tern to distinguish m:1 mode ParsnipLines from 1:1 lines. Specifi-
cally, the byte value 0xFF is reserved to mean m:1 mode, whereas all
other values of the mode byte are interpreted as a Short ParsnipRef,
indicating that the current ParsnipLine is in 1:1 mode. One implica-
tion is that any Short ParsnipLine must not have the tid field set to
be 0b111111 to avoid collision with the special mode byte pattern.

3.5 ParsnipTables

ParsnipTables are small per-core tables that hold logical times. Each
ParsnipTable entry consists of a 64-bit clock and a 24-bit reference
count to record ParsnipRefs that refer to this entry. Parsnip recycles
an entry once its reference count reaches 0. The value i of the 4-
bit index field in a Long ParsnipRef points to the ith entry in the
ParsnipTable of thread t , where t is the value of the ParsnipRef’s
tid field. Parsnip reserves the value 0xF to indicate an “invalid”
ParsnipTable index, which is used to represent clock values that
are not present in the ParsnipTable (and must be retrieved from

thread id R/W has
Next ParsnipTable index

0 1 2 3 4 5 6 7 8 9 10 11

Short ParsnipRef

Long ParsnipRef

bit:

Figure 5: Format of Short and Long ParsnipRefs.
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…

…
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ParsnipTable
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thread vector clock
ParsnipLine logic

Epoch buffer
L1D$

Figure 6: Parsnip additions (shaded) to a conventional core.

software instead). Given the 4-bit indices in a Long ParsnipRef, each
ParsnipTable can hold up to 15 distinct clock values. A 15-entry
ParsnipTable occupies just 165B of space.

Although quite small in size, ParsnipTables allow a large propor-
tion of the runtime checks to be completed in hardware. Whenever
an epoch c@t of an access to a memory location x needs to be
recorded, Parsnip first traverses the ParsnipTable of thread t look-
ing for an entry that already holds the clock value c . If such an entry
is found, the reference count of the entry is incremented and the
index of the entry is written in the corresponding ParsnipRef for x .
Otherwise, a new ParsnipTable entry needs to be allocated to hold
c . If there is free space in the ParsnipTable, then the index of the
newly allocated entry is written in the ParsnipRef of x . Otherwise,
the ParsnipTable is full and a ParsnipTable rejection occurs: the
invalid index 0xF is written in the ParsnipRef, and the epoch value
is persisted into software.

The reference count in a ParsnipTable entry tracks the number
of ParsnipRefs in cache that point to that entry. Therefore, if a
ParsnipRef leaves the data cache, the corresponding reference count
is decremented. To implement this, an eviction handler is triggered
when a ParsnipLine is evicted from the last-level data cache; inside
this eviction handler, all reference counters corresponding to the
indices of the ParsnipRefs being evicted are decremented.

Parsnip adopts the above ParsnipTable rejection and reference
count policy as a simpler alternative to conventional preemptive
eviction of least recently used ParsnipTable entries. LRU eviction of
table entries is impractical because it requires changes to all Parsnip-
Refs referencing the victim entry, an unbounded set. Section 4.3
discusses refinements to the ParsnipTable management policy to
improve utilization.
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3.6 Parsnip Hardware Support

Figure 6 shows an overview of a Parsnip processor core, with
shaded blocks showing the components Parsnip adds to a conven-
tional design. As per-thread vector clocks are necessary in most
runtime checks, Parsnip stores them on-chip. Parsnip also adds
simple logic to compare a component of the per-thread vector clock
with an epoch from a location’s access history, and a small Parsnip-
Table to remove redundancy among the access histories of different
memory locations (Section 3.5). Parsnip also adds custom logic
to track the number of distinct last accesses in a ParsnipLine, to
determine whether the line can be encoded in m:1 or 1:1 format
(Section 3.3). Due to the limited capacity of ParsnipTables, some ac-
cess histories may need to be persisted into software. To reduce the
latency incurred for these updates, Parsnip adds a hardware struc-
ture to buffer these updates (see Section 4.1). Parsnip (like Radish)
adds an extra read port to the L1D$ to read data and metadata in
parallel.

3.7 Parsnip Access Checks

When a program accesses a location x , Parsnip first looks up x ’s
Primary ParsnipRef in the data cache; if the Primary ParsnipLine is
not in cache, a software handler will be invoked to complete the
current check, after which the ParsnipLine of x will be updated. If
the Primary ParsnipLine is in cache, the ParsnipLine logic decodes it
and gets the Primary ParsnipRef of x . Depending on the type of the
current access and the content of the Primary ParsnipRef, Parsnip
can decide whether all necessary information for the current check
has been collected. If so, the check is complete, after which the
Primary ParsnipRef of x is updated. Otherwise, Parsnip continues
to look up the Secondary ParsnipRef of x . If the Secondary Parsnip-
Line is not in cache, or the Secondary ParsnipRef still does not
provide all necessary information required by the current check, a
software handler will be invoked to handle the check and update
the ParsnipRefs.

3.8 System-Level Considerations and ISA

The address of a ParsnipLine is derived from the physical address
of the corresponding data. Because a ParsnipLine is the same size
as a data cache line, cache indexing can occur in parallel with data
address translation as with a conventional cache. Once the virtual
tag of the data address has been translated to a physical tag by the
TLB, the corresponding tag for the associated ParsnipLine can be
computed directly. Parsnip does not require a separate TLB access
to obtain the tag for the ParsnipLine address.

Because ParsnipLines are physically-addressed, they do not need
to be saved and restored on a context switch. Conventional address
space isolation between processes keeps ParsnipLines isolated as
well. Context switches must, however, save and restore Parsnip-
Table contents and per-core vector clocks.

Parsnip’s ISA support consists primarily of checked load and
store instructions that trigger a race check when executed, similar
to [57]. This allows application code to interleave at fine granularity
with code for a runtime system or trusted library, and allows users
to easily opt-in to Parsnip support. Parsnip additionally requires
the following work to be done in software: 1) handling Parsnip-
Line evictions from cache, 2) doing race checks in software when

the hardware has insufficient information, and 3) updating the
per-thread vector clocks on synchronization operations. User-level
interrupts are used to quickly transfer control to software when
these events occur.

An eviction handler is invoked when a ParsnipLine l leaves the
cache hierarchy. The software handler must determine l ’s owning
process (which may be de-scheduled). This is done with OS support
by looking up l ’s corresponding data physical address in the OS
“reverse frame map” which maps from physical pages to virtual
pages. For every Long ParsnipRef containing a valid index idx into
thread t ’s ParsnipTable, the handler gets the clock value c from
thread t ’s ParsnipTable, decrements the entry’s reference counter,
and saves the epoch c@t into a software representation. For Short
ParsnipRefs, or Long ParsnipRefs with an invalid ParsnipTable
index, the access history in software is already up-to-date and no
further action needs to be taken.

A software check handler is called when the hardware has insuf-
ficient information for a runtime check (e.g., the Primary ParsnipRef
is not cached, or a write needs to check against the complete set of
concurrent readers). The software check handler is invoked with
the partial access histories from hardware (if available from the
ParsnipTable), which, combined with the information stored in soft-
ware, forms the complete access history of the memory location
being checked. After finishing the current check, this handler also
updates the Primary ParsnipRef and, if necessary, the Secondary
ParsnipRef, in accordance with the updated access history.

In order for Parsnip to track synchronization events across
threads, the synchronization library must be modified such that
Parsnip’s per-thread vector clocks are updated properly during
each synchronization operation.

3.9 Parsnip Example Trace

Table 2 gives an example trace illustrating how Parsnip works
for a memory location x . The first column indexes the trace. The
next three columns show operations by three threads. The symbol
“!” marks accesses on which a data race is reported. Remaining
columns show status of analysis metadata after the corresponding
operation is completed. Next is the Parsnip access history, including
ParsnipRefs, a partial ParsnipTable, and the access history stored by
the software layer. The final columns show vector clocks tracking
synchronization order as in Section 2. Vector clocks are notated as
sets of epochs. We conflate cores with threads. Additional notation
is introduced below.

At step 1, t1 writes x . No primary ParsnipRef exists for x , so
Parsnip invokes a software handler. The software handler finds
that there are no prior accesses to x in software access history,
so the check succeeds. Free entry 0 from t1’s ParsnipTable is allo-
cated to store the clock at which this access occurs (1, as obtained
from the thread VC for t1). ParsnipTable entries take the form
index 7→ (clock, ref count). We show only some entries for each
ParsnipTable in Table 2. A ParsnipRef t1,W, F, [0] is initialized for
x , showing that the last access was a write (W) by thread t1. There
is no secondary ParsnipRef (F). The ParsnipRef contains an index
[0] into t1’s ParsnipTable, where the local clock of the access is
recorded.
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Execution Trace Parsnip Access History for x Synchronization History

Threads ParsnipRefs ParsnipTables (partial) SW Metadata C : Thread VCs L : Lock VCs
Step t1 t2 t3 Primary Secondary t1 t2 t3 Wx Rx t1 t2 t3 l1

0 4 7→ (16, 1) {1@t1} {1@t2} {16@t3}
1 wr x t1,W, F, [0] 0 7→ (1, 1) 4 7→ (16, 1) {1@t1} {1@t2} {16@t3}
2 rd x t1,W, F, [0] 0 7→ (1, 1) 4 7→ (16, 1) {1@t1} {1@t2} {16@t3}
3 rel l1 t1,W, F, [0] 0 7→ (1, 1) 4 7→ (16, 1) {2@t1} {1@t2} {16@t3} {1@t1}
4 rd x t1,R, T, [1] t1,W, F, [0] 0 7→ (1, 1) 4 7→ (16, 1) {2@t1} {1@t2} {16@t3} {1@t1}

1 7→ (2, 1)
5 acq l1 t1,R, T, [1] t1,W, F, [0] 0 7→ (1, 1) 4 7→ (16, 1) {2@t1} {1@t1, 1@t2} {16@t3} {1@t1}

1 7→ (2, 1)
6 rd x t2,R, T, [1] t1,W, T, [0] 0 7→ (1, 1) 1 7→ (1, 1) 4 7→ (16, 1) {2@t1} {2@t1} {1@t1, 1@t2} {16@t3} {1@t1}
7 rel l1 t2,R, T, [1] t1,W, T, [0] 0 7→ (1, 1) 1 7→ (1, 1) {2@t1} {2@t1} {1@t1, 2@t2} {16@t3} {1@t1, 1@t2}
8 acq l1 t2,R, T, [1] t1,W, T, [0] 0 7→ (1, 1) 1 7→ (1, 1) 4 7→ (16, 1) {2@t1} {2@t1} {1@t1, 2@t2} {1@t1, 1@t2, 16@t3} {1@t1, 1@t2}
9 ! wr x t3,W, F, [4] — — — 4 7→ (16, 2) {2@t1} {2@t1} {1@t1, 2@t2} {1@t1, 1@t2, 16@t3} {1@t1, 1@t2}
10 rel l1 t3,W, F, [4] — — — 4 7→ (16, 2) {2@t1} {2@t1} {1@t1, 2@t2} {1@t1, 1@t2, 17@t3} {1@t1, 1@t2, 16@t3}
11 rd x t3,R, T,⊥ t3,W, F, [4] — — 4 7→ (16, 2) {17@t3} {2@t1} {1@t1, 2@t2} {1@t1, 1@t2, 17@t3} {1@t1, 1@t2, 16@t3}
12 rel l2 t3,R, T,⊥ t3,W, F, [4] — — 4 7→ (16, 2) {17@t3} {2@t1} {1@t1, 2@t2} {1@t1, 1@t2, 18@t3} {1@t1, 1@t2, 16@t3}
13 wr x t3,W, F,⊥ — — — 4 7→ (16, 1) 18@t3 — {2@t1} {1@t1, 2@t2} {1@t1, 1@t2, 18@t3} {1@t1, 1@t2, 16@t3}
14 ! rd x · · · · · · · · · · · · · · · · · · · · · {2@t1} {1@t1, 2@t2} {1@t1, 1@t2, 18@t3} {1@t1, 1@t2, 16@t3}

Table 2: An example trace showing how Parsnip checks accesses to a memory location x .

Lock operations in steps 3 and 5 induce happens-before order-
ing. Vector clock updates follow Section 2. Since the lock release
increments t1’s epoch to 2@t1, the read at step 4 is in an epoch
different from the epoch encoded in x ’s primary ParsnipRef, so it
needs to be recorded as the last access to x . Since this access is
a read, information about the prior write must be retained. The
ParsnipRef for the past access becomes the secondary ParsnipRef
and a fresh primary ParsnipRef is recorded, with a freshly allocated
entry [1] in the ParsnipTable, where the current clock (2) is stored.

The next read of x at step 6 is done by thread t2, concurrently
with the last read encoded in the primary ParsnipRef. To check
for a potential write-read race, Parsnip also checks the secondary
ParsnipRef. Since there is space for information about only 2 ac-
cesses in hardware, the older read by t1 is saved to software and the
read by t2 is recorded as a fresh primary ParsnipRef, using a newly
allocated entry [0] in t2’s ParsnipTable. The target ParsnipTable is
determined by the thread in the ParsnipRef.

Next, thread t2 releases lock l1 (step 7) and t3 acquires it (step 8),
establishing happens-before order. At step 9, the write by thread
t3 checks against both ParsnipRefs, but the secondary ParsnipRef
indicates with its hasNext bit (T) that there is additional history in
software. A software check is invoked and finds a data race with the
read at 2@t1 (step 4). For illustration purposes, we assume Parsnip
continues past this data race report and records this access as usual.
Since it is a write, all access history about x is obsolete, and it
returns to a single primary ParsnipRef recording the write in epoch
16@t3, using entry [4] in t3’s ParsnipTable, which currently holds
clock 16. Note that the software history retains information about
an older read. Parsnip could preemptively erase this, but there is
no need since the new primary ParsnipRef shows with its hasNext
bit (T) that there is neither a secondary ParsnipRef nor history in
software, so future accesses will never inspect that history (even
though doing so would not affect precision).

Thread t3 then releases lock l1 at step 10, incrementing its logical
clock to 17. Thread t3 reads x at step 11 in the same thread as
the last access indicated by the primary ParsnipRef, but in a new
epoch. However, the ParsnipTable of t3 is still full (not shown) and
a 17 entry is not available, so the clock value 17 cannot be stored.

Parsnip records a fresh primary ParsnipRef for x , assigned to t3,
but with the invalid index (notated ⊥). Parsnip also saves the full
epoch value 17@t3 to software. Since the existing primary Parsnip-
Ref indicated that there was neither a secondary ParsnipRef nor
history in software, the software overwrites outdated history.

Lock l2 is released by thread t3 at step 12 (Table 2 does not show
metadata for l2 in L ), followed by a write to x in t3 at step 13. The
check on this write completes after decoding the primary Parsnip-
Ref alone. Even though the primary ParsnipRef indicates there is a
secondary ParsnipRef, the current write is in the same thread as the
last read encoded by the primary ParsnipRef, so the current write
is race-free. Since t3’s ParsnipTable is still full (not shown), the full
epoch value 18@t3 is persisted into software. As this is a write, all
software read history is now stale and is erased. Finally, when t2
reads x at step 14, the primary ParsnipRef lacks a table index, so
Parsnip performs a software check to check the last write epoch,
finding a write-read race.

4 OPTIMIZATIONS

This section describes three key optimizations to reduce dependence
on the high latency Parsnip software layer in cases where on-chip
resources are insufficient to recover or record necessary access
history. These optimizations avoid unnecessary software interac-
tions by buffering the transfer of evicted access history metadata
to software (Section 4.1); prefetching access history information
from software (Section 4.2); and varying the policy for eviction of
ParsnipLines from cache (Section 4.3).

4.1 Buffering Evictions of Access History

to Software

Parsnip must persist access history information to software to
preserve soundness in two cases that are neither common nor
rare enough to ignore the high latency of the software layer: (1)
on ParsnipTable rejections (Section 3.5) and (2) when recording a
new read epoch in a RsAW-mode access history, where Parsnip
stores only the last read and last write in hardware and maintains
information about other reads in software (Section 3.2).
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To reduce the latency of persisting epochs to software, we extend
the basic Parsnip design to add a 32-entry coalescing epoch store
buffer to each core (Figure 6). Each entry holds the address of the
accessed data location, the memory access type (read/write), and
the epoch in which the access occurred. Parsnip buffers an entry
when it needs to persist access history to software. The latency of
inserting an entry into the buffer can be hidden by the cost of the
corresponding ParsnipLine update. When the buffer fills, a software
handler is invoked to drain all buffered entries to software.

When insufficient access history is available on-chip in Parsnip-
Lines or ParsnipTables, Parsnip queries the software layer only if it
cannot find the required access history by snooping the epoch store
buffer. The buffer also coalesces entries for the same address and
access type. For example, if the buffer contains an entry for a read
to data location x in epoch e1 and a read to x in newer epoch e2
must be persisted to software, the entries are coalesced, preserving
only the most recent read to x in e2. Upon last-level cache misses
on a ParsnipLine, the software handler also snoops the epoch store
buffers to ensure that any pending updates to x ’s access history is
visible to later accesses.

4.2 Access History Prefetching and Prediction

When an access check by thread t for data location x finds in-
sufficient in-hardware access history, Parsnip invokes a software
handler to resolve the check for location x from the full software-
managed access history. To exploit spatial locality, Parsnip addi-
tionally fills the ParsnipLine for x , setting access capabilities for all
other locations that are tracked by the same ParsnipLine.

Rather than simply filling ParsnipRefs for other locations y , x
in the same ParsnipLine as x ’s ParsnipRef based on access history,
the software handler speculatively checks a future access to y of the
same type (read/write) and by the same thread t as the access that
triggered the software check of y’s neighbor, x . If the speculative
check determines that such an access to y would be data race free
according to the current access history, it fills a ParsnipRef for y
with the access capability component set to describe this predicted
future access, but leaves the ParsnipTable index component of the
ParsnipRef invalid.

This optimization preserves soundness and completeness if the
next access toy is predicted correctly, as the predicted future access
check will resolve based on the ParsnipRef access capability for y
and record the up-to-date epoch of this new access, achieving the
same result as if it had dispatched the check to software.

If a speculative check mispredicts the next access to y and a
different thread u , t makes the next access to y, soundness and
completeness are still preserved. An access to y by thread u will
find the ParsnipRef access capability assigned to t with an invalid
ParsnipTable index, thus triggering a search through the epoch store
buffer (Section 4.1) or the software layer to find the most up-to-
date access history for y. Since speculative checks update only the
access capability of a ParsnipRef, no record of the predicted access
is found in either the epoch store buffers or software. Parsnip will
thus complete a full access check against the same access history it
would have checked without speculation. In sum, Parsnip remains
sound and complete with this optimization.

4.3 ParsnipTable and ParsnipLine Management

To ensure effective use of limited table space, ParsnipTable man-
agement must exploit locality and favor entries that are likely to be
reused soon. However, the simple policy of reference counts and
rejections established in Section 3.5 has limitations. ParsnipRefs for
old, infrequently-used data that remain in the last-level cache may
pin ParsnipTable entries with nonzero reference counts, leaving no
table space for newer, frequently-used epochs, creating high rates
of ParsnipTable rejections and expensive software checks.

A simple alternative is to invalidate and persist a ParsnipLine to
software as it leaves the L1 cache. ParsnipRefs for memory locations
not accessed recently thus tend to be evicted from L1, decrementing
reference counts and freeing more ParsnipTable entries to represent
new epochs. However, even hot data locations in programs with
large working sets experience frequent evictions and refills to the
L1 or even L2. The associated ParsnipLines then suffer frequent
round trips to and from to the software layer.

To balance ParsnipTable utilization and software costs, Parsnip
adaptively selects an L1 or LLC residence policy for ParsnipLines by
tracking the rate of software checks in a window of recent events.
Under policies that allow ParsnipLines to reside in the LLC, the
heuristic responds to software checks due to excessive Parsnip-
Table rejections when old ParsnipRefs in the last-level cache pin
too many useless ParsnipTable entries. Under L1-only ParsnipLine
residence, the heuristic responds to software checks for repeatedly
invalidated and refilled ParsnipLines in L1. A user may alsomandate
a cache residence policy based on profiling or experience. Extending
Parsnip to support other heuristics is a promising avenue for future
work.

5 EVALUATION

To evaluate Parsnip’s performance, we implemented a simulator
using Intel PIN [27] to model a 16-core systemwith MESI coherence
protocol, with a realistic memory hierarchy common in commodity
processors. Cache lines are 64 bytes. Each core has an 8-way 32KB
L1 cache and an 8-way 256KB L2 cache; all cores share a 16-way
32MB L3 cache. Latency of L1, local L2, remote L2, L3, and main
memory accesses are 1, 10, 15, 35, and 120 cycles, respectively.
The cache subsystem of the Parsnip simulator is implemented by
extending the cache implementation in ZSim [45].

Each per-core ParsnipTable has 15 entries (165 bytes total), with
each entry consisting of a 64-bit clock and a 24-bit reference count.
Each per-core epoch store buffer has 32 entries (544 bytes total),
with each entry holding a 64-bit address, a 64-bit clock, and an
extra byte encoding both a tid and a r/w bit. Lookups in the local
core’s ParsnipTable cost 1 cycle; requesting an entry from a remote
core’s ParsnipTable takes 10 cycles. Latency of epoch store buffer
insertions is hidden by the cycles of updating the corresponding
ParsnipLine. Accesses to locations on the stack are assumed to be
thread-local, and no data race checks are done for stack locations.
Software checks and epoch-buffer drains cost 500 cycles plus the
cost of any cache accesses triggered.

5.1 Experimental Setup

We evaluate Parsnipwith 10 programs from the PARSEC 3.0 bench-
mark suite [4], including blackscholes, bodytrack, canneal, dedup,
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Figure 7: Slowdown of Parsnip, Radish, and Radish-ts, normalized to a system without data race detection support.
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Figure 8: Slowdown of Parsnip with 2, 4, 8 and 16 threads, using the simmedium input.

ferret, fluidanimate, raytrace, streamcluser, vips and x264. We omit
the benchmarks facesim, which forks child processes as parallel
workers, and swaptions, which has high variance across runs in
our experiments. We report performance as the mean of 3 runs.

5.2 Performance

This section compares the performance of Parsnip with Radish [9],
the most related work. Figure 7 shows the CPIs of Parsnip and
Radish, normalized to the native executions of the respective simu-
lator without data race detection extensions. Results shown here
were collected when running with 8 threads and the simsmall input
size.2 We exclude raytrace from these results, since it did not run
correctly on the Radish simulator in our experiments.We ran Radish
with its relaxed asynchronous checking and unsafe type-safety op-
timization disabled [9] for the most direct comparison to Parsnip,
which provides synchronous data race checks and does not make
assumptions about type safety. Additionally, we ran Radish with
its type-safety assumption enabled, represented by the Radish-ts
bars in Figure 7. This enables better performance but is unsound
and incomplete in the presence of type-safety violations.

On all 9 PARSEC benchmarks on which we compare Parsnip
against Radish, Parsnip runs faster than Radish. On average (ge-
omean), Parsnip slows the baseline CPI by 1.5x, whereas Radish’s
average slowdown is 6.9x. The maximum slowdown caused by
Parsnip is 2.6x on x264. Radish slows ferret by 33.8x. Parsnip is
on average 4.6x faster than Radish, and runs ferret 27.2x faster
than Radish. Enabling Radish’s type-safety assumption in Radish-ts
yields a 1.3x boost over the safe version of Radish. Nonetheless, the
optimized Radish-ts remains 3.4x slower than Parsnip on average,
and runs vips 12.3x slower than Parsnip does.

2Long running times and high memory usage of the Radish simulator made perfor-
mance experiments for larger input sizes or thread counts infeasible on the Radish
simulator in our experiments.

5.3 Scalability

To evaluate Parsnip’s performance scaling over the number of
threads of the target program, we ran Parsnip experiments with
2, 4, 8 and 16 threads on 16 simulated cores with the simmedium
input size. Slowdown of Parsnip’s CPI with respect to CPI of the
baseline system is shown in Figure 8. On 4 benchmarks (blacksc-
holes, canneal, fluidanimate, streamcluster), Parsnip’s overhead
decreases with more threads. On 4 additional other benchmarks
(bodytrack, dedup, ferret, x264), Parsnip overhead increases with
more threads. Parsnip’s overhead shows no significant difference
on the remaining 2 benchmarks (raytrace and vips). For raytrace,
Parsnip shows no appreciable slowdown at all. Parsnip’s worst
slowdown is 2.7x on x264 with 16 threads.

5.4 Effectiveness of Optimizations

This subsection presents results of several experiments conducted
to evaluate the effectiveness of each optimization described in Sec-
tion 4. Figure 9 shows the slowdown in CPI of several variants
of Parsnip, as normalized to the standard Parsnip configuration.
Epoch store buffers (described in Section 4.1) have the largest im-
pact. Parsnip runs on average 3.7x slower with epoch store buffers
disabled (“no epoch buffers”). Parsnip with access history prefetch-
ing and prediction (Section 4.2) offers an average 10% performance
improvement versus without (“no AH speculation”). The baseline
adaptive selection of the ParsnipLine cache residence policy (Sec-
tion 4.3) shows comparable average performancewith both the fixed
L1 and LLC ParsnipLine residence policies (“ParsnipLines in L1,
LLC”). However, the adaptive policy avoids the larger slowdowns
of the L1 policy on bodytrack, and the LLC policy on blackscholes.
In summary, all benchmarks see (often substantial) performance
improvement from at least one of the optimizations described in
Section 4.
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Figure 10: Breakdown of how often each access history source resolves a data race check.
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Figure 11: Contribution of architectural events to overall Parsnip overhead.

5.5 Architectural Characterization

We ran several characterization experiments to better understand
the sources of Parsnip’s overhead.

Figure 10 shows the percentage of data race checks that are
resolved by each Parsnip mechanism. ParsnipRefs and the local
core’s ParsnipTable suffice to resolve at least 84% of checks in
each benchmark. Access capabilities in ParsnipRefs alone resolve
68-90% of checks in bodytrack, dedup, and fluidanimate. Remote
ParsnipTable lookups resolve a modest number of checks, up to
12% in blackscholes. With the exception of canneal, which requires

software checks on 8% of accesses, all other benchmarks require
software checks on <1% of accesses, with most <0.6%.

Figure 11 shows the breakdown of Parsnip’s overhead from 6
different sources: (a) the cost of accessing ParsnipRefs in cache; (b)
the cost of software handling when a ParsnipRef is not in cache; (c)
the cost of runtime checks that complete after comparing with a
clock in the local ParsnipTable; (d) the cost of runtime checks that
finish after comparing with a clock in some remote ParsnipTable;
(e) the cost of software check handlers; (f) the cost of saving the
contents of an epoch buffer to software.
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Epoch Parsnip- Parsnip-
buffer Line Table SW

Benchmark drains evictions rejections checks
blackscholes 0.00 0.00 0.00 0.01
bodytrack 0.00 0.00 0.13 0.91
canneal 0.00 0.00 0.03 2.57
dedup 0.01 0.00 0.49 0.57
ferret 0.00 0.00 0.00 0.17

fluidanimate 1.38 0.00 79.15 0.34
raytrace 0.00 0.00 0.00 0.02

streamcluster 0.00 0.00 0.01 0.05
vips 0.00 0.00 0.02 0.45
x264 0.00 0.00 0.00 1.45

Table 3: Events per 1K instructions in Parsnip.

Table 3 shows the frequency of the most expensive architec-
tural events in Parsnip. With 32-entry epoch buffers, persisting
epoch values to software is rare (column 2). The highest rate of
epoch buffer drains is 1.38/1K instructions, in fluidanimate. Parsnip-
Lines evictions are also rare (column 3). Column 4 shows that
ParsnipTable rejections occur at a rate below 0.5/1K instructions
in all benchmarks except fluidanimate. Despite its high rate of
79.15 ParsnipTable rejections per 1K instructions, most fluidan-
imate checks complete in hardware partly due to epoch buffers
and the use of access capabilities (see Figure 10). Column 5 shows
software checks per 1K instructions. While canneal and x264 have
high software check rates of 2.57/1K instructions and 1.45/1K in-
structions, respectively, all other benchmarks execute fewer than 1
software check per 1K instructions.

Overall, Parsnip’s access history organization and optimizations
are effective in allowing most runtime checks to be performed in
hardware.

5.6 Hardware Overheads

We used CACTI 5.3 [53] to model the area and latency overheads
of the hardware Parsnip adds to a conventional processor core.
Parsnip’s storage costs are modest: the epoch buffer and Parsnip-
Table for each core occupy less than 0.02 mm2 in 32nm technology.
For comparison, [54] states that a 2-wide in-order core at 32nm
(excluding caches) occupies 0.1875 mm2. Parsnip does require an
extra L1D$ read port to allow data and metadata to be read in paral-
lel, increasing access latency by about 20%. In a superscalar design,
Parsnip could reuse an existing cache port but would reduce the
number of memory operations that could be scheduled in parallel.

6 RELATEDWORK

Hardware Approaches. The work most closely related to Parsnip
is the Radish system [9] for hardware-accelerated sound and com-
plete race detection. We compare extensively to Radish in previous
sections. The LARD system [57] showed that naive usage of even
sound and complete hardware data race detection can result in false
and missed data races due to interactions with layers of the system
stack like the OS and language runtime. LARD also demonstrates
how to convey sufficient information across these layers to restore
precision. Other hardware race detectors [21, 32, 36, 38, 41–43, 60]

sacrifice soundness and completeness in favor of simpler and faster
hardware.

The Vulcan [35] and Volition [44] hardware architectures have
been proposed for detecting and recovering from sequential-consis-
tency violations, which arise from two or more cyclically-coupled
data races. These schemes provide sequential consistency at the
instruction level by detecting the underlying data races that can
violate SC. Both schemes implement precise data race detection,
however, it is only needed during a short window within which
instruction reordering can occur, which simplifies the implemen-
tation and allows for almost-negligible performance overheads.
Other hardware schemes enforce stronger memory consistency
models design to preserve sequential consistency or related proper-
ties [25, 30, 47, 51]. SC violation detectors ignore data races where
at least one access occurs outside of the current detection window.
Sound techniques like Parsnip can find these additional races, mak-
ing debugging easier and supporting a wide range of race-detection
clients such as record-and-replay and deterministic execution.

Beyond data races, many techniques have targeted detecting
or protecting against a wider range of concurrency bugs such as
atomicity violations [23, 26, 34] or general concurrency bugs [24],
though these techniques suffer from occasionally reporting false
bugs since the definitions of these bugs are inherently imprecise or
application-specific.

Software Approaches. Many sound and complete pure-software
dynamic data race detectors have been proposed [12, 40, 50]. The
Parsnip design draws motivation and inspiration from this prior
work, in particular FastTrack’s optimized per-location metadata
[15], and also [52], RedCard [16] and SlimState [56] for removal of
some cross-location metadata redundancy. Despite these advances,
pure-software approaches for sound and complete race detection
commonly introduce slowdowns over 10x [56]. To combat perfor-
mance overhead, several forms of sampling-based dynamic race
detection have been proposed. Such schemes run faster but occa-
sionally miss races [7, 11, 13, 19, 29].

In parallel to hardware proposals, software implementations of
stronger serializable memory models reduce overheads relative to
full software data race detection [5, 48] , but still incur notable
run-time overheads and lack the benefits of full data race detection
provided by Parsnip or sound and complete software systems. Some
software systems have explored the use of commodity hardware
transactional memory (HTM) support to assist in serializability
checking [49]. Others have applied HTM to data race detection,
but compared to Parsnip, they remain either unsound [59] or slow
[31].

Lockset-based race detection [10, 46], an alternative to the hap-
pens-before data race detection algorithm, can report false races
on code idioms like privatization or complicated locking protocols.
However, the lockset algorithm can sometimes detect more races
on a given execution than happens-before does. [60] proposed hard-
ware support for lockset race detection to reduce its performance
overheads.

7 CONCLUSION

With the prevalence of parallel programs and systems, efficient
data race detection is an increasingly important topic. However,
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previous software solutions incur high performance overheads,
restricting their usability in real-world scenarios. Fast hardware
race detectors either trade precision for performance, or make
overly strict assumptions.

We proposed Parsnip, a sound and complete data race detec-
tor that can track memory accesses at byte granularity efficiently.
Parsnip adds moderate hardware modifications to a conventional
multicore processor, and does not rely on unsound type-safety as-
sumptions. Parsnip outperforms Radish, the leading hardware race
detector, by 4.6x on average. Parsnip incurs just 1.5x overhead over
native execution on average.
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