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An Autozeroing Floating-Gate Amplifier
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Abstract—We have developed a bandpass floating-gate ampli-
fier that uses tunneling and pFET hot-electron injection to set its
dc operating point adaptively. Because the hot-electron injection
is an inherent part of the pFET’s behavior, we obtain this adap-
tation with no additional circuitry. Because the gate currents are
small, the circuit exhibits a high-pass characteristic with a cutoff
frequency less than 1 Hz. The high-frequency cutoff is controlled
electronically, as is done in continuous-time filters. We have de-
rived analytical models that completely characterize the ampli-
fier and that are in good agreement with experimental data for
a wide range of operating conditions and input waveforms. This
autozeroing floating-gate amplifier demonstrates how to use con-
tinuous-time floating-gate adaptation in amplifier design.

Index Terms—AFGA, capacitive circuits, electron tunneling,
floating-gate circuits, hot-electron injection.

I. INTRODUCTION

WE PRESENT a bandpass floating-gate amplifier that uses
tunneling and pFET hot-electron injection so that it can

return to its sensitive region despite large changes in the dc input
voltage. Offsets often present a difficult problem for designers
of MOS analog circuits. A time-honored tradition for addressing
this problem is to use a blocking capacitor to eliminate the input
dc component. However, for integrated filters, this approach re-
quires enormous input capacitors and resistors to get time con-
stants of less than 1 Hz. Existing on-chip autozeroing techniques
rely on clocking schemes that compute the input offset periodi-
cally, then subtract the correction from the input [1]. These au-
tozeroing techniques add significant complexity to the circuit,
as well as to clock noise, aliasing, etc.

We previously introduced theautozeroing floating-gate am-
plifier (AFGA) [2], [3]; here, we present the circuit analysis
and the experimental data in much greater detail. The AFGA
is an integrated continuous-time filter that is intrinsically au-
tozeroing. It can achieve a high-pass characteristic at frequen-
cies well below 1 Hz. In contrast with conventional autozeroing
amplifiers that eliminate their input offset, the AFGA nulls its
output offset. The AFGA is a continuous-time filter; it does not
require any clocking. Our AFGA is the first known application
of pFET hot-electron injection. Until now, pFET hot-electron
injection has attracted attention only as a source of MOSFET
oxide degradation [4]; therefore, this circuit presents an inter-
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Fig. 1. An AFGA that uses pFET hot-electron injection. The ratio ofC toC
sets the gain of this inverting amplifier. The nFET is a current source and sets the
current through the pFET. Steady state occurs when the injection current is equal
to the tunneling current. The capacitance from the floating gate to groundC

represents both the parasitic and the explicitly drawn capacitances. Increasing
C will increase the linear input range of the circuit. The capacitance connected
to the output terminalC is the load capacitance. BetweenV andV is our
symbol for a tunneling junction, which is a capacitor between the floating-gate
and an n-well.

esting case of turning a bug into a feature. The autozeroing tech-
nique used in the AFGA can be applied to a wide variety of
floating-gate MOS circuits, such as those presented by us else-
where [5], to continuously restore a desired baseline operation
on a slow timescale.

In Section II, we give a qualitative overview of AFGA opera-
tion. In Section III, we present a circuit-level model of electron
tunneling and of pFET hot-electron injection. In Section IV, we
consider the AFGA’s high-pass filter behavior; we also address
long-term parameter drift. In Section V, we consider the AFGA’s
low-pass filter behavior. In Section VI, we describe the AFGA’s
frequency response and dynamic range. We conclude in Sec-
tion VII. We discuss other AFGA effects elsewhere, including
change in equilibrium voltages of the AFGA due to changes in
biasing, tunneling voltages, and large input amplitude [3]. Fur-
ther, we will concentrate on subthreshold biasing of the AFGA;
an AFGA biased with above-threshold currents shows qualita-
tively similar behavior, but the quantitative behavior is different
[3].

II. QUALITATIVE AFGA OPERATION

Fig. 1 shows the autozeroing floating-gate amplifier. The
open-loop amplifier consists of a pFET input transistor and
an nFET current source. With capacitive feedback, the input
signal is amplified by a closed-loop gain approximately equal
to . The maximum gain is limited both by the
open-loop gain and by the parasitic floating-gate-to-drain
overlap capacitance.
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Fig. 2. Response of the AFGA to a 1-Hz sinewave superimposed on a 19-s
voltage pulse. The AFGA has a closed-loop gain of 11.2 and a low-frequency
cutoff at 100 mHz. We see that the signal is amplified, but the much slower step
is adapted away.

The complementary tunneling and hot-electron injection
processes adjust the floating-gate charge such that the ampli-
fier’s output voltage returns to a steady-state value on a slow
timescale. If the output voltage is below its equilibrium value,
then the injection current exceeds the tunneling current, de-
creasing the charge on the floating gate; that, in turn, increases
the output voltage back toward its equilibrium value. If the
output voltage is above its equilibrium value, then the tunneling
current exceeds the injection current, increasing the charge on
the floating gate; that, in turn, decreases the output voltage
back toward its equilibrium value. Because this circuit returns
the output voltage to the same equilibrium value on a slow
timescale, this circuit behaves like a high-pass filter with a long
time constant.

Two conditions must be satisfied for the circuit to be
in equilibrium. First, the pFET channel current must
be equal to the nFET channel current. We define this
quiescent channel current as . Second, the injection gate
current must be equal to the tunneling gate current. We
define as the quiescent injection current that must
equal , the quiescent tunneling current, at equilibrium.
Since the tunneling and injection currents are many orders
of magnitude smaller than and are charging similar-sized
capacitances, the first condition is satisfied much faster than
is the second condition. The frequency range over which
the first condition is satisfied, but the second condition is
not satisfied, is where the AFGA behaves as an amplifier.
The combination of electron tunneling and pFET hot-elec-
tron injection applies the appropriate negative feedback to
stabilize the output voltage such that the second condition
also is satisfied.

In the frequency range where the first condition does not
hold, the output voltage is attenuated. In this regime, the cir-
cuit behaves as a low-pass filter. Since the output capacitances
are charged or discharged by currents on the scale of, the
cutoff frequency will be directly dependent on the bias current.

Continuous-time integrators operate on a similar principle [6],
[7]. The AFGA transfer function is bandpass, with the low-fre-
quency cutoff set by the equilibrium tunneling and injection cur-
rents and the high-pass cutoff independently set by the equilib-
rium pFET and nFET channel currents.

Fig. 2 shows the response of the autozeroing floating-gate
amplifier to a 1-Hz sine wave superimposed on an input
pulse. If the input changes on a timescale that is much
shorter than the adaptation, then the output is an amplified
version of the input signal. The amplifier adapts to the pulse
input after an initial transient while preserving the amplified
1-Hz sine wave.

We present data from an AFGA fabricated in the 2-m
n-well CMOS process available through MOSIS. Typical
operating values for were between 33 and 42 V; those for

were between 6 and 12 V. We obtained similar data in a
1.2- m n-well CMOS process available through MOSIS, but
with typical operating values for between 26 V and 31 V;
and in the 0.5- m n-well process available through MOSIS,
but with typical operating values for at 12 V and at 5
V. For more modern processes, the typical operating voltages
will decrease because of thinner gate oxides and higher dopant
impurity concentrations.

III. CIRCUIT MODEL OF A pFET WITH HOT-ELECTRON

INJECTION AND ELECTRON TUNNELING

Before we consider the behavior of the autozeroing ampli-
fier, we review electron tunneling and pFET hot-electron injec-
tion. We begin with the basic subthreshold MOS characteristics
[7], which are valid even at large drain-to-source voltages. For
subthreshold operation, we can describe the nFET and pFET
channel current for a change in gate voltage around a bias
current as

nFET

pFET (1)

where , is the fractional change in the nFET, pFET surface
potential due to a change in , respectively; is the Early
voltage of the nFET or pFET; and is the thermal voltage

. The Early voltage is directly related to the amplifier’s
open-loop gain; for this amplifier, the maximum open-loop gain
is roughly 700. The Early voltage decreases at large drain-to-
source voltages due to impact ionization in the drain-to-channel
depletion region [3]. In the drain-to-channel depletion region,
holes are accelerated to large energies; if a hole has an energy
larger than the bandgap, then it may undergo impact ionization.
The result of an impact ionization is two holes and one electron.
For the nFET biased with a drain-to-source voltage of 3.0 V and
the pFET biased with a drain-to-source voltage of 8.5 V,is
nearly constant for both transistors [3]; therefore the AFGA’s
open-loop gain also is nearly constant.

Next, we consider the model of electron tunneling and hot-
electron injection. As we showed in [9] and [8], we approximate
the tunneling current for a fixed bias on the tunneling line by

(2)
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where
parameter related to the quiescent tunneling and
floating-gate voltages;
change in the tunnneling voltage;
change in the floating-gate voltage from the quiescent
floating-gate voltage.

For our operating conditions, a typical value ofis 1 V with the
42-nm oxide used in the 2.0-m Orbit process. As we showed
in [8], we approximate the hot-electron injection current by

(3)

where
quiescent source current;
drain voltage;
measurable device parameter;

.
For a quiescent V, a typical value for is 250 mV.
A typical value of is 0.90, which is consistent with equal
to 250 mV.

IV. L OW-FREQUENCYAFGA BEHAVIOR

We can write two general equations governing the AFGA
behavior around an equilibrium output voltage. We obtain the
first equation by applying Kirchoff’s current law (KCL) at the
floating gate

(4)

We obtain the second equation by applying KCL at the output
node

(5)

We have neglected the Early effect, which adds a correction term
to (5). As long as the closed-loop gain is much lower than the
amplifier gain, ignoring the Early effect is a good approxima-
tion.

In the passband, where the AFGA is an amplifier, the floating
gate is held nearly fixed by the amplifier feedback, and the tun-
neling and injection currents are negligible. This approximation
simplifies (4) to

(6)

Thus, the change in the output voltage ( ) is equal to the
input voltage ( ) amplified by .

A. Low-Frequency Model

We make two approximations to model the low-frequency
response of the AFGA. First, the open-loop gain from the

floating gate to the output can be large; a typical value is 700.
If we are to keep the output voltage between the supply rails,
the floating-gate voltage must be confined to a 10-mV swing.
Thus, we approximate the floating-gate voltage to be constant.
Second, because the floating-gate voltage is nearly constant,
the source current varies only slightly. The quiescent source
current ( ) is set by the nFET current source. From (2) and
(3), the model of injection current for a fixed source current

is

(7)

where for the circuit in equilibrium. Since
the floating gate is held nearly constant by feedback, the
floating-gate voltage dependence in (3) is negligible. Even
when the circuit is biased with above-threshold currents,
the tunneling current still is nearly fixed. Since the injection
efficiency is still an exponential function of the drain voltage
for above-threshold currents, the low-frequency dynamics are
similar in below- and above-threshold operation.

With the preceding approximations, we can model the ampli-
fier’s output voltage in terms of with a single equation.
The total floating-gate current is the sum of the capacitive cur-
rents of the input and output terminals, plus the tunneling and
injection currents. From (4), we write

(8)

To solve (8), we make the following change of variables:
. The resulting equation for is a linear first-order

differential equation with variable coefficients

(9)

where , the low-frequency cutoff, is equal to and
is the closed-loop ac gain of the amplifier .

B. Response to a Voltage Step

Consider the AFGA’s response to an input voltage step.
Assume that the output voltage has adapted initially to its
steady-state value. To solve (9), we first assume that the output
voltage immediately after applying the step is
given by the magnitude of the input step times the AFGA
ac gain. We employ as a new, effective initial
condition and denote the effective initial condition in by

. For a downward step, is
greater than one; for an upward step, is less than one.
After the input step, ; therefore, (9) becomes

(10)

The solution to (10) in terms of is

(11)

where as .
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Fig. 3. Response of the AFGA to an upgoing and downgoing step input.
The adaptation in response to an upward step results from electron tunneling;
the adaptation in response to a downward step results from pFET hot-electron
injection. This amplifier had a gain of 11.2. We plot the curve fits of the
simplified expressions of, where either tunneling or injection dominates the
restoration process. From the fits,� is 4.3 s andI is 50 fA. The value
of � can be set reliably to more than 10s. The steady-state output voltage
decreased for increasing tunneling voltages.

The step response has three interesting regimes, which are
approximated by

(12)

The first case occurs when the tunneling current is nearly equal
to the injection current just after the voltage step. The solution in
this region is the familiar exponential decay of a linear system.
The second case occurs when the tunneling current dominates
the injection current. The behavior of the output voltage in this
regime results from the constant tunneling current’s removing
electrons from the floating gate. The third case occurs when the
injection current dominates the tunneling current. Fig. 3 shows
a measured response to an input pulse, with curve fits to the re-
gions where either the tunneling or injection current dominates.

C. Long-Term Parameter Drift

The physical properties of the tunneling and hot-electron in-
jection mechanisms change with time. These processes are per-
manently modified as electrons pass through the oxide, creating
electron traps. We investigated the long-term changes by per-
forming an accelerated stress experiment, where we operated an
AFGA continuously for 145 h with an averageof 1.7 s. When
an AFGA is used as an amplifier or as a low-pass filter, a more
reasonable would be at least several minutes; therefore, this
experiment is equivalent to the stress of operating the AFGA
continuously for a few years, because trap creation is propor-
tional to the total charge traveling through the oxide. The effect

Fig. 4. The effect of long-duration AFGA operation by showing the step
responses to an upgoing and downgoing voltage step before and after 145 h of
operation. We plot the difference in the output voltage from the equilibrium dc
level as a function of time; the equilibrium output voltage increased slightly
over the 145 h of operation. By extracting the device parameters as a function
of time, we see that the long-term change is due primarily to long-term change
from tunneling junction [3].

of an input signal only slightly modifies the results of this exper-
iment. To characterize the behavior of the AFGA over time, we
performed a square-wave experiment, similar to the one shown
in Fig. 3, once per hour for 145 h. To each of the resulting output
waveforms, we fit the expressions of (12) and extracted the rele-
vant device parameters. Fig. 4 shows the square-wave response
of the AFGA before and after this lifetime test. The adaptation
time constant has increased noticeably, but the general behavior
is unaffected. By extracting the device parameters as a function
of time, we see that the long-term change is due primarily to
long-term change from the tunneling junction [3].

V. HIGH-FREQUENCYAFGA BEHAVIOR

For sufficiently high frequencies, the autozeroing
floating-gate amplifier is a low-pass filter. In this regime,
the tunneling and injection currents are negligible; therefore,
we approximate (4) as

(13)

where we define . From (13), we see that
changes in are proportional to changes in and . At
extremely high frequencies, the transistor channel currents are
negligible compared to the capacitive currents. In this capaci-
tive-feedthrough regime, the solutions to (5) and (13) are

(14)

where we define . We can reduce the effects of
the capacitive feedthrough by increasing eitheror .

At frequencies between the low-frequency cutoff and the ca-
pacitive-feedthrough regime, the behavior of the AFGA results
from the floating-gate voltage’s settling back to its equilibrium
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Fig. 5. High-frequency AFGA behavior. (a) Two AFGAs with unity gain but with different values forC . The larger capacitor circuit hadC = C = 300 fF,
whereas the smaller-capacitor circuit hadC = C = 50 fF. For both AFGAs,C was the same. We operated the two AFGAs with different subthreshold bias
currents to achieve comparable settling times. (b) Two AFGAs with different gains.

value. Therefore, we combine (5) and (13) to form a single equa-
tion for the floating-gate voltage, which we write as

(15)

This equation is similar to (9), which describes the
output-voltage response in the low-frequency case. As we
did in that case, substituting into (15) results
in the linear differential equation

(16)

where we define to be , which is the
time constant that marks the onset of capacitive feedthrough.
We define to be

(17)

which represents the high-frequency cutoff.
As we did in the low-frequency case, we shall consider the

response to an input voltage step. To solve (16), we first as-
sume that the floating-gate voltage immediately after applying
the step is given by the magnitude of the input step
attenuated by the capacitive divider ratio [(14)]. With this initial
condition, the solution is

(18)

After the initial jump, given by (14), the output voltage is related
to the floating-gate voltage by .

Fig. 5 shows measured AFGA output-voltage responses to
several square-wave inputs. Fig. 5(a) shows the responses of two
unity-gain AFGAs with different capacitor values to the same
square-wave input. As in the low-frequency case, the high-fre-
quency response of the AFGA is asymmetric: the downgoing
step response approaches its steady state linearly with time, and

the upgoing step response approaches its steady state logarith-
mically with time. The initial jump in the downgoing step is
due to capacitive feedthrough. From these data, it is evident that
decreasing and without changing will decrease the
amount of capacitive feedthrough. Fig. 5(b) shows the voltage
responses to a small input step for two AFGAs with gains of 1
and 146. The response from the unity-gain AFGA is a buffered
version of the input; the high-gain AFGA shows a linear first-
order low-pass filtered version of the input. These responses il-
lustrate the gain-bandwidth tradeoff in the AFGA.

The linear 3-V output swing in the high-gain response of
Fig. 5(b) raises this question: What determines the linear
range of an AFGA? Our criterion for linearity is that be
sufficiently small that the factor
in (15) can be approximated by . This cri-
terion implies that the floating-gate voltage must not
move by more that from its equilibrium value. The
floating-gate voltage has its maximum swing in the capac-
itive-feedthrough regime; therefore, from (14), the input
linear range is , where we define

. For amplifiers with gains greater than
or equal to one, which requires that be greater than ,

is bounded between one-half and one for all, , ,
and . Further, if the AFGA is driving a that is at least
as big as , is bounded between three-quarters and one.
Consequently, can be considered a correction term.

We express the output linear range in terms of the input
linear range by , which is
times the amplifier gain / . The output linear range scales
with the amplifier gain. By increasing , we can reduce the
change in the floating-gate voltage, thereby increasing the am-
plifier’s output linear range. The AFGA’s gain from input to
output in the passband is

(19)
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Fig. 6. Linear range of the AFGA versusC . (a) The response of three AFGAs to the same square-wave input. All three AFGAs were identical except for their
values ofC and were biased by the sameV . IncreasingC increases the linear range, decreases the amount of capacitive feedthrough, and decreases the low-pass
cutoff frequency. (b) Measured linear range and� for several unity-gain AFGAs for differentC ratioed in units ofC . The linear range fit isV = 0:063 V
C =C + 0:125 V, and the� fit is � = 1:8 �sC =C + 2:7 �s.

where is the gain from floating gate to output. For a suffi-
ciently large , the AFGA’s passband gain is independent of

.
Fig. 6 shows measured data demonstrating howand linear

range scale with for unity-gain AFGAs. For a unity-gain
AFGA—that is, for —the expressions for and input
linear range are

(20)

and

(21)

The data in Fig. 6 were taken with AFGAs that had no explicitly
drawn ; the variation between the data and the linear curve fit
probably is due to the different parasitic load capacitances. Both
from experimental data and from the direct analytic solution of
(16), second-harmonic distortion dominates for the AFGAs; for
a sine-wave input with amplitude of , the peak second har-
monic distortion is 0.05% of, or 26 dB below, the fundamental
frequency response. The second harmonic distortion is max-
imum for frequencies just below 1/2 ; for amplitudes at or
below , the second harmonic distortion is proportional to the
square of the fundamental amplitude.

VI. FREQUENCYRESPONSE OF THEAFGA

To derive the AFGA frequency response, we begin with the
small-signal form of (4) and (5)

(22)

That is, we assume that the input signal is sufficiently small that
we need to keep only the linear terms when we expand the ex-
ponentials. A small-signal input changes by less than ,

due to the injection nonlinearity in the low-frequency regime,
and changes by less than , due to the transistor non-
linearity in the high-frequency regime. We shall discuss the re-
sponse in the low- and high-frequency regimes. Then, we shall
present the general solution.

For low-frequency inputs, we can approximate (22) as

(23)

for which the resulting frequency response is

(24)

Fig. 7 shows the measured AFGA frequency response: for the
high-gain AFGA, is 20 mHz; for the low-gain AFGA, is
300 Hz. The high-gain AFGA has a gain of 146; the low-gain
AFGA has unity gain.

For high-frequency inputs, we can simplify (22) by assuming
input frequencies much larger than 1/2; we write the result
as

(25)

This transfer function includes the effects of parasitic and load
capacitances. The response in (25) is the transfer function of
a first-order system; because we use capacitive feedback, the
AFGA is stable for any value of closed-loop gain. As we can
see in Fig. 7, 1/2 is 500 Hz for the high-gain AFGA and is
40 kHz for the low-gain AFGA.

We obtain the response for all frequencies by taking the
Laplace transform of (22), and solve to obtain

(26)

where are as defined previously.
When we consider the frequency response of the AFGA,

it is natural to consider the output-voltage spectrum for no
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Fig. 7. Frequency response for two AFGAs with different gains. For both the high- and low-gain AFGA,C +C is approximately constant. For the high-gain
AFGA, � is 20 mHz and� is 600 Hz; for the low-gain AFGA,� is 300�Hz and� is 40 kHz. The ratio of� and� between the two AFGAs are equal to
one-half of the ratio of the gains; the ratio is consistent with a constantC + C .

Fig. 8. Noise spectrum of an AFGA for a constant input. (a) Output noise spectrum of an AFGA with a gain of 146 for two different tunneling voltages (V ).
The low-frequency cutoff eliminates1=f noise at frequencies below 1/2�� . The spectrum was taken for a bias current of 80 nA, which corresponds to aV of
0.73 V. (b) Comparison of a high-gain AFGA with a unity-gain AFGA and with a generic follower-connected differential amplifier. All three amplifiershad the
sameV voltage and the same bias current. The sums ofC andC are the same for the two AFGAs.

input—that is, the output-voltage noise from the ampli-
fier. Fig. 8 shows AFGA output-voltage spectra for a fixed
voltage-source input. We see that for low frequencies, 1noise
is dominant; for high frequencies, thermal noise dominates.
The AFGA attenuates the 1 noise below the low-frequency
cutoff. Fig. 8(a) shows that we can reduce the 1noise by
increasing , and thereby decreasing. Fig. 8(b) shows a
comparison among a high-gain AFGA, a unity-gain AFGA,
and a follower-connected transconductance amplifier. The
transconductance amplifier is the wide-range amplifier de-
scribed previously [7]; it has transistors larger than those of the

AFGAs, resulting in the lower 1 noise. The AFGAs used a
constant tunneling current; because the noise spectrum of the
unity-gain AFGA is not appreciably different from that of the
transconductance amplifier, we conclude that the tunneling and
injection processes do not contribute significantly to the noise
levels.

We want to investigate how changing the AFGA design will
change the amount of output noise. Following [10] and [3], we
can model the thermal noise componentof a subthreshold
MOSFET’s channel current by . Because
the AFGA’s output comprises both an nFET and a pFET, the
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total thermal-noise current derives from two parallel noise
sources. We want to find the output-referred voltage noise,
which we obtain from a simplified small-signal circuit. One
important simplification is that we can relate to
by a capacitive divider. We express the signal power of the
output-referred voltage noise as

(27)

where is as defined in Section VI. From this expression, we
can calculate the total output-noise power as

(28)

which, when we use (17), evaluates to

(29)

where the correction term is as defined earlier. The total
output-noise power is roughly proportional to and is in-
versely proportional to .

Now, we would like to calculate the AFGA dynamic range.
We define dynamic range (DR) as the ratio of the maximum pos-
sible linear output swing to the total output-noise power. With
this definition, which is equivalent to that given in [11], we can
express the AFGA dynamic range as

DR (30)

which is similar to the form for dynamic range for the wide-
linear-range amplifier, as derived in [11]. The dynamic range
varies inversely with ; therefore, a high-gain amplifier will
have a larger dynamic range than will the low-gain amplifier for
the same values of , , and .

VII. CONCLUSIONS

The AFGA is a simple example of a large class of adap-
tive floating-gate MOS circuits; these circuits use tunneling and
hot-electron injection to adapt the charge on floating gates to
return the circuit to a baseline condition on a slow timescale.
When the appropriate feedback is applied to the floating gate,
this adaptation is an inherent part of the circuit’s operation—no
additional control circuitry is required. In the case of AFGA,
we set up the feedback such that the output voltage returns to its
steady-state value on a long timescale. The modulation of the
pFET hot-electron injection by the output voltage provides the
correct feedback to return the output voltage to the proper oper-
ating regime.

The AFGA has four operating regimes. First, in the adap-
tation regime, the AFGA behaves as a high-pass filter; the
timescale is set by the tunneling and injection currents. Second,
in the integrating regime, the AFGA behaves as a low-pass

filter; the timescale is set by the nFET bias current. Third, for
timescales between the adaptation and integrating regimes, the
AFGA acts as an amplifier. Fourth, at frequencies much higher
than the integrating regime, the AFGA exhibits capacitive
feedthrough, which can be reduced by an increase in either
or .

The AFGA always is a first-order system, even in the pres-
ence of parasitic capacitances; therefore, the AFGA is uncondi-
tionally stable, with 90of phase margin for noninductive loads.
An amplifier that has resistive feedback is at least a second-order
system, but an amplifier with capacitive feedback can be a first-
order system.

MOS devices and quantum processes, such as electron tun-
neling and hot-electron injection, are often criticized for their
high 1 noise. Since the AFGA’s noise performance is similar
in thermal and 1 characteristics to that of a standard MOS
amplifier, the tunneling and injection processes do not add ap-
preciable noise to the amplifier. In addition, with a desired adap-
tation rate, we can reduce significantly the low-frequency noise
generated in the AFGA; such a reduction cannot be obtained in a
standard amplifier that has a blocking capacitor at the input. For
moderate tunneling currents, the low-frequency time constant
can remain nearly constant for timescales measured in years;
any shift is due primarily to trapping in the tunneling oxide. We
can increase the linear range by increasing, and we can in-
crease the dynamic range by increasingor .
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