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Abstract

We show that random walk on the incipient infinite cluster (IIC) of two-dimensional critical
percolation is subdiffusive in the chemical distance (i.e., in the intrinsic graph metric). Kesten
(1986) famously showed that this is true for the Euclidean distance, but it is known that the
chemical distance is typically asymptotically larger.

More generally, we show that subdiffusivity in the chemical distance holds for stationary
random graphs of polynomial volume growth, as long as there is a multiscale way of covering
the graph so that “deep patches” have “thin backbones.” Our estimates are quantitative and
give explicit bounds in terms of the one and two-arm exponents �2 > �1 > 0: For 3-dimensional
models, the mean chemical displacement after ) steps of random walk scales asymptotically
slower than )1/�, whenever

� < 2 +
�2 − �1

3 − �1
.

Using the conjectured values of �2 = �1 + 1/4 and �1 = 5/48 for 2D lattices, the latter quantity is
2 + 12/91.
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1 Introduction

Bond percolation on a graph � with parameter ? ∈ [0, 1] is a probability measure on random
subgraphs of � obtained by retaining each edge independently with probability ?. Denoting by M?

such a random subgraph, the Komolgorov 0-1 law implies that

ℙ[M? contains an infinite connected component] ∈ {0, 1}.

Thus by monotonicity with respect to ?, there is a critical value ?2(�) ∈ [0, 1] such that for ? < ?2(�),
all components of M? are finite almost surely, and for ? > ?2(�), there is almost surely an infinite
cluster.

Consider now the case � = ℤ3. It has been established that for 3 = 2 [Kes86a] and for 3
sufficiently large [HS90], almost surely critical percolation does not produce an infinite cluster.
Nevertheless, it is known that at criticality there are arbitrarily large clusters [Aiz97], and these
large percolation clusters are conjectured to exhibit fractal characteristics.

One such characteristic is that of anomalous diffusion,meaning that the random walk spreads out
slower than a corresponding walk in Euclidean space. In ℤ3, the expected distance of the random
walk from its starting point at time C scales like C1/2, and one refers to the walk on a graph � as
subdiffusive if the typical distance scales asymptotically slower. A convenient method to study the
geometry of large percolation clusters is to take a suitable weak limit of typical clusters with sizes
tending to∞ (see [Kes86a] for 3 = 2 and [vdHJ04] for 3 sufficiently large). The resulting infinite
random graph is known as the incipient infinite cluster (IIC).

Let � denote a connected graph, dist� the path metric on �, and {-C} the standard randomwalk
on �. For 3 sufficiently large, the solution of the Alexander-Orbach conjecture in high dimensions
[KN09] shows that when � has the law of the IIC in ℤ3,

E[dist�(-0 , -C)2] � C2/3.

The first mathematical results in this area are due to Kesten [Kes86b] who showed much earlier
that when � has the law of the IIC in ℤ2, there is some � > 0 for which

E
[
‖-0 − -C ‖22

]
6 �C1−� , C > 1. (1.1)

Chemical vs. Euclidean displacement. Note that Kesten’s bound on the speed is in the Euclidean
distance, as opposed to the graph metric dist�. One observes that (1.1) does not necessarily yield
a subdiffusive bound on the speed in dist�. Indeed, it is known from work of Aizenmann and
Burchard [AB99] that for some B > 0, and any D, E ∈ ℤ2 with ‖D − E‖1 = ℎ,

ℙ
[
dist�(D, E) > ℎ1+B | D, E ∈ +(�)

]
→ 1 as ℎ →∞.

The strongest previous bound of which we are aware holds for general planar, invariantly amenable,
stationary random graphs (�, -0) (cf. [DLP13] and [Lee17]):

E[dist�(-0 , -C)2] 6 $(C).

(Indeed, one can simply apply Theorem 2.8 below with $ ≡ 1.) We refer to Section 2.1 for a review
of stationary random graphs.
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Asymptotic scaling of the mean-squared chemical displacement E[dist�(-0 , -C)2] � C2/� on the
IIC has been studied experimentally via simulations and enumeration of the random walk for small
times (one can consult the discussion and references in [BH91, §3.7.2]).

There are further reasons to consider specifically the chemical displacement. Since critical
percolation on the 2D lattice is conjectured to be “conformally invariant,” distances in the standard
Euclidean embedding might not be considered “canonical.” Moreover, speed of the random walk
in the intrinsic graph metric has been used to study the space of harmonic functions on the graph
[BDCKY15].

Thin backbones and arm exponents. Consider the IIC as a random subgraph � of ℤ2 containing
the origin 0. Define S(=) := [−=, =]2 and let %S(=) denote the vertex boundary of S(=). Write
E ↔ ( if there is a path in � from E ∈ ℤ2 to ( ⊆ ℤ2. Define the quantities

�1(=) := ℙ (0↔ %S(=)) ,
�2(=) := ℙ

(
0 is connected to %S(=) via two disjoint paths

)
.

These are known as the one-arm and two-arm (monochromatic) arm probabilities in critical
percolation. If we use �hex

8
(=) to denote the analogous values on the hexagonal lattice, it is known

that �hex
1 (=) = =−5/48+>(1) [LSW02] and it is conjectured that �hex

2 (=) is =−5/48−1/4+>(1) [BN11]. These
exponents are conjectured to be universal, but much less is known for the square lattice. Somewhat
weaker bounds were derived by Kesten.

Theorem 1.1 ([Kes86b, Lem 3.20]). There are constants � > 2 > 0 and �1 > 0 such that for all = > 1,

2=−1/2 6 �1(=) 6 �=−�1 ,

1
2= 6 �2(=) 6 16�1(=)2 6 ��1(=)=−�1 .

Kesten used these bounds to prove that the random walk on the IIC is subdiffusive in the
Euclidean distance. If we define the backbone at scale = by

B(=) :=
{
G ∈ S(=) ∩+(�) : there are two disjoint paths from G to %S(=)

}
,

then Theorem 1.1 can be used to show (cf. Lemma 3.2) that B(=) typically occupies an asymptotically
small fraction of S(=) ∩ +(�). The random walk can only make progress in moving away from
the origin by walking on the “thin” backbone B(=). It turns out that the random walk spends
the majority of its time walking in the “bushes” that hang off the backbone, i.e., the vertices
(S(=) ∩+(�)) \ B(=).

Conformal weights and Markov type. Presently, we use an approach of the second named
author [Lee17] based on the theory of Markov type and “ discrete conformal weights.” Denote
+(=) := S(=) ∩ +(�). Roughly speaking, one defines a weight $ : +(=) → ℝ+ such that

1
|+(=)|

∑
G∈+(=) $(G)2 6 1. In this case, the theory of Markov type [Bal92] shows that

E[dist$(.0 , .C)2] 6 $(C),

where.0 is uniform in+(=), {.C} is the randomwalk restricted to+(=), and dist$ is the shortest-path
distance in +(=), where the length of a path � is

∑
G∈� $(G). In other words, the random walk is at

most diffusive in the “conformal metric” dist$.
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Suppose one can find such a weight $ such that dist�(G, H) > dist$(G, H)1+� for some � > 0 and
all G, H ∈ +(=). This yields the bound

E[dist�(.0 , .C)2] 6 C1/(1+�) ,

suggesting that the random walk is subdiffusive. We show how to achieve this by choosing $ to be
a mixture of weights—one per scale—so that each weight is supported on an appropriately defined
backbone at that scale.

The rate of escape. Let us consider exponents often used to measure the speed of the random walk.
The first is the speed exponent associated to the mean-squared displacement: A value � > 0 such that

E
[
dist�(-0 , -))2 | -0 = 0

]
� )2/�+>(1) as ) →∞.

Note that � = 2 corresponds to standard diffusive speed.
The second is often called the walk dimension: For ' > 0, denote the random time

�' := min{C > 0 : dist�(-0 , -C) > '},

and suppose there is a value 3F such that

E[�' | -0 = 0] � '3F+>(1) as '→∞.

For concreteness, we define

3F := lim inf
'→∞

logE[�']
log' ,

� := lim inf
C→∞

2 log C
logE[dist�(-0 , -C)2]

�∗ := lim inf
=→∞

2 log =
logE[max16C6= dist�(-0 , -C)2]

.

While 3F and � are incomparable in general, it holds that min
(
�, 3F

)
> �∗. To see that 3F > �∗,

denoteℳ= := max16C6= 3�(-0 , -C), and note that

E
[
ℳ2

=

]
> ℙ(�' 6 =)'2 > 1{E[�']6=/2}

1
2'

2 ,

hence if E[ℳ2
=] 6 =

2/�∗+>(1) as = →∞, then E[�'] > '
�−>(1) as '→∞, implying 3F > �∗.

Our main result is the strict inequality �∗ > 2 for the IIC in dimension two. In fact it is interesting
to bound these quantities explicitly in terms of the arm exponents defined as �1(=) and �2(=),
respectively. Let �21 , �1 > 0 be such that, as = →∞,

�1(=) 6 =−�1+>(1)

�2(=) 6 =−�21+>(1)�1(=).

Note that if �1(=) � =−�1+>(1) and �2(=) � =−�2+>(1), we could take �21 = �2 − �1.
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Theorem 1.2. For every � satisfying
� <

�21

2 − �1
,

it holds that
E

[
max
16C6=

dist�(-0 , -C)2
]
6 =1/(1+�/2)+>(1).

Theorem 1.1 gives a choice of �21 , �1 > 0 such that

�21

2 − �1
>
�21

2 > 0,

showing that the speed of random walk is indeed subdiffusive.
Lower bounds have been given previously for the Euclidean analog 3Euc

F , where one considers
the random time �Euc

'
:= min{C > 0 : ‖-C − -0‖2 > '}. In [DHS13], it is reported that Kesten’s

argument yields

3Euc
F > 2 +

�2
1

4 ,

and this estimate is improved (see [DHS13, Rem. 1]) to

3Euc
F > 2 +

�2(�2 − �1)
2 . (1.2)

Even for the Euclidean exponent, our argument yields the improved bound

3Euc
F > 3F > �∗ > 2 +

�2 − �1

2 − �1
. (1.3)

For comparison, using the conjectured values �1 = 5/48 and �2 = �1 + 1/4, the lower bound in (1.2)
is 2 + 17/384 ≈ 2.044, whereas (1.3) gives 2 + 12/91 ≈ 2.132.

Theorem 1.2 is in fact a consequence of the much more general Theorem 2.7 we state later.

1.1 Preliminaries

We will consider primarily connected, undirected graphs � = (+, �), which we equip with the
associated path metric dist�. We will write +(�) and �(�), respectively, for the vertex and edge
sets of �. For E ∈ + , let deg�(E) denote the degree of E in �. For E ∈ + and A > 0, we use
��(E, A) = {D ∈ + : 3�(D, E) 6 A} to denote the closed ball in �. For a subset ( ⊆ +(�), we write
�[(] for the subgraph induced on (. For two subsets (, ) ⊆ +(�), write (

�↔ ) if there is a path in
� from ( to ). For a subset ( ⊆ +(�), define the (inner) vertex boundary

%�( := {E ∈ ( : ∃{D, E} ∈ �(�), D ∉ (}.

If $ : +(�) → ℝ+, we define a length functional len$ on edges {G, H} ∈ �(�) via len$({G, H}) :=
($(G) + $(H))/2, and extend this additively to arbitrary paths � in �:

len$(�) :=
∑
4∈�

len$(4) .
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Finally, for G, H ∈ +(�), define

dist$(G, H) := inf
{
len$(�) : � is an G-H path in �

}
.

For two expressions � and �, we use the notation � . � to denote that � 6 �� for some
universal constant �. We write � � � for the conjunction � . � ∧ � . �.

1.2 Unimodular random networks

It will be important for us to envision the IIC as a unimodular random graph. Let G• denote the set
of isomorphism classes of locally-finite, rooted graphs. A (rooted) network is a pair (�, �) ∈ G•, along
with a set ofmarksΨ : +(�)∪�(�) → Ξ, whereΞ is a complete, separablemetric space. Aunimodular
random network is a random triple (�, �,Ψ) that satisfies the following mass-transport principle.
For every nonnegative, automorphism-invariant Borel functional �(�, G, H,Ψ) on doubly-rooted,
marked networks:

E

[∑
G∈+

�(�, �, G,Ψ)
]
= E

[∑
G∈+

�(�, G, �,Ψ)
]
.

By automorphism-invariant, we mean that for any automorphism ! of �, it holds that
�(!(�), !(G), !(H),Ψ ◦ !−1) = �(�, G, H,Ψ). We refer to the extensive monograph [AL07].

A stationary random network is a random triple (�, -0 ,Ψ), where -0 ∈ +(�), and such that
(�, -0 ,Ψ) and (�, -1 ,Ψ) have the same law, where {-=} is the random walk on �. A reversible
random network is a stationary random network in which (�, -0 , -1 ,Ψ) and (�, -1 , -0 ,Ψ) have the
same law. In some cases, these three notions are related.

The following lemma is due to R. Lyons (see [GLP17, Thm 3.3]); it asserts that stationary random
networks of subexponential growth are reversible.

Lemma 1.3. If (�, -0 ,Ψ) is a stationary random network such that

lim
=→∞

E[log |��(-0 , =)|]
=

= 0,

then (�, -0 ,Ψ) is reversible.

When E[deg�(�)] < ∞, unimodular random graphs and reversible random graphs are equiva-
lent, up to biasing the measure by the degree of the root.

Lemma 1.4 ([BC12]). Consider a random network (�, �,Ψ) with E[deg�(�)] < ∞. Then (�, �,Ψ) is
unimodular if and only if the network (�̃, �̃, Ψ̃) is reversible, where the law of (�̃, �̃, Ψ̃) is that of (�, �,Ψ)
biased by deg�(�).
Remark 1.5. Although [GLP17, Thm 3.3] and [BC12, Prop. 2.5] only state the above result only for
random rooted graphs, the proofs works verbatim for networks.

In particular, Lemma 1.4 provides an equivalent mass-tranport principle for reversible random
networks (�, -0 ,Ψ): For every nonnegative, automorphism-invariant Borel functional �(�, G, H,Ψ):

E

 1
deg�(-0)

∑
H∈+(�)

�(�, -0 , H,Ψ)
 = E

 1
deg�(-0)

∑
H∈+(�)

�(�, H, -0 ,Ψ)
 . (1.4)
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2 Subdiffusivity of the random walk

2.1 The thin backbone condition

We first introduce some notions that will allow us to quantify the condition that paths at a given
scale travel along an asymptotically small set of vertices (the “backbone”).

Definition 2.1 (Covering systems). Consider a connected graph G and a covering C of +(G). Say
that C is Δ-bounded if diamG(() 6 Δ for every ( ∈ C. Say that C is -padded if, for every E ∈ +(G),
there is some ( ∈ C such that � G(E, ) ⊆ (. Denote by

m(C) := sup {#{(′ ∈ C : ( ∩ (′ ≠ ∅} : ( ∈ C}

the intersection multiplicity of C. In other words, m(C) is the smallest number < such that every set
( ∈ C intersects at most < other sets in C.

A covering system of G (with scale parameter " > 1) is a collection C =
〈
C(:) : : > 1

〉
of coverings

of +(G) such that

1. sup{m(C(:)) : : > 1} < ∞

2. For every : > 1, C(:) is ":-bounded.

Say that a covering system C is �-padded if C(:) is �":-padded for each : > 1.

Example 2.2. As a motivating example, consider the covering system for ℤ2 that we employ in
Section 3: For every integer : > 1, define the covering

C(:) :=
{(
(�1 , �2)2:−2 +

[
82:−1 , (8 + 1)2:−1] × [

92:−1 , (9 + 1)2:−1] ∩ℤ2
)

: 8 , 9 ∈ ℤ, �1 , �2 ∈ {0, 1}
}
,

and take C :=
〈
C(:) : : > 1

〉
. One can check that each C(:) is 2:-bounded and m(C(:)) 6 10, and

moreover the system C is 1/4-padded.

We will work with random rooted subgraphs of a given base graph G, as well as a random
covering of the latter with bounded intersection multiplicity. We next introduce a marking of G
which encodes all the above.

Definition 2.3 (Markings from coverings). Let {*E : E ∈ +(G)} be a family of i.i.d. uniform [0, 1]
random variables. Suppose C is a cover of +(G)with m = m(C) < ∞. For every ( ∈ �, let

*( =

∑
E∈(

*E .

Thus, almost surely, *( is distinct for each distinct finite subset ( ∈ C. Now for any E, let
*E,1 , *E,2 , *E,3 . . . *E,m, be the values {*( : ( ∈ C , E ∈ C} arranged in non-decreasing order, with
*E,9 = 1 if E occurs in fewer than 9 sets in C. Define now a marking #C on +(G) by

#C(E) := 〈*E,1 , *E,2 , . . . *E,m〉 for E ∈ +(G).
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By the distinctness of *( mentioned above, one can reconstruct the covering C from #C almost
surely.

Suppose now that � is a subgraph of +(G) with � = �� : +(G) ∪ �(G) → {0, 1} defined by
�−1(1) = +(�) ∪ �(�). For a covering system C =

〈
C(:) : : > 1

〉
, we define a marking Ψ�, C on

+(G) ∪ �(G) by

Ψ�, C(E) :=
〈
�(E),#C(:)(E) : : > 1

〉
for E ∈ +(�), andΨ�, C(4) := �(4) for 4 ∈ �(G).

By the above discussion, the subgraph � and the covering system C are reconstructible fromΨ�, C.

Backbones. For any ( ⊂ +(G), define the backbone B�[(] ⊆ ( as the set of vertices E ∈ ( such that
there are paths �, �′ in �[(]with � ∩ �′ = {E}, and each of � and �′ connect E to +(�) \ (, where
we abuse notation to denote by �[(] the subgraph induced by � on +(�) ∩ (.

Figure 1: A collection of patches. Deep patches are colored grey, and the backbone vertices of deep
patches are colored black. Assumption 2.4(3) asserts that the black vertices are an asymptotically
small fraction of all vertices as : →∞.

Assumption 2.4. Consider a fixed based graph G, together with a random rooted subgraph (�, -0)
of G, and a random covering system C of G. Recall the associated markingΨ�, C fromDefinition 2.3.
Letting {-=} denote the random walk on �, we assume that (G, -0 ,Ψ�, C) is stationary in the sense
that

(G, -0 ,Ψ�, C)
law
= (G, -1 ,Ψ�, C) . (2.1)

We record now a straightforward fact.

Fact 2.5 (Stationary projection). If (2.1) holds, then for any deterministic, automorphism-invariant,
real-valued function Φ on rooted networks, with the marking on the latter living in the same space asΨ�, C,
the marking Ψ̂ obtained on +(�), by setting Ψ̂(E) := Φ((G, E,Ψ�, C)), makes (�, -0 , Ψ̂) into a stationary
random network.

Additionally, we assume the following conditions.
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1. Polynomial volume growth. There are constants �1 , 3 > 1 such that

|� G(G, A)| 6 �1A
3 , ∀G ∈ +(G),∀A > 1. (2.2)

Since � is a subgraph of G, we have |��(G, A)| 6 |� G(G, A)|. In particular, Lemma 1.3 implies
that (�, -0 , Ψ̂) is a reversible random network for any marking Ψ̂ such that (�, -0 , Ψ̂) is
stationary.
Thus (1.4) yields the following mass transport principle: For any nonnegative, automorphism-
invariant Borel functional �(�, G, H, Ψ̂):

E

 1
deg�(-0)

∑
H∈+(�)

�(�, -0 , H, Ψ̂)
 = E

 1
deg�(-0)

∑
H∈+(�)

�(�, H, -0 , Ψ̂)
 . (2.3)

2. Padded covering system. For some � > 0, C is almost surely an �-padded covering system
for G.

3. Deep patches have thin backbones. For a subset ( ⊆ +(G), recalling that �[(] denotes the
induced subgraph of � on +(�) ∩ (, define the depth of ( in � as the quantity

��(() := max{� > 0 : ∃E ∈ ( with � G(E, �) ⊆ ( and E
�[(]
↔ %�(}. (2.4)

Now given the random covering system C =
〈
C(:) : : > 1

〉
, let us denote by

C(:)◦ := {( ∈ C(:) : ��(() > �":}
the collection of deep patches, and by

B(:)◦ :=
⋃
(∈C(:)◦

B�[(] (2.5)

the union of their backbones. (See Figure 1 for an illustration.) We assume that for some
� > 0:

ℙ
[
-0 ∈ B(:)◦

]
6 �4"

−�: ,

where we recall " from Definition 2.1.

Recall thatΨ�, C allows one to reconstruct C(:) for any :, as well as the random subgraph �.
Thus by Fact 2.5, the following consequence holds.

Lemma 2.6. If Assumption 2.4 is satisfied, then
(
�, -0 , 1B(:)◦

)
is a reversible random network for each : > 1.

We now state our main general theorem proving subdiffusivity of randomwalk under the above
assumptions.
Theorem 2.7. If (�, -0) satisfies Assumption 2.4, then the random walk is subdiffusive: For some constant
� > 1,

E

[
max
06C6)

dist�(-0 , -C)2
]
6 �)1/(1+�/23)(log))4 , ∀) > 2.

As alluded to before, to prove the theorem we rely on the framework developed in [Lee17]
which we review next.
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2.2 Conformal weights on stationary random graphs

Consider a stationary random graph (�, -0), and let {-C} denote the randomwalk on �. A conformal
weight on (�, -0) is a random mapping $ : +(�) → ℝ+ such that (�, -0 , $) and (�, -1 , $) have the
same law, and E[$(-0)2] < ∞. For establishing subdiffusivity of the IIC in two dimensions, the
following theorem suffices.

Theorem 2.8 ([Lee17]). Suppose that (�, -0) is a planar, invariantly amenable1, stationary random graph.
Then for any conformal weight $ on (�, -0), it holds that for all ) > 1,

E

[
max
06C6)

dist$(-0 , -C)2
]
. ) E[$(-0)2].

Note that [Lee17] only contains the weaker claim

E
[
dist$(-0 , -))2

]
. ) E[$(-0)2].

But the latter conclusion is derived from the fact that weighted planar graph metrics have Markov
type 2 with a uniform constant [DLP13]. As observed in [GH18], the authors of [DLP13] actually
bound the maximalMarkov type 2 constant, as do all methods that establish Markov type bounds
using the forward/backward martingale decomposition [NPSS06]. The same observation applies
to the next theorem, since its proof uses only that the Markov type 2 constant for an =-point metric
space is $(log =), which also holds for the maximal Markov type 2 constant.

Theorem 2.9 ([Lee17, Thm 5.7]). Suppose (�, -0) is a stationary random graph that satisfies, for some
@ > 1,

E |��(-0 , A)| . A@ ∀A > 1 . (2.6)

Then for any conformal weight $ on (�, -0), and any @′ > 1, there is a constant � = �(@, @′) such that for
all ) > 2,

E

[
)@
′ ∧ max

06C6)
dist$(-0 , -C)2

]
6 1 + �)(log))2 E[$(-0)2].

The next corollary makes precise the strategy of showing subdiffusivity of the random walk by
appropriate choice of the conformal weights.

Corollary 2.10. Assume (�, -0) is a stationary random graph satisfying (2.6) for some @ > 1. Then there
is a constant � = �(@) such that the following holds. Suppose that for some � > 0 and every � > 0, there
exists a conformal weight $� on (�, -0) such that E[$�(-0)2] 6 1 and for all G, H ∈ +(�),

dist�(G, H) > � =⇒ dist$�(G, H) & �1+� .

Then for all ) > 2,

E

[
max
06C6)

dist�(-0 , -))2
]
6 �)1/(1+�)(log))4.

1One can find the notion of invariantly amenability in [AL07, §8]. We will only consider stationary random graphs with
an almost sure polynomial upper bound on their volume growth, which are easily seen to be invariantly amenable; see,
e.g., [Lee17, Lem. 4.3].
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Proof. Define the weight

$ := ©« 6
�2

∑
9>1

$2
29

92
ª®¬

1/2

,

so that E[$(-0)2] 6 6
�2

∑
9>1 9

−2 = 1.
Next, consider G, H ∈ +(�) such that dist�(G, H) ∈ [29 , 29+1) and 9 > 0. Then:

dist$(G, H) &
dist$29

(G, H)
9

&
29(1+�)

9
&

dist�(G, H)1+�
log dist�(G, H)

.

Applying Theorem 2.9 gives

E

[
max
06C6)

dist�(-0 , -C)2(1+�)(
log dist�(-0 , -C)

)2

]
= E

[
)2(1+�) ∧ max

06C6)

dist�(-0 , -C)2(1+�)(
log dist�(-0 , -C)

)2

]
. E

[
)2(1+�) ∧ max

06C6)
dist$(-0 , -C)2

]
6 �′)(log))2 ,

for some number �′ = �′(@). The desired bound follows using dist�(-0 , -)) 6 ) and Hölder’s
inequality. �

2.3 Proof of Theorem 2.7

Fix : > 1 and denote ?: := ℙ[-0 ∈ B(:)◦ ] where B(:)◦ was defined in (2.5), and $ := 1B(:)◦
/√?: .

Since (�, -0 ,Ψ�, C) and (�, -1 ,Ψ�, C) have the same law, so do (�, -0 , $) and (�, -1 , $) (recall
Lemma 2.6). Furthermore, by definition E[$(-0)2] = 1.

Define � := 3d�1"
:3e, and consider any pair G, H ∈ +(�) with dist�(G, H) > �. Let � be a

simple path in � connecting G and H and denote

/ := {I ∈ +(�) : dist�(I, {G, H}) > �/3}.

Since by hypothesis dist�(G, H) > �, it follows that |/ | > �/3. Now for any I ∈ / consider the
paths �1 and �2 which are obtained by splitting � at I. Thus �1 and �2 are disjoint simple paths
from G to I and I to H respectively.

Now, note that since C is an �-padded covering system there is almost surely a set (I ∈ C(:)
for which � G(I, �":) ⊆ (I . Moreover, since diamG((I) 6 ": , we have |(I | 6 �1"

:3. Now since
|�1 |, |�2 | > �/3 = �1"

:3 , it follows that both �1 and �2 intersect (2I , implying I ∈ B�[(I]. In
particular, we have I ∈ B(:)◦ .

Therefore,

len$(�) > ?−1/2
:
|/ | &

√
"�:

�3
dist�(G, H) &

dist�(G, H)1+�/23

�
�/23
1 �

1/2
3

,

11



where we used ?−1/2
:
6 �4"

�: by Assumption 2.4(3). Since this holds for any G-H path � in �, we
have

dist$(G, H) &
dist�(G, H)1+�/23

�
�/23
1 �

1/2
3

. (2.7)

Now applying Corollary 2.10 with � = �/23 completes the proof, recalling that (�, -0) is reversible
by Assumption 2.4(1).

2.4 Intrinsic volume growth

We will improve the speed bound in Theorem 2.7 by assuming a high-probability estimate for the
volume of patches in the random subgraph �.

Assumption 2.11. Consider Assumption 2.4 and, in addition, suppose that for some 3′ < 3 and
number 24 > 0:

4. Annealed volume estimate. For : > 1, define

C(:)• :=
{
( ∈ C(:) : |( ∩+(�)| > 24"

:3′
}

(2.8)

ℒ(:) :=
⋃
(∈C(:)•

(.

Thus C(:)• denotes the set of patches in C(:) which have a large intersection with the random
subgraph �, and ℒ(:) denotes the union of all the patches in C(:)• . Our assumption states that
large patches are rare, i.e., the probability the root falls in a patch of large cardinality is small:

ℙ
[
-0 ∈ ℒ(:)

]
6 �3"

−�: . (2.9)

Theorem 2.12. If (�, -0) satisfies Assumption 2.4 and Assumption 2.11, then the random walk is
subdiffusive: There is some constant � > 1 such that

E

[
max
06C6)

dist�(-0 , -C)2
]
6 �)1/(1+�/23′)(log))4 , ∀) > 2.

Note the improved exponent compared to Theorem 2.7.

Proof. We start by modifying our choice of conformal weight from Section 2.3. To this end, fix : > 1.
Define $ as in Section 2.3 and, furthermore,

@: := ℙ[-0 ∈ ℒ(:)]
$1 := 1ℒ(:)/

√
@:

$̂ :=
√
($2 + $2

1)/2.

Asbefore, since (�, -0 ,#�,C(:)) and (�, -1 ,#�,C(:))have the same law, so do (�, -0 , $̂) and (�, -1 , $̂),
as $ and the set ℒ(:) are determined by the markingΨ�, C (recall Lemma 2.6).

12



Define � := 3d24"
:3′e, and consider any pair G, H ∈ +(�) with dist�(G, H) > �. Let � be a

simple path connecting G and H in �, and define again

/ := {I ∈ +(�) : dist�(I, {G, H}) > �/3}.

Using the fact that C is �-padded, for each I ∈ /, let (I ∈ C(:) be such that � G(I, �":) ⊆ (I . Since
by hypothesis dist�(G, H) > �, it follows that |/ | > �/3. Now as before, for any I ∈ /, consider the
paths �1 and �2 which are obtained by splitting � at I. Thus �1 and �2 are disjoint simple paths
from G to I and I to H respectively and further |�1 |, |�2 | > �/3 = 24"

:3′ .

Now, one of two things can happen. Either |(I ∩+(�)| < 24"
:3′ , in which case both �1 and �2

intersect (2I , implying I ∈ B�[(I]. In particular, we have I ∈ B(:)◦ , implying $1(I) > ?−1/2
:

.Otherwise,
|(I ∩+(�)| > 24"

:3′ , in which case (I ∈ C(:)• and hence I ∈ ℒ(:), implying $1(I) > @−1/2
:

.
We conclude that

$(I) + $1(I) > min
(
?
−1/2
:

, @
−1/2
:

)
,

Now using Assumption 2.11(4), this establishes, as in Section 2.3, that

dist$̂(G, H) > 2 dist�(G, H)1+�/23
′

for some number 2 > 0 (independent of G and H). An application of Corollary 2.10 with � = �/23′
completes the proof. �

3 The incipient infinite cluster

We now prove Theorem 1.2 establishing subdiffusivity of randomwalk on the IIC in two dimensions
using Theorem 2.7 and Theorem 2.12. First, we recall a formulation of the IIC in two dimensions.
Denote G := ℤ2 and S(=) := [−=, =]2. Let G1/2 denote the random subgraph of G resulting from
critical (? = 1/2) bond percolation, and let �̂= denote the largest connected component of the
induced graph G1/2[S(=)]. Choose �= ∈ +(�̂=) uniformly at random.

Let us define �= as the subgraph of ℤ2 that results from translating �= to the origin. Then
Járai [J0́3] has shown that �= converges weakly to a subgraph � of ℤ2 that coincides with Kesten’s
definition of the IIC. Since �= ∈ +(�̂=) is chosen uniformly at random, (�= , 0) is a unimodular
random graph (considered as a random element of G•), and therefore the weak limit (�, 0) is a
unimodular random graph as well (see, e.g., [BS01] for the simple argument).

Recall the one- and two-arm probabilities defined in Section 1 and the statement of Theorem
1.2. We will start by establishing a slightly weaker bound based on the following theorem. In
conjunction with Theorem 2.7, by choosing any � < �21, it yields the statement of Theorem 1.2 for
� < �21/2.

Theorem 3.1. There is a random covering system C for G so that (G, �, 0, C) satisfies Assumption 2.4,
and for every : > 1,

ℙ
[
0 ∈ B(:)◦

]
.
�2(2:)
�1(2:)

(log(2:))8 ,

where " = 2 is the scale parameter of C (recall Definition 2.1).
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We employ the covering system
〈
C(:) : : > 1

〉
from Example 2.2. Define the randomly shifted

covering C(:) = (0: , 1:) + C(:) where (0: , 1:) ∈ ([0, 2:−1) × [0, 2:−1) ∩ ℤ2) is chosen uniformly at
random and denote C := 〈C(:) : : > 1〉.

We have established that C is a 1/4-padded covering system (with scale parameter " = 2).
Moreover, by construction of the random shifts {(0: , 1:) : : > 1}, it follows that (2.1) holds. We
have thus verified a covering system for which Assumption 2.4(ii) holds. What remains is to verify
Assumption 2.4(iii).

For ( ⊆ +(G), let us denote (��:= (∩+(�).Also for brevity wewill simply use B�[(], ��[(] and
%�( to denote B�[(��], ��[(��], and %�[(��] respectively. Kesten’s notion of backbone [Kes86b]
is somewhat different from ours, and not unimodular. For a integer < > 0, define B̃�(<) as the
set of vertices E ∈ +(�) ∩ S(<) such that there are paths � and �′ connecting E to %GS(<) and 0,
respectively, and such that � ∩ �′ = {E}.

The next lemma is the key geometric input about the IIC that we will rely on. It concerns a fixed
square �(@) and a dilated copy �(3@) of �(@); it asserts an upper bound on the expected size of the
backbone with respect to �(@), and a lower bound on the size of �(3@)�� whenever there is a path
from %��(@) to %��(3@). See Figure 2.

Figure 2: �(@)G,H,I inside �
(3@)
(G−1)/3,(H−1)/3,I . The vertices of B�[�(@)G,H,I] are colored black.

Lemma 3.2 ([Kes86b, Lem 3.20]). For @ ∈ ℕ and G, H ∈ ℤ, I ∈ ℤ2, define

�
(@)
G,H,I := I + [G@, (G + 1)@) × [H@, (H + 1)@).

(K1) It holds that for any < > @,
E

[
|B̃�(<) ∩ �(@)G,H,I]|

]
. @2�2(@).
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(K2) There are constants �, 2 > 0 such that for all � > 0,

ℙ
(
%��

(@)
G,H,I

�↔ %��
(3@)
(G−1)/3,(H−1)/3,I and

���(3@)(G−1)/3,(H−1)/3,I��
�� < �−1@2�1(@)

�� -0

)
6 � exp

(
−2�1/8

)
.

For our purposes, we will need the following variant of (K1) adapted to our notion of backbone.
For @ ∈ ℕ, and G, H ∈ ℤ, I ∈ ℤ2,

E
[��B�[�(@)G,H,I]��] . @2�2(@). (3.1)

It is a consequence of the following estimate (obtained by standard percolation-theoretic argument
of encircling a box by an open circuit to pass from the IIC to standard critical bond percolation and
noting that the presence of an open circuit can only increase the size of the backbone:

E
[
|B�[�(@)G,H,I]|

]
. @

@∑
8=1

�2(8),

along with the fact that
∑@

8=1 �2(8) . @�2(@) (see [Kes86a, Remark 37]).

Proof of Theorem 3.1. We recall that {-=} is the random walk on � with -0 = 0.

Consider now some square �(@)G,H,I ∈ C
(:)

with @ = 2: and : > 1. Set � := 1/3, and recalling the
notion of depth from (2.4), note that

��(�(@)G,H,I) > �2: =⇒ ��(�(@)G,H,I) > @/3 =⇒ %��
(@/3)
3G+1,3H+1,I

�↔ %��
(@)
G,H .

Hence (K2) implies that

ℙ
[
ℰ(�,�) | C(:)

]
6 � exp

(
−2�1/8

)
, ∀� ∈ C(:) ,

where
ℰ(�,�) :=

{
��(�) > �2: and |���| < �−1@2�1(@)

}
.

In the sequel we will use �� to denote ���. It follows that conditioned on C(:) , for all � ∈ C(:)

E

[
|B�[�]|
|�� |

1{��(�)>�2:}
�� C(:)]

6
�

@2�1(@)
(1 − ℙ[ℰ(�,�) | C(:)])E

[
|B�[�]|

�� ¬ℰ(�,�), C(:)] + @2 ℙ[ℰ(�,�)]

6
�

@2�1(@)
E [|B�[�]|] + @2 ℙ[ℰ(�,�) | C(:)]

. �
�2(@)
�1(@)

+ @2 ℙ[ℰ(�,�) | C(:)],
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where the second term in the first inequality uses the bound |B�[�] 6 @2, and in the last line we
employed (3.1). Choosing � � (log @)8 yields

E

[
|B�[�]|
|�� |

1{��(�)>�2:}
�� C(:)] . �2(@)

�1(@)
(log @)8 . (3.2)

For any covering C , and � ∈ C , define the values

5 (�, G, H, �) := 1{��(�)>�2:}1�(G)1�(H)
1B�[�](H)
|�� |

�(�, G, H, C) :=
∑
�∈C

5 (�, G, H, �).

Let C(:)◦ := {� ∈ C(:) : ��(�) > �2:} denote the set of deep patches. Recalling the definition from
(2.5), then we have:

E

 1
deg�(-0)

∑
H∈+(�)

�(�, -0 , H, C
(:))

 = E


∑
�∈C(:)◦

|B�[�]|
|�� |

1�(-0)


E

 1
deg�(-0)

∑
H∈+(�)

�(�, H, -0 , C
(:))

 = E


∑
�∈C(:)◦

1B�[�](-0)1�(-0)
 > ℙ

[
-0 ∈ B(:)◦

]
.

Note that the last inequality is not an equality because of covering multiplicity—the event
could be counted multiple times in the middle expression. Noting that �(�, G, H, C(:)) is an
automorphism-invariant function of (�, G, H,#�,C(:)), we may apply the mass transport principle
(2.3), yielding

ℙ
[
-0 ∈ B(:)◦

]
6 E


∑
�∈C(:)◦

|B�[�]|
|�� |

1�(-0)


(3.2)
.

�2(@)
�1(@)

(log @)8 ,

where in the last inequality we use the fact that m(C(:)) 6 10 for every : > 1. �

To establish Theorem 1.2, we need to verify Assumption 2.11(4) for 3′ > 2 − �1. To that end, we
need the following result of Kesten.

Theorem 3.3 ([Kes86a, Thm 8]). For every C > 1, there is some constant �C > 1 such that for any square
�
(@)
G,H,I containing the origin,

ℙ
[
|�(@)G,H,I ∩+(�)| > �@2�1(@)

]
6 �C�

−C , ∀� > 1.

Proof of Theorem 1.2. Fix some � > 0 and take 3′ := 2− �1 + �. For : > 1, denote @ := 2: and � := 2�: .
Then Theorem 3.3 gives

ℙ[0 ∈ ℒ(:)] . �C2−�:C .
Setting C := �/�, where � = �21, gives a bound of the form (2.9). Now applying Theorem 2.12 yields
the desired result. �
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