TABLETOP ESP: EVERYDAY SENSING AND PERCEPTION IN THE CLASSROOM

Abstract

Today's context-aware computers and computing devices can provide significant assistance in performing everyday tasks. Such devices “perceive” enough of your environment that they can see things the way you do—only better. Because they know who you are with, where you are, and more, context-aware computers can intelligently guide or teach you. With their greatly enhanced context awareness, these systems go far beyond “ease of use” and actually provide meaningful, real-time, relevant support to users.

Introduction

We are living in a time of mash-ups. You can listen to The Beatles's pop music mashed up with Jay-Z's rap on Dangermouse's infamous Gray Album. You can find Craig's List* apartments located on Google* Maps by surfing to www.housingmaps.com. Popurls* social news aggregator at www.popurls.com looks across Twitter*, Delicious*, Reddit*, and others to see what is popular on the Web right now. You can blend together many things and get the benefits of each—plus synergies. In this article we discuss what happens when you mix context awareness with task assistance. Context awareness helps a machine understand where it is but not just its location. Within that location, context awareness can tell a machine who is there, what they are doing, and what resources (e.g., objects) are available. Context awareness, therefore, helps the machine by providing it with information about its context, but the trick is to make that information about context useful for users. Task assistance is all about helping users.

Within Future Technologies Research, researchers in the group project known as “Everyday Sensing and Perception,” or ESP for short, focus on improving context awareness through various means, including parallelization, machine learning, and machine vision. We are also concerned with making context awareness useful. To this end, we have developed a performance support application, which we describe later in this article, that uses ESP-developed technologies to extend context awareness and task assistance to the tabletop in front of the user.
Context Awareness

Apple's iPhone® “face sensor” (or “proximity sensor”) provides an example of context awareness. The face sensor is one of those things that makes an iPhone feel more advanced than a typical mobile phone. The iPhone uses its face sensor to determine whether a user’s face is near the display. If a face is nearby, the phone can assume that the person is making a call and turn off the keypad so that the user’s cheek doesn’t make an errant keystroke, mute the call, or worse. The iPhone is not seeing a face, though. It makes an inference from a sensor event. The sensing is accomplished by use of an infrared LED and an infrared sensor, the combination of which creates a very simple but useful sensing mechanism. The LED pulses while the sensor measures reflectance. If the reflectance changes significantly, then the phone can make a series of inferences: (a) an object is very close, (b) that object is likely to be a face, and (c) the user wants the phone’s display off, which will save power and save the user from random keystrokes or button presses. In this way, the iPhone uses sensors to make useful inferences.

Technology can support a wide array of inferences by using many types of sensors. Most mobile phones include a Global Positioning System (GPS), or they can use nearby cell towers or 802.11 access points for location determination [1]. The phone knows where you are and can show your location on a map or give you directions to the nearest coffee shop, for example. This is where some people think context awareness begins and ends. However, today’s phones can sense location and much more. There is a large variety of sensors available for small, low-power applications. Mobile devices often include multi-axis accelerometers, gyroscopes, and magnetometers. Our group has shown that by using just a 3-axis accelerometer mounted on a TV remote control, it is possible to identify which member of a family is using that remote and personalize the TV watching experience for that person [2]. Clearly, context awareness can support many more facets of our lives than simply telling us where we are.

As different kinds of sensors become ubiquitous in computing devices, the ability of those devices to sense context increases significantly, and the urge arises to fuse these data into a large data stream.

“The iPhone uses its face sensor to determine whether a user’s face is near the display.”

“As different kinds of sensors become ubiquitous in computing devices, the ability of those devices to sense context increases significantly, and the urge arises to fuse these data into a large data stream.”

As different kinds of sensors become ubiquitous in computing devices, the ability of those devices to sense context increases significantly, and the urge arises to fuse these data into a large data stream. When data are fused, that is, when data are combined from multiple sources, devices can make even more powerful inferences than they can with unfused data. Luckily, the emerging ubiquity of sensors is occurring at the same time as substantial increases in the ability of today’s processors to deal with large volumes of data.
In fact, technology has become so powerful that we are entering an era in which mobile computers will be able to use their video cameras for machine vision. Video cameras are extraordinarily high data rate sensors, to be sure, but as devices become more powerful, machine vision becomes more tractable, and cameras become just another type of sensor that can be used for context awareness. What the camera sees can be analyzed by an application, and that analysis can be used to support a user (just like when the infrared sensor “sees” a face on an iPhone). In fact, our research group believes that computer vision, fused with data from other sources, will be key to making context awareness more useful for people across wider swaths of their lives.

**Performance Support**

One question that remains is what benefits these inferences might have for users. What reason would someone have for using a device loaded with sensors to make inferences about their context? One answer is that these devices will be used for context-aware task assistance (or performance support).

Electronic performance support tools have been around for decades. These tools are meant to provide what users need, when they need it. The tools are a source of “just-in-time” support. Bezanson offers a good description:

> A performance support system provides just-in-time, just enough training, information, tools, and help for users of a product or work environment, to enable optimum performance by those users when and where needed [3].

Performance support systems must collect contextual data and use those data to assist users. According to Bezanson, when a system tries to support its users but is not context sensitive, at best it can be “sympathetic.” Such a system can be designed to be as easy to use as possible, but it will not be able to use contextual information to make things easier still. Alternatively, a system can be context sensitive but not support users. The best performance support is when a product is both context-aware and tries to help users, as with autopilot or some computer-based agents. For a relevant example, tutoring, unlike simple computer-aided instruction, takes contextual information and uses it to personalize a student’s instruction.

The kinds of performance that a device can support become more and more complex as context awareness improves. The face sensor could be considered a simple performance support tool for making phone calls. It uses contextual information, and it makes a phone system easier to use. An installation wizard for software is more complex than the face sensor, as it can sense what applications are on a machine and then ask about relevant preferences and
other variables that would affect an installation. At the complex end of the continuum, LeafView* [4] is a mobile application that assists in botanical species identification. When a user aims a mobile device’s camera at an example leaf, LeafView uses computer vision to select a small number of potential targets (about 5) from a large database of species (about 80,000 type specimens). A recent version of LeafView also uses the GPS on camera phones for geo-locating the sample. By using computer vision and location sensors, LeafView offers performance support that enables normal citizens to perform as scientists.

### On The Tabletop

One context that ESP has been investigating is how technology can support users who are seated or standing at a desk or table. The tabletop is an important context if only because people spend so much time there. Elementary students spend much of their school day (about 1000 instructional hours a year) seated at a desk in school [5]. The 2006 American Time Use Survey [6] showed that US citizens 15 years of age and older spent an average of nearly two hours a day at surface-oriented activities. Clearly, this is a frequent context and, just as clearly, sensors and applications will need to know a lot about what people are doing in this context if our devices are to be most useful there.

Tabletop computing, as a paradigm, has garnered some interest in recent years from the research community, but not in quite the way that we are pursuing it. Tabletop computers, like Microsoft’s Surface* or the SMART* Table, are really specialized computers with an integral horizontal display surface with which a user interacts. We would like to be able to support traditional activities on traditional tabletops, so we have been pursuing the use of a context-aware portable computer on a normal tabletop.

The applications and algorithms being developed within the ESP project use computer vision and various other sensors. All of this is done in an effort to better understand the context. Our goal is to enable devices to use this context data to improve a user’s quality of life. In the case of the system described here, we are most interested in what is happening both on and around the tabletop in order to support education.

### Tabletop Tutoring

Imagine if a low-cost laptop could be a world-class tutor for children, using everyday sensing and perception to understand their activities, moods, and knowledge: in other words, creating a personalized curriculum just for them. This is the vision of ClassmateAssist. Our goal is to use context-aware computing to support the current practices of teachers while, at the same time, providing them with additional capacity to instruct and evaluate their students.

“We have been pursuing the use of a context-aware portable computer on a normal tabletop.”
ClassmateAssist is an application designed to assist students and teachers in the use of mathematics manipulatives in kindergarten through second-grade classrooms. Manipulatives are physical objects used to assist in the instruction of math concepts. They are employed every day in more than 60% of all-day kindergarten classes [7]. ClassmateAssist is designed to be a netbook-based application that (a) assigns individual students problems that have been selected to be of the right difficulty for them, (b) follows the students’ progress during the process of problem solving, and (c) assists them as they work to solve these problems. The problems were developed in conjunction with kindergarten through second-grade teachers. With ClassmateAssist, teachers can continue to use physical manipulatives that are already in their classrooms and use them on desks that are already there. ClassmateAssist further supports teachers’ current practices by autonomously giving tailored support to individual students so that all students in the class can work at their own pace while the teacher provides individual attention to students who need it most at that moment.

Our system has three basic components. First, a component follows the manipulatives as students use them. Second, an interaction planner uses the student’s progress and history to select the problems, hints, and feedback the system will provide. Third, after selecting the content, the system uses various strategies to display the problems, hints, and feedback for the student.

Observing the Manipulatives
To follow the manipulatives, ClassmateAssist uses a computer-vision component that watches what students are doing. The application uses a standard camera (such as the one on laptop lids) to watch the manipulatives on the surface between the laptop and the student and to track these objects as the student moves them. However, the system does not need to watch everything. We worked with teachers to define pedagogically relevant, “observable” phenomena for the system to watch. For example, it watches the manipulatives to see where students are building clusters of objects selected from those on the desk and where students’ movement of objects will not serve to create the appropriate clusters. It can see whether the students seem to be moving the manipulatives in such a way that they will reach a solution to the task or not. Furthermore, it can recognize common errors or non-goal directed movements.

Planning the Interaction
Taking various pieces of data, such as movement-toward-goal and time-since-assignment as input, ClassmateAssist gives the students new assignments, hints on the current task, or feedback on a recently completed task.

To determine assignments, we worked with teachers to define a range of tasks, which we verified as appropriate for kindergarten through second-grade classrooms, by deploying a version of the application that used a touch screen and virtual manipulatives. The order of assignments was heuristically determined, but a more principled approach will be used in our final version.
We want to deliver the same types of hints and feedback that teachers would deliver if they were watching the child working. To this end, we are currently analyzing videotapes of a teacher providing one-to-one instruction to students while using manipulatives. We are observing the teacher for the information she provides as well as the contextual variables that elicit communication from the teacher. That is, we are looking at what the teacher said and did as well as the aspects of the students’ behavior to which the teacher was responding.

Providing Input to Participants
To reflect what a teacher might say or do, ClassmateAssist provides both auditory and visual information. It uses a speaker on the computer and a text-to-speech (TTS) engine for the auditory assignments and feedback. In practice, we have found that the teachers with whom we are working do not mind the sound in their classrooms. The application also uses the display on the laptop to show information to the student. On-screen video can be “marked up” by highlighting screen regions or superimposing information. Finally, we are pursuing a method to use an integrated pico-projector to actually project the hints or feedback directly onto the physical manipulatives.

Drilling Down on the Tabletop
How does ESP help us reach these goals just mentioned? Various research threads within our labs allow us to select among many capabilities. Among them, we use object recognition, activity detection, facial affect coding, interaction planning, camera/projection integration, and more.

On and Around the Table
The context of the tabletop includes many contextual variables with which we must concern ourselves. There are the objects on the table, the people around the table, the actions of those people, and their internal states. Each of these things, in turn, can impact how a computer-based tutor should interact with users.

Objects
Because objects on a surface make up a considerable portion of the context, tabletop context awareness requires robust identification of the objects that are on the table. Computer-vision object recognition used to work in restricted contexts, and projects were more “proofs of concept” than useful tools. As the science is advancing and new tools are developing, the field is moving beyond proofs of concept. The systems we have developed use various strategies in concert to deliver high-probability object identities.

One strategy developed inside the ESP research team involves a figure-ground segmentation algorithm [8] that distinguishes the tabletop and other surrounding contexts from the hands and the objects that the hands are manipulating. Making this distinction between figure and ground allows us to prioritize further analyses of those objects in the context that are immediately relevant.

Because objects on a surface make up a considerable portion of the context, tabletop context awareness requires robust identification of the objects that are on the table.
However, we are also concerned with the objects that are not in use but are stable on the tabletop. The work we are building on looks for similarities between the objects in view of a camera and the objects known from a database [9]. ESP applications apply color matching to known exemplars, texture matches by using Scale Invariant Feature Transform (or SIFT) [10], and 2D outline matching. As an example of the benefits provided by having these algorithms working together, consider that our work has shown that with an initial figure-ground segmentation, the SIFT algorithm gives us a 91% recognition rate, while SIFT alone gives us only a 12% recognition rate [8].

Within ESP, we have also developed parallelization methods to reduce latency. Latency here is the time between video capture and the completion of analysis, and it can be an issue with interactive machine-vision-based applications such as ours. We do not want users to perceive a delay. Such latency can make an application unusable. To ensure that users will have a good experience, we have put considerable effort into making our analyses possible in “interactive time scales” [11].

In addition to knowing which objects are on the table, we also perform analyses to determine which objects are clustered together [12].

Activities
Another important part of context is the activities of the people at the table. To determine activities, a system can use the manipulated objects to infer what people are doing [13]. Objects on a table can be used to make inferences about what kinds of tasks are possible for the user or which behaviors a user may be likely to engage in. Detection and identification are made more tractable because the objects in the context constrain the set of possible activities. If a person is seen with a pen, a system can surmise that “writing” has a high probability of occurring. To this end, researchers in ESP have compiled sets of object names associated with particular activities [14].

People
Knowing who is in the context is valuable information for interaction planning. Knowing who the user is, which child, for example, allows an application to decide among different content. In addition, there may be more than one person and knowing whom the user is with—a parent, a teacher, a collaborating peer—can help the system decide what information to display. We use both faces and voices in determining who is in the context [15]. Facial recognition software has improved to the point where, especially when vision systems are combined with voice recognition, it is possible to determine with near-perfect accuracy who someone is.
Internal States
Faces can do more than just provide identity information. Faces can reveal something about how people feel. Internal states (ranging from confusion to interest and even distraction) are quite useful in determining how to support an individual trying to accomplish a task. A person's internal state—what activity they may find difficult or whether they are distracted—can be used to select a higher level of assistance or a simpler task.

While a person's internal state is clearly something in the context, it may be less clear that we can use technology to “see” it. However, there is a set of emotions, sometimes called the basic emotions or Darwinian emotions, that not only are distinct but also are associated with specific muscle configurations. Paul Ekman’s research over the past 40 years [16] has shown that contractions in specific sets of facial muscles, what Ekman calls “facial action units (FAUs),” are uniquely associated with particular internal states. For example, smiling involves a set of muscles around the mouth and the eyes. If a system thinks those muscles are in that particular configuration, it can infer two things: that the person is smiling and that they are happy.

The universality of facial configuration and internal state allows a vision system to make intelligent guesses as to a person’s feelings. Machine-vision researchers have been building applications that recognize FAUs and categorize emotions [17]. We have built one of these applications into a version of our tutor.

Under the Hood
The perceptual system, as described, can be used to watch the objects, users, and actions. This is done to be context sensitive, make the interaction unobtrusive, and to help us actively move a user toward a goal, that is, for performance support. Thus far, the discussion has centered on sensing and context awareness much more than performance support. Performance support happens “under the hood.” The performance support for our tutor is provided by an agent/model that receives the context data, makes inferences about both context and user status, and generates the actions of the system.

As noted, if a system is to go beyond “easy to use” and actively help the user, it must be context sensitive, but it also has to do more. For any performance support application to work, it must generate content (action) that is relevant to the user and the user's current context. However, the application cannot know for sure that the inferences it is making are correct. For example, the system cannot really know what the user knows. It can know with some probability that a user is confused, but there is a complementary probability that the system is wrong. Furthermore, it may not be able to observe all of the variables that are relevant in the context. For example, relevant things can happen outside the sensors' range. Therefore, the system's actions must be undertaken with a level of uncertainty. This raises a “planning under uncertainty” problem.
The ESP group has used Partially Observable Markov Decision Processes (POMDPs) in its work on planning with faulty or incomplete information [18]. POMDPs are a special case of a Markov decision process. With normal Markov decision processes (MDPs), actions can be mapped with probabilities to future states; this means that system actions—the system’s output to the user—have a certain probability of affecting the course of the user’s future internal states, say. However, MDPs assume that every state variable can be observed without error [19], and we know we are dealing with probabilities, not absolutes. Fundamentally, we are saying that we can make a high probability inference as to where, for example, a student is in a problem-solving activity, and we are able to generate meaningful content to help that student, based on where she is. It may have a high probability of accuracy, but it is still an inference.

POMDPs are an alternative that allow for this uncertainty. A POMDP models the relationship between an agent and its environment with five variables: states, actions, observations, transition probabilities, and reward or cost functions. The system observables include the identities and relative positions of objects and the physical movements, including facial expressions, of users. Its actions are the teaching behaviors, including the hints and feedback that the system produces. ClassmateAssist’s hidden states include the cognitive state of the user and the progress toward the goal. Its cost functions assume that the system should refrain from interrupting a user and assign a cost to any system-initiated vocalization or visualization.

ClassmateAssist uses sensor data to observe the environment and infer the user’s internal states with respect to the task so that it might select actions to be used in its interactions. The system has a vocabulary of actions, and it makes assumptions about the probabilities with which those actions will affect the next state of the user.

The problem-solving activities and where a user is in a task jointly determine how the system chooses to interact. ClassmateAssist has to determine (with some degree of certainty) that a student is likely to solve a problem on her own and withhold hints. It also has to determine (with some degree of certainty) where she is in the task in order to know which hints or feedback might be appropriate, if necessary.

**System Actions**

We use the laptop to augment a student’s interaction with objects on the tabletop. The system’s actions are both auditory and visual. Sometimes it tells a user; sometimes it shows a user; and sometimes it does both. For telling a user, the system employs the by-now common method of a TTS engine. It has stored text that describes the tasks and that details the hints and feedback that provide the instruction. If the context is appropriate, for example, when the user has completed a task and needs a new assignment, the application chooses an assignment and sends the relevant text to the TTS.
Because hints often require a bit more than words alone can easily provide, the output of our tutor also involves visualizations of a type sometimes called mixed or augmented reality. That is, we combine graphic information generated by our system with the environment. Augmented reality uses context-awareness to supply the user with computer-generated imagery that visualizes further information about the context to the user.

We would use this, for example, because teachers in our observations frequently used gestures over the manipulatives to help students focus on particular coins, sets of coins, or features of coins. Rather than try to use text to describe the location or some feature of a coin, we have opted to use visualization techniques. The system either displays information on the screen or projects it directly onto the objects themselves.

Screen-based Augmented Reality
One version of the system uses the screen of the computer to present the visualization. It shows the live video feed from the camera, which is facing the objects, and it then superimposes information about the objects onto the screen for the user. This information can be used to single out a particular object or set of objects. The on-screen augmentation can also highlight a region of the tabletop that a user is being asked to place objects within. In doing these things, the system can help in the performance of the task or it may help the user to learn something new.

Figure 1 shows a coin-sorting task where the user has been asked to move the dollar coin into the "box" displayed on the screen. We have also included a teacher avatar that watches what the user is doing and walks over to inspect and approve when the user does the correct thing.

Figure 1: Screen-based Augmented Reality Interface (Simulated)
Source: Intel Corporation, 2010

This screen-based augmented reality is relatively transparent, but does involve looking at the screen rather than the objects in front of the user.

"Augmented reality uses context-awareness to supply the user with computer-generated imagery that visualizes further information about the context to the user."
Projector-based Augmented Reality

Another way to mark up the world is to project feedback and hints onto the objects themselves. Projection plus camera systems (ProCams) have been around for some time. Their utility is described by IEEE International Workshop on Projector-Camera Systems: “Systems that utilize controllable lighting systems with light-sensing devices facilitate a wide range of applications” [20]. In most cases, “controllable lighting systems” are projectors and “light sensing devices” are cameras. In the typical system, a camera is used to watch objects in an area, and a projector is used to respond to movements of those objects. The Situated Multimedia Art Learning Lab (SMALLab) [21] is an example. SMALLab uses a room-sized area and mounts projectors and cameras many feet above the floor. The camera watches the users and the objects that the users hold, while the projector changes the images projected toward the floor, based on the movements that the camera sees. Teachers design the interactions so that the projected images and actions of the users work together to teach curricular content.

With the advent of low-power, short-throw, inexpensive pico-projectors, similar applications have become feasible in a portable unit. Sixth Sense [22] demonstrates the use of a pico-projector and camera in a wearable system that can watch the user’s hands and nearby objects and then project relevant content onto local surfaces.

Figure 2: Projector-based Augmented Reality Interface (Simulated)
Source: Intel Corporation, 2010

Figure 2 is a simulated photo of a user who wants to do some origami. The vision system watches the paper and the user’s hands and then projects instructions onto the folded paper and the table around it.
Within our group, we have developed Bonfire, a system that augments everyday laptops with projectors, cameras, and perception software [23]. This system projects onto surfaces around a laptop and watches those surfaces for gestures or objects that are then taken as commands to the system. With Bonfire, the tutor can watch as a student moves manipulatives and then it can project content onto them. Instead of focusing on the screen as they manipulate objects, students need only look at the objects themselves.

**The Future of Context**

The future of context is easy to see: more, faster, better. The data rate of sensor streams will no longer present problems. Computational power will make computer vision much more commonplace. In addition, sensor fusion with its multi-modal data will also be common. Technology will be able to do more analyses at interaction speed, and the quality of the models that technology can create will improve substantially.

As our technology builds more detailed models from our experience, the depth of personalization that can be delivered will increase. A system can know what tasks users have accomplished in the past and what they might want to accomplish next. It can know what level of difficulty is suitable for them as well as what kind of support they would be best with. That is, user models will not only aggregate our past experiences but they will be able to use those data to augment our current experience. Personalized technology will be able to augment our everyday experience in a way that is uniquely appropriate just for us, because the augmentation is based on the history we share with our devices—a history made available to the technology by context awareness.

**Summary**

This article has described the current state-of-the-art in context awareness. The capabilities of today’s processors allow systems to use high data rate sensors, such as video, to provide higher levels of perception. Accurate sensing of where you are, who you are with, and what you are doing opens up the capacity to deliver new kinds of services. The Everyday Sensing and Perception project will make context awareness 90% accurate over 90% of the day. Our work has focused on the identification of objects in the environment, activities of people in the environment, personal identification of those people, as well as their affective states. By providing this level of context awareness, a system can support complex tasks. Our work on tabletop tutoring shows how this emerging capability can be used to teach users new concepts or skills.

“Personalized technology will be able to augment our everyday experience in a way that is uniquely appropriate just for us, because the augmentation is based on the history we share with our devices.”
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