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Abstract

The following lecture notes are based on the b@alantum Computation and Quantum In-

formation by Michael A. Nielsen and Isaac L. Chuang. They are for a math-based quantum
computing course that | teach here at the University of Washington to computer science grad-
uate students (with advanced undergraduates admitted upon request). These notes start with a
brief linear algebra review and proceed quickly to cover everything from quantum algorithms

to error correction techniques. The material takes approximately 16 hours of lecture time to
present. As a service to educators, tHigdand Xfig source to these notes is available online

from my home pagehtt p: // ww. cs. washi ngt on. edu/ hones/ oski n. In addition, under

the section “course material” from my web page, in the spring quarter/2002 590mo class you
will find a sequence of homework assignments geared to computer scientists. Please feel free to
adapt these notes and assignments to whatever classes your may be teaching. Corrections and
expanded material are welcome; please send them by enwsikito@s. washi ngt on. edu.

*The following work is supported in part by NSF CAREER Award ACR-0133188.
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1 Linear Algebra (short review)

The following linear algebra terms will be used throughout these notes.

Z* - complex conjugate
if Z=a+Db-ithenZ* =a—Db-i

|Y) - vector, “ket” i.e.
C1
C2

Cn
|W) - vector, “bra” i.e.
[C],C5,..., G

(¢|W) - inner product between vectdds) and |W).
Note for QC this is orC " space noR"!

Note (¢[g) = (W[$)"
Example:|¢p) = { é } p) = { i }
(8]w) = [2. 6] { ﬂ 624

0) ® |W) - tensor product ofp) and |y).
Also written as|¢) W)

2x3 6
Example:|¢)|w) = { é }@ { i} = ézé = 188i
6i x 4 24
A" - complex conjugate of matri&.
A= 4 2+2 | thenA”= { 5 24 }
AT - transpose of matriA.
A= _31i 2+2 | thenA” = [ 6 2+2: }
AT - Hermitian conjugate (adjoint) of matrix.
NoteAT = (AT)”
TA= [ 3 244 } thenA’ = [ 6 24 }



|| lW) || - norm of vectory)
W) =/ {b|w)

Important for normalization ofy) i.e. W)/ || |W) ||

(¢|AlW) - inner product ofp) andA|y).
or inner product oAT|¢) and|y)

2 Postulates of Quantum Mechanics

An important distinction needs to be made between quantum mechanics, quantum physics and

guantum computing. Quantum mechanics is a mathematical language, much like calculus. Just

as classical physics uses calculus to explain nature, quantum physics uses quantum mechanics to
explain nature. Just as classical computers can be thought of in boolean algebra terms, quantum
computers are reasoned about with quantum mechanics. There are four postulates to quantum
mechanics, which will form the basis of quantum computers:

Postulate 1:Definition of a quantum bit, oqubit.

Postulate 2:How qubit(s) transform (evolve).

Postulate 3: The effect of measurement.

Postulate 4:How qubits combine together into systems of qubits.

2.1 Postulate 1: A guantum bit

Postulate 1 (Nielsen and Chuang, page 80):

“Associated to any isolated physical system is a complex vector space with inner prod-
uct (i.e. a Hilbert space) known as the state space of the system. The system is
completely described by its state vector, which is a unit vector in the system’s state
space.”

Consider a single qubit - a two-dimensional state space.|d@g¢tand |@;) be orthonormal basis

for the space. Then a qubip) = a|@o) + b|@1). In quantum computing we usually label the basis
with some boolean name but note carefully that thisnly a name. For examplépy) = |0) and

|g) = |1). Making this more concrete one might imagine th@™ is being represented by an
up-spin while 41)” by a down-spin. The key is there is an abstraction between the technology



(spin state or other quantum phenomena) and the logical meaning. This same detachment occurs
classically where we traditionally call a high positive voltage “1” and a low ground potential “0”.

Note thatjys) = a|0) + b|1) must be a unit vector. In other words|y) = 1 or |a|®+ |b|> = 1. For
quantum computinga, b} € €

This formalism for a quantum bit is a direct extension of one way to describe a classical computer.
That is, way may write that a classical hit) is in the statéw) = x|0) +y|1). The only difference

is x andy are defined not over the complex numbers but rather from thgsg}. That is{x,y} €

{0,1}. The same normalization condition appli&jsz+ |y|2 = 1. This normalization condition is

not a property of quantum mechanics but rather of probability theory.

2.2 Postulate 2: Evolution of quantum systems
Postulate 2 (Nielsen and Chuang, page 81):

“The evolution of a closed quantum system is described by a unitary transformation.
That is, the state | ) of the system at time t1 is related to the state of |{/’) of the system
at time t2 by a unitary operator U which depends only on times t1 and t.”

Le. o) =U|y).

The fact thaty cannot depend ofW) and only ont; andt; is a subtle and disappointing fact.
We will see later that ifJ could depend o) then quantum computers could easily solve NP
complete problems! Conceptually thinkldfas something you can apply to a quantum bit but you
cannot conditionally apply it. The transform occurs without any regard to the current stete of

Example:
W) — a0) +bi1)
e
w-uw=|9 o] |5]=|5]-b0+an
Example:

Let[y) = 1/0) +0|1) = [0)

1

1 1
-1
U_\/i{l

1
w-uw=%1 1]|5]-%|1]-%0+5m



Important:U must be unitary, thatis TU = |

Example:

2.3 Postulate 3: Measurement

Postulate 3 (Nielsen and Chuang, page 84):

“Quantum measurements are described by a collection {Mmy} of measurement oper-
ators. These are operators acting on the state space of the system being measured.
The index mrefers to the measurement outcomes that may occur in the experiment. If
the state of the quantum system is |)) immediately before the measurement then the
probability that result m occurs is given by:

p(M) = (W|M{Mm|y)
and the state of the system after measurement is:

Mm|y)

v (@IMEMm[ ) _
The measurement operators satisfy the completeness equation:

S m(WIMEMm[ ) = |

The completeness equation expresses the fact that probabilities sum to one:

1=3mP(M) = T m(WIMHMm|W) ”

Some important measurement operatord\ge= |0) (0] andM; = |1) (1|

[ 1] 1 0]
MO__O_[lao]__O 0_
[0 ] [0 0]
Ml:_l_[o’l]:_o 1

Observe thals/IgMo+ MIMl = | and are thus complete.
Example:

W) = al0) +b|1)
P(0) = (WIMIMo|w)



Note thaﬂ\/IgMo = Mp, hence
¥ |k 10 a
p(O) = wiMelw) = (a6 o o || & | -

— [A* |k a _ 2
=0 5| -1
Hence the probability of measurin@) is related to its probability amplitudeby way of|a 2

It important to note that the state after measurement is related to the outcome of the measurement.
For example, suppos@®) was measured, then the state of the system after this measurement is

re-norma‘iz)ed as:
Mol) _ a
=0

|2

As a side note we are forced to wonder if Postulate 3 can be derived from Postulate 2. It seems
natural given that measurement in the physical world is just interacting a qubit with other qubits.
Thus it seems strange to have measurement be its own postulate. At this point though physicists
don’t know how derive the measurement postulate from the other three, so we shall just have to be
pragmatic and accept it.

2.4 Postulate 4: Multi-qubit systems

Postulate 4 (Nielsen and Chuang, page 94):

“The state space of a composite physical system is the tensor product of the state
spaces of the component physical systems. [sic] e.g. suppose systems 1 through n
and system i is in state |Y)j), then the joint state of the total system is Y1) @ |W2) ®

LR |l.IJn>."

Example:

Supposéy) = al0) + b|1) and|p) = c|0) +d|1), then:
W1) ® [W2) = [W1d2) = a-¢|0)|0) +a-d|0)[1) +b-c|1)|0) + b-d|1)[1) =
ac|00) +ad|01) + bc|10) + bd|11)

Why the tensor product? This is not a proof, but one would expect some way to describe a com-
posite system. Tensor product works for classical systems (except the restricted definition of the
probability amplitudes makes it so that the result is a simple concatenation). For quantum systems
tensor product captures the essence of superposition, that is if sfs$dmstateA) andB in state

|B) then there should be some way to have a littlédafnd a little ofB. Tensor product exposes

this.



3 Entanglement

Entanglement is a uniquely quantum phenomenon. Entanglement is a property of a multi-qubit
state space (multi-qubit system) and can be thought of as a resource. To explain entanglement we’ll
examine the creation and destruction of an EPR pair of qubits named after Einstein, Podolsky, and
Rosen.

Suppose you begin with a qubips) in a zero|0) state.

1 1
_ g1
Letu_H_ﬁ[l _1}

Then letly;) = Hwa) = 35]0) + %5[1) = 35(/0) +|1))

Now take another qubitp,) also in the zerdO) state. The joint state-space probability vector is
the tensor product of these two:

W) ® |W2) = [Wytz) = 5(00) +0]01) + 5|10) +0|11)

Now define a new unitary transform:

1 000
0100
CNot:0001
0010

(As an exercise show th@Not is unitary), but for now lets just appIgNot to our two qubits:

10003 7
0100 0 0
0010 v2 1

0 V2

The key to entanglement is the property that the state space cannot be decomposed into component
spaces. That is, for our example, there does not existsganyand o) such thatd) @ o) =

=5(100) +]11)).

\/E

To illustrate why entanglement is so strange, lets consider performing a measurement just prior to
applying theCNot gate. The two measurement operators (for obtainify ar a|1)) are:



|\/|o2 = andM12 =

(oMol
eoNoNolNe)
O, OO
O OOoOOo
© OO Oo
oNol o)
oNoNelNe)
O OO

Recall that just prior to th€Not the system is in the state)jyo) = %|00} +0/01) +
%|10} + 0|11), hence the result of measuring the second qubit will clearlyObe Note that
Mg Mo, = Mo,. Therefore:

2

p(0) = <UJ/14J2|M$2M02|UJ/14J2> = (W W2|Mo, [WiW2) =

1000][% v
0000|| 0 0
1 gL = |10l =
5059001 0 L =[50k L=t
0000/ 0
1
\/E
0
1
73
0
After measurement: M"‘l‘“) = = [WiUp)
V WIMAM)

We can see that measurement had no effect on the first qubit. It remains in a superposiiion of
and|1). Now lets consider the same measurement but just aft€ioe gate is applied. Here:

W) = [ (Wiw2)") = 75 (100) +|11))

Now it is not clear whether the second qubit will returfDaor a|1), both outcomes are equally
likely. To see this, lets calculate the probability of obtainjéyg

p(0) = (WM, Mo, W) = (WMo, |W) =

1000][ % %
:[iooi] 0 00O 0 :[iooi] 0| _1
voovalloo 10| | o T lvarTval| o T2
1
0000]| L 0

Hence, after th€Not gate is applied we have only &2 chance of obtainingd). Of particular
interest to our discussion, however, is what happens to the state vector of the system:
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1000][%
0 00O 0
After measurement: Mun|) =1 x =
VMM VY2100 1000
1 0 00O 7
AF
1 0] _ _
—1/2>< ol = 1o = |00)
0 0

This is the remarkable thing about entanglement. By measuring one qubit we can affect the prob-
ability amplitudes of the other qubits in a system! How to think about this process in an abstract
way is an open challenge in quantum computing. The difficulty is the lack of any classical analog.
One useful, but imprecise way to think about entanglement, superposition and measurement is that
superposition “is” quantum information. Entanglement links that information across quantum bits,
but does not create any more of it. Measurement “destroys” quantum information turning it into
classical. Thus think of an EPR pair as having as much “superposition” as an unentangled set of
gubits, one in a superposition between zero and one, and another in a pure state. The superposition
in the EPR pair is simply linked across qubits instead of being isolated in one.

This, admittedly fuzzy way of thinking about these concepts is useful when we examine telepor-
tation. There we insert an unknown quantum state (carrying a fixed amount of “quantum informa-
tion”) into a system of qubits. We mix them about with additional superposition and entanglement
and then measure out the superposition we just added. The net effect is the unknown quantum
state remains in the joint system of qubits, albeit migrated through entanglement to another physi-
cal qubit.

4 Teleportation

Contrary to its sci-fi counterpart, quantum teleportation is rather mundane. Quantum teleportation
is a means to replace tiswate of one qubit with that of another. It gets its out-of-this-world name
from the fact that the state is “transmitted” by setting up an entangled state-space of three qubits
and then removing two qubits from the entanglement (via measurement). Since the information
of the source qubit is preserved by these measurements that “information” (i.e. state) ends up in
the final third, destination qubit. This occurs, however, without the source (first) and destination
(third) qubit ever directly interacting. The interaction occurs via entanglement.

Supposeéy) = a|0) + b|1) and given an EPR pai\%(|00) + |11)) the state of the entire system is:
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Generate EPR pair and distribute to each end

~

Destination

@*x\_;,,,,—’” /,@H\\stateA
(R -

|

|

l

\

NAA
@ result
77777 -
Source /7<

: Transmit classical information
in state A
(destroyed in process)

Figure 1: Teleportation works by pre-transmitting an EPR pair to the source and destination. The
qubit containing the state to be “teleported” interacts with onehalf of this EPR pair creating a joint
state space. It is then measured and only classical information is transmitted to the destination.
This classical information is used to “fixup” the destination qubit

Fixup

-
0
0
a
75 [80) (100) +[12)) +b|1) (|00) +[11)] = 75 |
0
0
- b -
Perform theCNot operation and you obtain
-]
0
0
1 _ 1|4
73(8(0) (|00) +[11)) +b|1) (]10) + [0D)] = 7 |
b
b
L O -

Next we apply théd gate. However, as an aside, lets examine what happens when we apgly the
gate to|0) and to|1). Recall that:

1 1
1
H=%11 1

12



[0>— H X V4 ly>

Figure 2: Quantum circuit depicting teleportation. Note that in this diagram single lines represent
guantum data while double lines represent classical information.

=51 3][9]-4[ 1]

Thus, applyingH to our system we have:

e
b
b
_ 11 1 _ _1| @
) = 7 | 7210 +11)) (100) + |11)) + %b(|0) - [1) (|10 +[01) | =3 |
—b
—b
L a_

We can rewrite this expression as:
E
b -

= 3/00) (a/0) + b|1)) +101) (al1) +b|0)) + |10) (a/0) — b|1)) +[11) (al1) — b|0))]

=)

Which we can shorten to:

tioo |5 Sw+on |9 §lw-nol g Ofwrnni| S 5 w]

These gates are the famous “Pauli” (I,X,Z,Y) operators and this is also written as:

13



3[100)1y) +01)X| W) + [10)Z|y) + [11)iY|y)]

And of interest to us with teleportation:

9)

This implies that we can measure the first and second qubit and obtain two classical bits. These
two classical bits tell us what transform was applied to the third qubit. Thereby we can “fixup”
the third qubit by knowing the classical outcome of the measurement of the first two qubits. This
fixup is fairly straightforward, either applying nothing, Z or bothX andZ. Lets work through

an example:

21100)1 ) + 01X |W) +[10)Z|) +[11)XZ|y)]

<

S

I
cNeoNoNoNeolNoNolNel
cNeoNoNoNoNoNolNol
QO OO0 O0OO0OO0o
(oNeoNolNoNoloNelo]
oNeoNeoll NelloNelNe]
cNeoh o lNolNoNelNel
oNeoNolNoNelNoNelNo
cNeoNoNoNeolNoNole

P(10) = (¢|MJ M10|d) = ($|M10|0), since herevi! Mio. Thus:

M1ol9) = 3

OCO0OT Y OO OO0

Therefor: (¢|M1o|¢) = 3 [a.b,b,a,a,—b,—b,a) 3 = Zla-a"+b-b*]

OOT YL OO OO0

Recall that by definition of a qubit we know thata* +b-b* = 1, hence the probability of mea-
suring 01 is ¥4. The same is true for the other outcomes.

14



5 Super-dense Coding

Super dense coding is the less popular sibling of teleportation. It can actually be viewed as the
process in reverse. The idea is to send two classical bits of information by only sending one

guantum bit. The process starts out with an EPR pair that is shared between the receiver and
sender (the sender has one half and the receiver has the other).

Pre-communicated EPR pair

i Interpret
Transmit

Figure 3. Super-dense coding works by first pre-communicating an EPR pair. To send two bits
of classical information one half of this EPR pair (a single qubit) is manipulated and sent to the
other side. The two qubits (the one pre-communicated and the one sent) are then interacted and
the resulting two bits of classical information is obtained.

W) = 2 (/00) + [11))

To send information apply particular quantum gates:

00: apply | (i.e. do nothing)

01 apply Z

10: apply X
11: apply iY (i.e. both X and Z)

1
. 00 [é 2]%(|oo>+|11>)—>%(|oo>+|11>):% X
1
1
. OL H _0}%(|oo>+|11>)—>%(|00>—|11>):% :
1
0
e 10| § 0] 5000+ 11) — 5 (20 +jom) = & | ]
0

15



11 {? - }i(|00>+|11>>H

ol 01) - |10)) =

1
L

N

0
1 1
V2| -1

0

These states are known as bell basis states. They key to super-dense coding is that they are or-
thonormal from eachother and are hence distinguishable by a quantum measurement.

] H /7< bit 0

D /7< bit 1

Figure 4. To obtain the two bits of classical information a bell-basis measurement is performed.

Examining this process in more detail:

|woo>=i(|00>+|11>)= = (|0>|0>+|1>|1>)
apply CNot glv&s us (|O)|O) +11)|0))
apply H givesus: — ((|0>+|1>)|0> (10)—11))10)) =
(|OO>+|10>+|00)—|10)) |00)

Wor) = % (100) - |11)) = % (10)[0) — [1)[1))
apply CNot givesus: % (10Y[0) — |1)]0))

apply H givesus: %%((I0>+I1>)|0>+(I1> —10))10)) =
$(]00) +|10) +|10) — |00)) = |10)

|YPo1) = (|10>+|01>) 2(|1>|0>+|0>|1>)
apply CNot glves us: i (|1>|1) +10)[1))

applyHglV%US ((|0> DL+ 0 +[1))[1) =
Z(lo1) — |11>+|01)+|11)):|01>

— Leave thelast one for homework.

6 Deutsch’s Algorithm

Deutsch’s algorithm is a perfect illustration of all that is miraculous, subtle, and disappointing
about quantum computers. It calculates a solution to a problem faster than any classical computer
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ever can. It illustrates the subtle interaction of superposition, phase-kick back, and interference.
Finally, unfortunately, is solves a completely pointless problem.

Deutsch’'s algorithm answers the following question: suppose f(X) is either constant or balanced,
which one isit? If f(x) were constant then for all x the result is either O or 1. However, if f(X)
were balanced then for one half of the inputs f(x) is 0 and for the other half it is 1 (which x’s
correspond to 0 or 1 is completely arbitrary). To answer this question classically, we clearly need
to query for both x= 0 and x = 1, hence two queries are required. Quantum mechanically though
we will illustrate how this can be solved in just one query.

Us
—y YD)

Figure 5. Suppose Uy implements f, x isinput as (|0) +|1)) /v/2 and y as|0), then the remarkable
aspect of quantum computing is the output is equal to (|0, f(0)) + |1, f(1))) /2.

We begin by illustrating how superposition of quantum state creates quantum parallelism or the
ability to compute on many states simultaneously.

Given afunction f(x) : {0,1} — {0, 1} using a quantum computer, use two qubits |x, y) and trans-
form them into |x,y® f (X)) (where & represents addition modular two). We use two qubits since
we wish to leave the input x or the query register, “un-changed”. The second qubit, y, acts as a
result register. Let U be the unitary transform that implementsthis. Thisisillustrated in Figure 5.

Suppose we wish to calculate f(0), then we could input x as |0), and y, our output register, as |0)
and apply the U; transform.

The input iswritten as |0) ® |0) = |0,0).
The output is transformed by U to be |0,06 f(0)).

Suppose we wish to calculate f (1), then we could input x as |1), and y, our output register, as |0)
and apply the Ut transform.

Theinput iswritten as |1) ® |0) = |1,0).
The output istransformed by Ut tobe |1,06 f(1)).

But thisis not a classical computer —we can actually query the results of 0 and 1 simultaneously
using quantum parallelism. For this, let x equal (|0) + 1)) /+v/2 and y equal 0.

|0,0)+/1,0)
V2

Theinput [P1) =

17



The output |Y) = w

— Remarkable: Uy is applied to |0) and |1) simultaneously! This is known as quantum paral-
lelism.

— Problem: sounds good, but measurement produces either |0, f(0)) or |1, f(1)). Hence we
need to be clever about what type of question we ask, and how we go about extracting the answer.

The solution isto use another quantum mechanical property: interference.

S 7 PR A 7y

Uf
>—{Hly y®——

Figure 6: Deutsch’s Algorithm uses quantum parallelism and interference to extract information
about a global property of the solution space.

Key:

Deutsch’s algorithm, as al known quantum algorithms that provide exponential
speedup over classical systems do, answers a question about a global property of a
solution space. These are often called promise problems, whereby the structure of
the solution space is promised to be of some form and by carefully using superposi-
tion, entanglement and interference we can extract information about that structure.
The reason these problems obtain exponential improvement over al known clas-
sical algorithmsis that classically one has to calculate every point in the solution
space in order to obtain full knowledge about this structure. Quantum mechan-
ically we calculate every point using quantum paralelism. Unfortunately this is
often not how most algorithms are phrased. Usually we work with problems that
are phrased of the form “what x gives a value of f(x) with the desired property?’
Thus far, quantum computers can only provide sguare-root improvement to such
query-based problems.

Let |Yo) be the initial state vector and |1) be the state of the system prior to applying Us. Let
|W2) be the state of the system after applying Ut and |P3) be the state of the system prior to
measurement.

Input: |Po) = |0, 1)

It may seem strange to start out with aresult register of 1 instead of 0, but ignore this for now, we
will return to it shortly. Apply the H gate to the query and result registers to obtain:

1) = % (10)+ 1) 25 (10) 1))
Now, letsexaminey @ f(x):

18



Suppose f(x) = 0theny® f(x) =y®0= % (|0®0)—|130)) = %(|o> — 1)

N

Suppose f(x) = 1theny® f(x) =y@ 1= 7 (|081) - [1®1)) = % (~[0) +|1))

N

We can compactly describe this behavior in the following formula:
ya f(x) = (=1)'% 55 (/0)— |1))

Thus, U; transforms |x)% (]0) — |1)) into:
(=1)"™1x) 25 (10) - 1))

Or we can say that:

Ut | 5 (10)+11) % (100 - [2)] = 3 | (=1 "10) (10) - 1)+ (-1) ") (10} — |2)
Suppose f is constant, that is f(0) = f(1), then:
3(-2)"@10) (10) - 1)+ (-1)"™]2) (10) - 2))

2(=1)"O7j0) (j0) — |1)) + 1) (|0) - [1))]

=+310) (10) — 1)) +11) (10) — |1)]
=+1(/0)+(1)) £ (|0) - 2))
Suppose instead that f is balanced, that is f(0) # (1), then:

3(=1"10) (10) = [2) + (1) 1) (10) — |1)|

3(=1"10)(10) ~ [2)) + (-1 x (-1)"©[2) (10) — [1))]
(1" 10) (10) - 1)) - 1) (|0) ~ |1))]
= +3[10) (1)~ [2)) - |1) (10) - |1)]

=+1(10)~ (1) £ (10) - 1))

I
NS

Now run the |x) qubit through an H gate to get |W3)

19



2 H[0)(0)-1D) if f(0)=f(1)
Ws) = i%|1>(|o>_|1>) if f(0)+#f(1)

Sinceinour case f(0) @ f(1) =0« f(0) = f(1) we can writethisas

W3) = £[f(0) & (1)) [%]

Henceit is possible to measure x to find f(0) & f(1).

Key:

Note that f(0) @ f(1) is a global property of f(x). Classically it would require
two evaluations of f(x) to find this answer. Using a quantum computer we are
able to evaluate both answers simultaneously and then interfere these answers to
combine them together. Another more subtle point is that the phase of the result
qubit transfers to the query qubit. Thisis a special case of phase kick back. In
effect, the query qubit acts as a control of whether or not to flip the result qubit.
While the result qubit is potentialy flipped by the state of the query qubit, the
phase of the query qubit is altered by the phase of the result (or target) qubit! We
will explorethis property in more detail |ater, sinceit isthe key to Shor’sagorithm.

6.1 Deutsch-Jozsa Algorithm

The Deutsch-Jozsa algorithm is a generalization of Deutsch’s algorithm.

Suppose f(x) : {2"} — {0, 1} and that f iseither constant or balanced. The goal is determinewhich
oneitis. Classicaly it istrivia to see that this would require (in worst case) querying just over
half the solution space, or 2"/2+ 1 queries. The Deutsch-Jozsa algorithm answers this question
with just one query!

Us
I1 y yof——

Figure 7: The Deutsch-Jozsa algorithm is simply a multi-qubit generalization of Deutsch’s ago-
rithm

The starting state of the system |Wo) isfairly straightforward
|Wo) = [0)*"[1)
The symbolic notation |0) ®" simply means n consecutive |0) qubits.
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We then apply the H®" transform. This symbol means to apply the H gate to each of the n qubits
(in paralel, although this does not matter. The key is only that the H gate is applied once to each
qubit). One way to define thistransform is:

HE) = 3 S5 )

This notation is rather terse, but what it is saying is that given any arbitrary state vector, it will be
composed of components |i). Each component of this state vector is transformed into a superposi-
tion of components |j). For example, lets examine a single qubit:

a|0) +b|1)
Apply H®1 to get:
’10)+ a1 1) -2 )+ )= L (a+b)10)+ L (a—b) 1)

When we ook at the actual transform as we have been writing it in the past we find:

1 1 1 a| _ ath a—b
ﬁ{l _1} {b} =20
Returning back to |Wo) we transform it by:

|W1) = H¥M[0)*"H|1)

[

g v

The notation {0, 1}" means all possible bit strings of size n. For example, if n = 2, thiswould be
1] 00” , 1] 01” , 13 1011 , ar]d 1] 1111 .

We then apply the transform U that implements f (x) to obtain the state |2):

_ (-1 T10)— 1)
o= 3 S |x>[ > }

Finally we apply another H®" transform to obtain |3):

x-z+f(x
W Bt 0]

The key to the Deutsch-Jozsa algorithm is the rather subtle point: Observe the probability ampli-
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tude of z= |0)®". Consider when f (x) is constant. Since z= |0)®", we know that (—1)** ™ js
either —1 or +1 for all values of x (since zis equal to zero x- zmust be equal to zero. Further f(x)
was constant). Hence, if f(x) is constant the probability amplitude for z= |0)®" is expressed as:

1
xe{0,1}"

Hence when you measure the query register you will obtain a zero. Since postulate one tells that
the probabilities must sumto 1, if f(Xx) is constant, then we must measure a zero.

On the other hand, lets consider if f(x) is balanced. Then (—1)*% "™ will be +1 for some x
and —1 for other x’s. This is where the balanced requirement comes into play. Since al x’s
are considered, and the function is perfectly balanced, the probability of obtaining z= |0)®" is
expressed as:

+1 -1

2oty o =0

X1 X2
Where x; is the set of x’s such that f(x) isegual to 0 and x are those x’s where f(x) is equal to
1. Hence you will not measure O when f(x) is balanced since the probability amplitudes perfectly
destructively interfere to produce a probability of zero for that quantity.

What will be measured if the function is balanced? Anything except O.

7 Bloch Sphere

The block sphere is a useful visualization tool for single quantum bits. Before discussing it, we
need to refresh our complex math alittle.

A complex number Z = x+y-i can be expressed in polar form:
X =rcos(0)
y=rsin(0)
Z =r(cos(8) +isin(8)) = re®
Z* =re'®
Suppose |) = a|0) +b|1) and |a|*+ |b|* = 1
Claim: a=€&Ycos$ andb=+® sin§
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Clearly e‘Vcosg isafully general way of expressing all values of a that can still be normalized to
1. Letsexamine |a|*:

|a® = €Ycos? - e Vcos8 = cos? 8
Hence, |bf? = 1 cos? 8 = sin?§, therefore:

b|2 = éV®)sing. e i(vi®) g — sin?

NI

Hence, another way to express an arbitrary single qubit is:
W) = €Ycosd|0) + VP sind|1)
W) = &Y [cosd|0) + €¥sind|1)]

Claim: €Y|() = |@) under measurement.

Let M be the measurement operator, then the probability of measuring M is:
(Wle"MMEY|Y) = (WIMTM|W)

Hence, the global phase of a quantum bit does not matter. It is not observable, under any measure-
ment. Therefore it is sufficient to write a quantum bit as:

W) = cos9|0) +€?sind1)

1>

Figure 8: The Bloch sphere is a useful visualization technique for single qubits and unitary trans-
form on them.

| refer you to Examples 4.8 and 4.9 from the book for rigorous mathematical proofs, but here note:
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Any single qubit state is a point on the surface of the Bloch sphere.

Any unitary transform becomes a rotation on this sphere: U = €YR; (8). Thisis arotation
across some arbitrary angle i and aglobal phase shift. More usefully this can be broken down into:

U =€&YR;(B)Ry (¢) R:(d)

Rotations about the X, Y, and Z axis are related to the Pauli operators:

01 0 —i 1 0
S B ) B Y
Before discussing this precisely, lets build up to the Ry rotation. Lets assume that:
;] .0
cos3 —sSing
Ry(8) = { snd  cos® }
2 2
Recall the relations:

sin(A+B) = sin(A)cos(B) + cos(A)sin(B)
cos(A-+B) = cos(A)cos(B) —sin(A)sin(B)

Assume a qubit in the state: cos (%) |0) +sin(%)|1), then rotating thisby Ry (8) is:
0

cos?® —sing cos%
sin;  COS3 sinz

DN

0/2)cos(/2) — sin(8/2)sin(¢,/2 .
- [ ;c;\s((e//z))é:g;((¢//2))+ ilﬁefziiﬂﬁq,fzi } =cos(2)[0)+sin (%) 11

Which is what we would expect. Decomposing Ry (6) further:
6

.0 ) .0
coSs —Sns COoS3 0 0 —sn>
Ry(©) =1 -3 5| = 2 o | T g0 2
sin;  COS3 0 cosy siny 0

DN

=cos(d)1 —i-sn(d)Yy = 0v/2

This e~Y/2 notation relates the Pauli operators back to rotations on the Bloch sphere:

R«(8) = e 9%/2 = cos§l —i-sindX =
cosd 0] 0 i-snd] cosg —i-sing
0 cos$ i-sind 0| | —i-sin3 cos3



Ry () = e 1%/2 = cosdl —i-sindy =

cosd 0] 0 —i-i-sind ] cosg —sin%
0 cos$ i-i-sind 0| | sin3 cos3
R,(8) =e192/2=cosdl —i-sindz =
cosy 0] [i-sind 0] _[e®2 0
0 cosS 0 —i-sn® |~ 0 eti6/2

Claim: Any single qubit unitary transform can be decomposed into the following:
U=e""R:(B)Ry(Y)R(9)
Consider an arbitrary transform:
ab
o= 4]

SinceU isunitary:

T a* c* ab|] |10
UU_'or[b* d*Hc d]_[o 1

Which implies:
a‘a+cc=1
b*b+d*d=1
a*tb+c*'d=0
b*a+d*c=0

Assuming an arbitrary form for a= e '@ then a* = ¥ cos(¥) and
1-éd¥cos(¥)e @cos(¥) =cc
c'c=1-cos*}

Which impliesthat c = e~ 1sin (). We can then rewrite our unitary equations;
cos?y +sinfy =1
b*b+d*d=1

é¥cos(¥) -b+€°sin(¥) d=
b*-e¥cos(¥) +d*-eCsin(}) =0
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From the last two equations it should be clear that b= —e P'sin(¥) and d = e "¥cos(¥) (it is
possibleto invert where the negative sign is placed, but it is equivalent), which gives us:

cos?y+sin’y =1
sn?¥+cos?y =1
—e@cos(¥)-e Psin(}) +€°sin(¥) -e @cos(¥) =0
—e”sin(}) -e @cos(}) + €9 cosf-e®sin(}) =0

Focusing on the last two equations we have:

é@H)cos(
e~ cos(

N
(%2}
>
—~
NI< NI<<
N

Or quitesimply: @ —b' — ¢ = —d’

There are many solutions with three free variables, but a clever one (for our purposes) is.

a=(-6-B)/2—a
b= (5—B)/2—a
c=(-0+pB)/2—a
d=(+p)/2-a
This makes

U— e—iae—i6/2e—iB/ZCos(y/2) _ —iaei6/2e—iB/23in(y/2)

- [ e 1%e71%/2gB/2gn(y/2) e '%e%/2eP/2cos(y/2) }
_eia] e 1%/2e-1B/2¢c0s(y/2) —d%¥2e B/2sin(y/2)

e 1%/2dP/25n(y/2)  €9/2€P/2cos(y/2) }

_eia| €% 07 e %0os(y/2) ~€*Zdin(y/2)
B 0 9”3/2] [ e"%2sin(y/2)  €%2cos(y/2) }
_ia| €P2 0][cos(y2) —sin(y/2)][e?¥? 0
—° 0 eB/Z] [ sin(y/2)  cos(y/2) } [ 0 e5/2]

= e R (B) Ry (V) Re (9)

Claim: H 2R, (3) R« (3) R (%)

et 0] . et 0 1 0 10
Rz(g):{ Oein/4}:em/4[ Oein/4:|:{o ein/z]:[o i:|
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o cos(m/4) —isin(T/4) 1 -
R(3) = [ —isin(m/4)  cos(1/4) ] - % [ i ]

SRR THE

Note: isthere asimilar visualization for two or n qubits?

7.1 Phase traveling backwards through control operations

Using our new canonical description of aqubit we can illustrate a fundamental aspect of quantum
computing, that is the notion that with controlled operations the target qubit is amplitude flipped
on the basis of the control qubit, but the control qubit is phase flipped by the target. Thisis akey
component of the Deutsch-Jozsa algorithm and as we will see shortly Shor’s algorithm as well.

Consider two qubits:

[cosB|0) + €?sin6|1)] [coscr|0) +e? sino|1>]

= cos6)|0) [coso|0> +e”‘sinc|1>] +d?%sing|1) [coscr|0) +e“sino|1>]
Perform aCNot operation:

= cos6|0) [coso|0> +e‘Asino|1>] +¢d%sing|1) [e“sino|0> +coso|1>]
Now return this back to “normal form™:

— c0s6|0) [coso|0> +emsinc|1>] + @M gng|1) [sino|0> +e A cosc|1>]
Recall that:

sin@= —cos(6+ 3)
cosf=sin(6+1J)

Thus we can write:

— cos8)0) [coso|0> + e"‘sino|1>] +€@N sng|1) [—COS (0+3)]0)+ePsin(c+73) |1>]
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= c0s6|0) [coso|0> +e‘Asino|1>] — @M sing|1) [COS(CHL 5)|0) —e*sin (o + %)|1>]

— cos6|0) [coso|0> +emsinc|1>] + (@40 5ing|1) [COS(0+ 2)|0)+€™Nsin(o+3) |1>]

Observe the phase shift that occurs on the first (control qubit). The phase of the target, A, has now
become part of the phase of the control.

7.2 Phaseflips versus bitflips

Observe that:

V2|1 -1 V2|10 0 -1 2

Figure 9: An X rotation surrounded by H gatesis a z rotation

Claim: HXH =27

5] 181 -

XI+XXZ+ZI+ZXZ _
> =

X+Z4+Z+-X _
5 =
%7
Conversely:
w2 W] [ ]
[ I e B i L7

Figure 10: Conversely, a z rotation surrounded by H gatesis an X rotation

Claim: HZH = X

(59)2(9)-
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5] -

] 1 -

XZXEXI+ZZX+2Z1
5 =

—ZAXIHIX+Z
> =

8 Universal Quantum Gates

Quantum technologies will not be able to directly implement any quantum gate. Fortunately there
isamethod to synthesize any arbitrary quantum gate from only asmall minimal set. Thisuniversal
set isthe quantum anal og of the universal gate (NOR or NAND) for classical systems. A universal
set of operationsare: H, X, T, and CNot. In this section we will show how any single qubit gate
can be implemented from H, X and T. For multiple qubit gates | refer you to pages 189-191 in
your book.

The T gateis sometimes referred to as the 11/8 gate. It is arotation about the Z axis by 11/4:

—iT1/8

T=m/8= { é ein/2:| ze‘"/g[ e O] >~ R, (T1/4)

The essential idea with synthesizing single qubit gatesisthat any single qubit gate is going to take
aqubit which isapoint on the Bloch sphere from one position to another. While an arbitrary single
qubit gate will do this with arbitrary precision, for computation purposes we can approximate the
single qubit gate. So long as we can approximate it to arbitrary precision from only a basic set of
gates, then in theory anyway we can synthesize the arbitrary gate. One can view thisapproximation
as dividing up the surface of the Bloch sphereinto patches, circles each of whichise small insize.

The intuition behind approximating an arbitrary rotation is we are going to form a rotation of an
irrational amount about some axis. The key isthe irrationality of the amount (lets name it A). By
being irrational we are assured that ky - 211/A # ky - 211/ A for al choices of k; # —k. To understand
the significance of this, imagine a circle. Assuming we are somewhere on the circumference of
this circle, if we move A amount in one direction we will never get back to where we started by
continuing to move A increments in the same direction (the only way to get back isto move —A).

Assuming we are at some point on this circle and we move A distance around the circumference

then we will move be at some other unique point. Performing this operation again, we will be
at yet another unique point. Eventually these unique points cover within € distance the entire
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circumference. This covering holds for the surface of the Bloch sphere aswell asacircle.
So the big question is how do we move an irrational amount? Letsexamine THTH
THTH = e 8% 18X
Note thisisusing therelation HZH = X. Thisis equal to:
= [cos(g)! —i-sin(§)Z] [cos(g)! —i-sin(g)X]
=cos? (§)I —i-cos(§)sin(F)IX —i-sin(F)cos(§)1Z+i%sin? (§)ZX
= [cos? (§)1 —sin® (§)zX] —i [cos(§)sin (§)I1X +sin(F)cos(§)1Z]
Recall that iY = ZX, hence:
= [cos? ()1 —i-sin* (§)Y] —i[cos(§)sin(§)I1X +sin(§)cos(§)1Z]

=cos® (§)I —i-sin(§) [cos(F) (X+2Z) +sin(§)Y]

We are now back to our “canonical form” for a rotation, except we are rotating some amount

cos(9) = cos?(§). Thekey is@ isirrational.
The angle at which this rotation occursis along the vector:

fi= (cosg,sing,cosg)

Thisirrationa rotation of amount 6 along the vector A wewill denote as Ry (8). We are closeto fin-
ishing, the only thing left isthe ability to move along an orthogonal vector m. Thisisaccomplished

using something similar to HZH = X. Simply rotate along HR (8) H.
HR3(8)H = HTHTHH = HTHT =& 8%Xe 167

= [cos(g)l —i-sin(F)Z] [cos(§)!I —i-sin(g)Z]

Which we note is the same except for the sin? (§)XZ, instead of ZX, hence —iY instead of iY.

Hence, a new orthogonal rotation Ry, along the vector:

A

M= (cos§,—sing,cosg)

Hence, using our decomposition idea we can approximate any rotation to arbitrary precision:

U =Ra(B-6)Ra(y- ) Ra (5-9)
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8.1 More than two qubit controlled operations

. f -
Y — : o
[0> ! R—‘ i : ’i(—‘
x NS R S S & S
T ; ij O
L]

Figure 11: Generalizations of the Toffoli gate are constructed by simply composing a “ super con-

trol” and then de-composing it.

8.2 Other interesting gates

Claim: The control and target of a CNot gate can be swapped when surrounding the input and

output with H gates.

_ | H b H

Figure 12: The control and target of a CNOT gate can be swapped when the inputs are surrounded

by H gates.
Suppose two qubits:

W1) = al0) +b|1)
|W2) = c|0) +d[1)

) = V1) ® |W2)

= ac|00) + ad|01) + bc|10) + bd|11)
Now apply the two H gates:

3[ac[(10) + 1)) (|0) + |1))] +ad [(|0) +]1)) (|0) — |1))]
+bc[(|0) —[1)) (10) +[1))] +bd[(]0) — |1)) (10) — |1))]]
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= 1[ac[|00) -+ |01) + |10) -+ |11)]+ ad[|00) — |01) + |10) — |11)]
+bc[|00) + [01) — |10) — |11)]bd [|00) — [01) — |10) + |11)]]

Apply the CNot gate:

%[ac[|00)+|01)+|11)+|10>]+ad[|00)— |01) 4 |11) — |10)]
+bc[|00) + |01) — |11) — |10)]bd [|00) — |01) — |11) + |10)]]

3[ac[|00) + |01) + |10) + |11)]+ ad[|00) — |01) — |10) + |11)]
+bc[|00) + [01) — |10) — |11)] bd [|00) — [01) + |10) — |11)]]

= 3lac((|0) +]1)) (|0) +11))] +ad[(0) - |1)) (|0) - |1))]
+bc[(|0) —[1)) (|0) +[1))] +bd[(]0) + 1)) (|0) — |1))]]

Apply theH gates:

ac|00) + ad|11) + bc|10) + bd|01)
— ac|00) + bd|01) + bc|10) + ad|11)

Whichisasif the control and target qubits where swapped!

8.3 Swap

ly1> ly2>

ly2> N ly1>

Figure 13: A swap gate exchanges the state of two qubits.

A Swap gateisthree back to back CNot gates as shownin Figure 13.
Suppose two qubits:
a c
HEH
= ac|00) + ad|01) + bc|10) + bd|11)
Apply the first CNot:
ac|00) + ad|01) -+ bd|10) + bc|11)
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Apply the second CNot:

ac|00) + bc|01) + bd|10) 4 ad|11)
Apply the third CNot:

ac|00) + bc|01) + ad|10) + bd|11)

= cal00) + cb|01) 4 da|10) 4 db|11)
C a
-La]e[2]
9 Shor’s Algorithm

Shor’sagorithmisused to factor numbersinto their components (which can potentially be prime).
It does this in roughly O (n3) quantum operations, while the best known classical algorithms are
exponential. Since the difficulty of factoring is believed to be exponentially hard it formsthe basis
of most modern crypto systems. Hence, being able to factor in polynomial time on a quantum
computer has attracted significant interest.

In this section we are going to begin by constructing a set of tools needed to actually implement

Shor’salgorithm. Then we put these tool stogether to actually factor. Our first tool is how factoring
isrelated to another problem: order finding.

9.1 Factoring and order-finding

For positive x, N such that x < N, the order of x modulo N is the least positive integer r such that
[X"(modN)] =1

Why do we care about this problem:
Suppose N = 77 and x = 10

r: 01 2 3 4 5 6 7 8 9 10 11 12 13

XIN: 1 10 23 76 67 54 1 10 23 76 67 54 1 10
Suppose N =15and x=2

r- 01234567829
XIN: 12 48124812
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SupposeN =15and x=4

r:- 0123456789
XIN: 1 414141414

Suppose N = 15and x = 11
r.- 01 2 3 456 7 8 9
XIN:: 112 1 112 1 11 1 11 1 11

Observe that the period of repetition is one less than a factor of N!' Shor’s algorithm can be
summarized in thisway:

Choose some random x (actually x co-prime of N)

Use quantum parallelism to compute X" for all r simultaneously.

Interfere all of the x"’s to obtain knowledge about a global property of the structure (i.e. the
period) of the solutions.

Use this period to find the factor of N

" j IQFT

yx~j mod N

000...1> y yxj mod N

Figure 14: Overview of Shor’s algorithm

9.2 Quantum Fourier Transform (QFT)

The Quantum Fourier Transform (QFT) implementsthe analog of the classical Fourier Transform.
It transforms a state space of size 2" from the amplitude to the frequency domain (just as the
Fourier transform can be viewed as a transform from 2" numbersinto arange of size 2" containing
the frequency components from the domain.

The classical Fourier Transform is defined as:

2n-1

W= 3 0N

5

J:



The QFT issimilarly defined:
. 2n71e2 2
) — 7= k)
VE 2

Thus an arbitrary quantum state is transformed:

"1 -1 . 2n_12"—1 iz
X)) — > Wk = xj e < k)
& W 2 E 2 2
Example:

|00000) + |01000) + |20000) + |11000)
is transformed to:

100000} + 00100} + |01000) + [011000)
++/10000) + |10100) + |11000) + |11100)

0O 8 16 24
is transformed to:
0 4 8 12 16 20 24 28

So how do we implement the QFT? This derivation is in the book at pages 216-219, but we will
expand many of the steps and deviate from it dlightly for clarity:

The transform is defined as:

21 S
i) — & 3 X2k
k=0

Note that j isabinary number and can be decomposed into the form:
n .
j=i2" 2" 24+ a2l = leiZ”_'
i=
Similarly for k

k= _imzﬂi
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Re-express the transform as

n
on_g 2mj§ k2"
"

= e
w2,

Canceling the 2" terms we have:

n
on_1 zijkIZ_'
1 |=
e e

Now decompose the exponent:
1 2 onijkzt ko2 2 ko2 "
TU TU T
ﬁkZezll x @MIke2 " 5 MIkn27T )

Similarly, decompose the summation:
1 i i i e2mijki2t (2mijko2 2 e2ru'jkn2*”| )
— e % 2 XL X kiks...kn
Vvon
ki=0k,=0  kn=0
Now, pull out the n’th component:
I - < . ijkg2 1 i jkp2 2 i jkn2 " - i jkn2 "
DI Iz M2 o @M ko, k1) 5 €M K)
ki=0ka=0  k;'1=0 kn=0

Similarly for all components and we have:

A (10)+ 1427 1)) (|0) + €212 *|1) ) ... (J0) + 2102 1) )

Next, |ets define a new notation:

0.jiji41---Jm= 17|+% + 2m£T+1

(Suspend your skepticism on why we need this notation for a short while.) Note:

n
sh—k i an—|
o 2mi2 Zj|2
ez —e 11

_ eznjzn—l—kjl % e2T|j2n—2—kj2 “ .eznizn_n_kjn

_ g2k 2t omiokjpn=2 o omi2Kjp20
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Suppose that ji = 0 then e212" " i = 1
Suppose that ji = 1 and 2"~k > 1 then the exponent is amultiple of 271, hence equal to 1
Supposethat jj =1and 2" K< 1 i.e,n—i—k < Othenletslook at k =1

0) + €27 |1) = |0) + €20 1)
Fork=2:

|0) + €2M127%|1) = |0) 4 €20:n-1in|1)
and similarly for the rest. Hence, can rewrite the transform as:

5 (10)+ 0D (J0) + M0 1) .. (10) + SOz )
which matches what isin your book again.

To see how to actually implement this, lets look at any one of the qubits and how it should be
transformed:

75 (10) +&-in|1))
Pull off the first component:

% (|O>+e2rd0.j| % e2n0.j|_1...jn/2|l>>
Looking at the first component only:

L (10 + &™) = L (j0) +e2m/2)2) ) = L (10) + (-1 |1))
Thisisjust an H gate!
What about €2™-Ji-1--In/29 Use arotation:

1 0
R":[o e2“1'/2k]

Note we apply thisrotation conditionally on whether or not j; isequal to 1. We do this by focusing
on the least significant digit first. We want to achieve:

Start with | j1)|j2...Jn)
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Apply H to obtain:

L(10) + €00 1) | ... jn)

Apply acontrolled R, rotation to obtain:
L (/0) +€2901112[1)) [ 5. .. jn)
Apply controlled Rs:

75 (10) + €m0 111213 1)) 2. jn)

And so on to obtain:
L ([0) +Ouiz--dn 1)) | .. jn)

Thisis done similarly for the other bits j, then j3, etc, and that’s it. The result ends up with the
bitsin reverse order, but simply swap them and you have the QFT!

Figure 15: The above circuit implements the Quantum Fourier Transform (QFT). Note the outputs
are reversed in their bit-significance.

9.3 Shor’s Algorithm — the easy way

A less rigorous, but more intuitive way to think of Shor’s algorithm is that you simply compute
the function yx)modN for all j. One wonders what value of y should be chosen, but an easy value,
and one that makes y disappear is to choose the number 1. Then, simply fourier transform the
solution space and measure the period, which is the number we are looking for. In some respects,
this is exactly how Shor’s algorithm works and we give that derivation here. However, a degper
understanding of Shor’salgorithm comes from Phase estimation, which we'll get to next. For now,
here is the straightforward description of Shor’s algorithm:
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Y1) =10)¥*[00...1)

W2) = L5 1]00...1)
J

|W3) = \/—; XJITDdN

|j>|XkrnOdN>7k€ [O,r - 1]
Je{k,k+r,k+r2,...}

ﬁ\%

Wg) =

|Ws) = Z}IS/r ) IXmodN)

|We) = |s//r)[x“modN)

9.4 Phase estimation

U J

Figure 16: Phase estimation estimates the phase of a particularly formed eigenvalue of the eign-
vector to amatrix (in the case depicted, U).

Suppose |u) is an eigenvector of U with eigenvalue e?™®
Thismeans:

(€291 —U] |u) = 0 from (Al —A)x=0

M0 |u) = U|u)
Or more generally

eM29] |uy = U2 |u)

The idea with phase estimation is to apply the controlled U 2 operation with % (|0) + |1)) asthe

control, for k= {0, 1,...,n}. Then apply inverse QFT to n qubits and obtain |§), an estimate of ¢.
In summary:
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Start with: |0)®t|u)

Apply H®! to get:
3 1w
]
Apply controlled-U 2 operation for each of the k qubitsof |
&> ity
]
Apply inverse QFT:

&) |u)

9.5 Shor’s Algorithm — Phase estimation method

e Use phase estimation on U where U |y) = |xy(modN))
e find |us)
e Estimate phases/r

e Use continued fraction expansion to find r

GivenU |y) = |xy(modN)) claim that |us), the eigenvectors of U are:

l .
e 297K xmodN)
0

r

|us) = -
s \/Fk

Suppose 7t for0<s<r—1lare eigenvalues, then:

U |us) = €77 |us)
s r-1 o
Ly e 2Tk |x*modN)
k=0

r-1
2miS(k-1) |k
%k e 27 (k1) | xkmodN)

r-1
i S
e~ 2 K| X< 1modN)
=

<
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r-1
~ —2mi 2k K
= %k;e 212K XK modN))
U|us) = fze 21 2k xKmodN)
= LY e 20K+ ImodN)

r-1
~ 1 — 211 2k K
:Wk%e TE x“modN)

So how to prepare |us) for Shor’s algorithm? We can’t for asingle eigenvalue, but note, we can for
a superposition of them!

r—1
1
\/FS;)|US>
r—1r—
Z) % 22K K modN)
Look carefully at k=0
r—1
%Zje°|x°modN> =£]00...1) = |00...1)
S=
So, Shor’s algorithm starts out with the state:
r—1r—1
0% %% Z}% 22K xKmodN) = [0)®4]00. . .1)
The H®! transform is applied:
r—1ir—

Z|] Z}Zezm K| xXKmodN)

Modular exponentiation is applied:

—1r— o
\/—%ZH)%T%Z 225 |k modN)
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M easure the second register to obtain some k

r-1 o
1% Z)e‘zmr(1+k)|kaodN>
J S=

173
fo; e 20| ) [ modN)

Inverse QFT to obtain:
1" T ok
= ;|s/r>|x modN)
S—

Measure first register to obtain a particular s7r and then use continued fraction expansion to find
r.

9.6 Continuous fraction expansion

(See page 230 from the book)
20,81, -, 8m] = @0+ -
az+%.
Examples
3_1_ 1 _ 1 _ 1 .1
- 64 12 — 1 — 1 ~
64 13 4+ 15 445 4+1+—1 5
12 12
8_1_ 1 1 _ 1 _ 1 1 .2
647 8 T 3110 T g T 3+ ly o+ s+ LT 7
s St St Stie ﬂég +1+;1§

9.7 Modular Exponentiation

12)ly) — |2)[x*ymodN)
Note that:
Z=z214z 1224 4220

t—1 t—2 0
X2 = XBZ T w8127 | x xE = xta?
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t-174 t—274-1 0] %
[xz ] ><[x2 ] x...x[xz]

Can compute X2 classicaly. Note that z is binary, hence thisis really a sequence of conditional
multiplies, almost. The tricky bit is mod, but that distributes, i.e.:

[(iN+a)klmodN = [iN-k+a - kjmodN = ak modN

Thus, compute:
[xztflmodN]Zt X [xztfzmodN] A X [xzomodN]zomodN

Note that thisisonly t conditional modular multiplications.

10 Grover’s Algorithm

sgrt{ 2°n} times

SO e N [ SO -

Figure 17: Grover’'sagorithm

n n n
e H X X H |0> to 0> H —

Ix>to —[x>

f(x)

y (y +(x)) mod2

Figure 18: A Grover iteration

H

EEEEE
EEEEE

Figure 19: A Grover operator taking |0) — |0) and |[X) — —|x) for x # 0. Note, this actually
does the reverse, but that is the same up to aglobal phase of —1, which isn’t observable.
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Examine the first iteration of Grover’s agorithm:

Apply H gates:
®n 1
0)¥"]2) — —f;

Apply oracle:

I\)

— [|O)®”—¢%ﬁ22(_1)m~i|j>] (19-11)

= [(1— )10/~ & l;}(—1)”""“»] (e

\/E

Apply Grover operator transforming |0) — |0) and |[X) — —|x)

1)

— [(1—2—%) 0" +E S (—1>”“|j>] oy
70

T
V2

ﬁ

:[( )|0®n+2_2nz m1|] 0_1)
J
Apply H®N

:[(

So observe that the “other” part has a dightly lower probability, and the correct answer (m) has a
slightly more likely chance of being measured. Lets generalize thisfor an arbitrary iteration.

V2

24 z|j>+2—%|m>] L
J

44



IS 1)+ Im)
J

Apply oracle:
= 2 GO = gl
= Va3 =S

Apply Grover operator:

— W 1[E](0) + R+2Wi§ (—1)Fmj)
j#0

=W —2[®58]10) + 52 7 ¥ (=Di)
J

Vo V7

Apply H®"

—W-2[BR] 3 (i) + R
Thus, for each iteration the probability of obtaining a random answer “W” changes from:

W =Wy - 2| R
and the probability of obtaining the correct answer changes from:

R=R 1+2WM 1
(these probability amplitudes are all over /2"
Note that the sequence {W, Wb, ..., W} is non-increasing and the segeuence {R1,Ry,...,R,} is
non-decreasing. This (and the above equation) implies that the sequence {R1,R; — Ry,...,R, —
Rn—1} isnon-increasing. We can use thisfact to prove the correctness of Grover’s algorithm.
Suppose that W1 > 1/2 after /2" iterations. Then:

R-R_1=2xW_1>2x1/2=1
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Hence, W N v/2", hence we must measure the correct answer, which isadirect contradiction to

W _1 > 1/2! Therefore after /2" iterationsW_1 < 1/2. This means that probability of obtaining
the wrong answer is less than 1/4, which means with 75% chance we will measure the correct
answer m after /2" iterations.

11 Error Correction

Let’s suppose there was no theory of error correction for quantum computers. Then a single quan-
tum bit de-coheres (randomizes) at the same rate as a classical bit: e M, except for quantum
systems they tend to be so error prone that A is quite large.

Givenasystemif n qubitsthe probability that thereisno error in the entire system isthe probability
of no-error on each qubit multiplied together. That is:

eMxeMx, xeM=gAhn

As an example of how faulty quantum systems are, lets compute the largest number of bits we can
factor using Shor’s algorithm without error correction.

Discounting the inverse QFT, Shor’s algorithm is roughly t = 65n2 complexity, when factoring n
qubits. Suppose € = 0.05 is the probability of failure that we want (this says that with 5% chance
we will fail, but that is acceptable since if we fail we will just measure random data, which we can
check and then re-run the algorithm anew). Thisimplies that:

1—g>eAtn
Let p(n) =t-n(p(n) isthe space-time complexity of an algorithm)

1—g>e P
Anappropriatevalueof A is10~%, thisisfar to aggressivefor current demonstration systems (which
are more like 10~3), but is around what we expect future quantum systemsto be. Furthermore, it
is above a critical threshold — more on this later. So for A = 10~°, how many bits can we factor
with Shor’s algorithm?

1—g>e P

log(1—¢€) = —Ap(n)

65n3n = p(n) = —log(1—¢)/A
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—sn=[(log(1—0.05)/107°) /65] i [342]4ll ~ 4 qubits!

Clearly, thisis not good. Fortunately, there are methods to apply essentially classical error correc-
tion techniques to quantum systems.

Error correction overview:

e Errors are caused by decoherence (entanglement with the environment).
e We “fight” this entanglement with more entanglement.

e Create codes that allow for the measurement of error, without the measurement of the value.
| view this as information loss, we create codes whereby we can gain knowledge about the
error, but not the state, and thereby we “leak” the knowledge about the errors out of the
system.

e Based on the ideas of classical codes (well ailmost). Classical codes such as TMR, i.e.,
0=000and 1 = 111. Just repeat the classical bit and then take a mgjority vote.

11.1 Shor’s 3 qubit bit-flip code

Shor’s code for protecting against bit-flip errors is the most basic of quantum codes and is adirect
trandation of TMR. That is, given a qubit:

W) = al0) +b[1)
encode it to be:
|We) = a000) + b|111)
To see how to correct errors on this code, lets write it as:

\Ye) = a|lz12023) + b|212,73)

|o: @ z1xor 22 0: @ 22xor 23

123>

Figure 20: Measurement of errors in the 3 qubit bit flip code.
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Error correction is based around the idea of using an ancilla set of qubit(s) that are entangled with
the code word. The ancillais carefully entangled in such a way that it’'s state is entangled with
the error on the qubits (if there is any) and not the state. To see how to do this, lets return to the
classical TMR codes again.

Suppose we have a classical code 010. Clearly mgority voting would lead us to conclude that the
code should really be 000. However, lets arrive at this result using the restriction that we cannot
gain knowledge about the logical state of the code. That is, lets arrive not at the knowledge that the
code should be 000, but that only there is a bit-flip error on the 2nd qubit. Thus we won’t be able
to know whether it is 010 or 101. This knowledge, while incomplete, does tell us where the error
isand how to correct it. We can use it to know whether to apply a NOT gate to the 2nd’s qubit. To
gain this knowledge (and this knowledge only!), measure the following:

S1=2192 (thatiss; = z1 Xor 22)
=207

L ets examine the outcome possibilities:

codeeword | 51
000 0O O
001 0 1
010 1 1
011 1 0
100 1 0
101 1 1
110 0 1
111 0O O

Focusin on the 010 and 101 code words:

codeword | s;
010 1 1
101 1 1

Thereinliesthekey: s; and s, do not tell us whether the code word should be 000 or 111, but they
do tell usthat the 2nd bit has been flipped.

Thisis the key concept behind quantum error correction (one of two). We devise a measurement
that gives us partial knowledge, chiefly in this case, the xor. Here is how to do this in the quantum
world:

Start with a code word:

\We) = alz12023) + b|212,73)
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And use an ancilla qubit:
[a212273) + b|212,73)] |0) = &|212223) |0) + b|212,23)[0)

Apply aCNot with the code-word bit 1 as the control and the ancilla the target.
— a|z12,73)[21) + blZ17%) | 71)

Apply a2nd CNot with the code-word bit 2 as the control and the ancilla the target.
— alz12223)|21 © 22) + b|212o23) |21 © 22)

Suppose that z; = 2, (thus z; = 2), then:
21902 =0andz;$2 =0

Suppose that z; # z» (thus, z; # 22), then:
n®zn=1landz1d2=1

Hence, the ancilla qubit above does not gain knowledge on whether z; or z; isequal to 1 or 0, but
it does gain knowledge about the parity of z; and z. Doing the same for bits z, and z3 we have:

210 2) | |22® z3) error ?
0 0 None
0 1 qubit 3 has flipped
1 0 qubit 1 hasflipped
1 1 qubit 2 has flipped

This is understating the power of quantum error correction. Unlike classical bits, quantum bits
can be in a continuous range between 0 and 1. Furthermore, so are the errors! The true power of
guantum error correction isthat it transform continuous errorsto either no error at al, or adiscrete
error. Here's an example of how:

Suppose |We) = a/000) + b|111) and some random rotation about the x-axis Rx(8) occurs on the
third qubit. Thisis expressed as:

— a|0)|0)R«(6)|0) + b|1)[1)R«(8)[1)
Recall that:

coss —i-sin=
6

Rx(0) = o
<(0) —i-sing  cos3

DN

Thus,
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= a|0)|0) [cos3|0) —isin3[1)] +b|1)|1) [~isin3|0) +cos3|1)]
Now parity check the 2nd and 3rd qubits. First add the ancilla qubit:

3/0)|0) [cos3|0)[0) —isin3[1)|0)] +b|1)[1) [isin$|0)|0) + cos3|1)(0)]
Apply thefirst CNot:

—2/0)(0) [c0s3|0)(0) —ising|1)|0)] +b|1)1) [~isin3|0)[1) +cosF|1)|1)]
Apply the 2nd CNot:

— 2|0)|0) [c0s30)[0) —isin§|1)[1)] +b|1)[1) [~isin§|0)|1) + cos3|1)(0)]
Measure the ancilla qubit. What is the probability of measuring 0?

p(0) = a?cos®§ + b?cos? § = [a? + b?] cos?§ = cos? &

Similarly for 1:

NIl

p(1) = a?sin®§ + b?sin* 9 = [a2 + b?] sin? § = &in?
It doesn’'t matter which one we pick, but lets choose 0, after measurement the qubits are re-

normalized to become:

acos$|000)|0)+bcos§|111)[0)

20
\/cos 5

[2]000) + b|111)]|0)

Key:

The very fact of measuring a continuous error has made it discrete, and in this case
has made the error go away! Why did it go away? Think of it this way, the error
was some superposition/ entanglement with the environment, and measurement has
clasped that entanglement and superposition. Alternatively, just think of the error
as additional “information” in the state vector and measurement has observed (and
made classical) that information. The fact that that information was not in asingle
qubit, but in ajoint system of the two qubitsis subtle.

11.2 Protecting phase

Quantum bits have a phase as well as an amplitude. Thistoo must be protected. However, recall
that the phase flip z surrounded by two H gatesis a bit flip X. More generally, a phase rotation
surrounded by two H gatesis an amplitude rotation. Thus a phase error isjust abit-flip error if the
codeis setup to protect for bit flips but then the qubits of the code are passed through H gates prior
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to use. Starting with the 3 bit Shor bit flip code we can derive the 3 bit Shor phase flip code in this
way. The encoder is shownin Figure 21

ly> @ H —
|0> Ny, H —
|0> H —

Figure 21: Encoder that takes an arbitrary state |) and encodes it in the 3 qubit Shor phase-flip
protecting code

However we need to correct for both phase and amplitude to be fully fault tolerant. For this, we
need an additional tool. The tool we use is concatenation. Thisis exactly like the classical use of
concatenation. For example, suppose we have the classical bit “1”, and we TMR encode this to be
“111”. This can protect for one of the bits being in error. However, suppose the error rate is so
high that it is possible for two bits to be in error. What we can do is take each bit of the “1-1-1"
and re-encode that with TMR to obtain: “111-111-111". Then suppose we have the value “111-
001-111". Wefirst perform error correction on the lowest layer to obtain “111-000-111". Next we
perform error correction on the upper layer (in logical space) to obtain “111-111-111". Thisis not
the most efficient classical code, but it is easy to reason and work with. It can also be trandated
directly into quantum codes.

To protect for both phase and amplitude on a qubit we first encode it with a bit-flip code, and pass
those qubits through H gates. This protects the upper layer for phase. We then re-encode each of
those qubits again with a bit flip code. This protects the lower layer for amplitude. All told, the
entire code (known as the Shor 9 qubit code, shown in Figure 22) protects for a single phase or
a single amplitude error on any of the 9 qubits and logically holds one 1 quantum bit. Figure 23
illustrates how to measure the error in a phase.

11.3 7 Qubit Steane code

Now that we have the 9 qubit Shor code we can protect quantum state. But we also want compute
on it. To compute in a fault tolerant manner we cannot decode the code word (which we'll call
the logical qubit) into a single qubit (which we'll call a physical qubit), transform it, and then
re-encode it. The reason is the physical qubit is susceptible to errors, and if an error does occur
to it, in this unencoded state, then the computation islost. The solution isto transform a basic set
of quantum operations that would ordinarily be applied to physical qubits such that they can be
applied to logical qubitsin afault tolerant manner.

Doing this for the Shor code is not easy. Logical x and z operations can be performed ssmply
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ly>

|0>

|0>

o>

=]

[0>

jo>

[0>

=]

jo>

jo>

Figure 22: Encoder that takes an arbitrary state | ) and encodes it in the 9 qubit Shor code.

(chalenge: what are the logical implementations of these?), but logical H, CNOT, and T cannot. A
vast amount of quantum coding research is out there, but one of the easiest to transform codes is
the 7 qubit Steane code.

To introduce the 7 qubit Steane code we' Il take a brief detour into stabilizer codes. Stabilizer codes
and their associated stabilizersis aneat compact theory useful for describing quantum codes.

Here istheideawith stabilizer codes. Suppose:

y) = \oo>i\11>

V2

Then X1 Xo|W) = [W) and Z3Z,| ) = |P). Thuswe say that |) isstabilized by X1 X and Z1Z; (here
X1 meansthe X gate applied to thefirst qubit). Notethat X1 X» isonly a stabilizer for this particular
|@), and does not generalize to arbitrary a|00) + b|11).

Thus, the 3 qubit bit-flip Shor code is stabilized by Z1Z, and Z,Z3. The 3 qubit phase-flip code
is stabilized by X1 X2 and XoX3. What is nifty about the stabilizer formalism is that they indicate
precisely how to measure the error. To measure the error in alogical quantum bit one measures the
stabilizers.

The stabilizersfor the 7 qubit Steane code are:
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Think about bit—flip error measure this way Implement it like this Formalizeit like this:

0>

Figure 23: Recall that to measure the amplitude error we performed two CNOT operations on an
ancillaqubit initialy in the |0) state. To implement this, however, we surrounded both the ancilla
and the code bits with H gates and inverted the direction of the CNOT gate. This was so that an
phase error on the ancilla did not pollute the qubits in the code word. To formalize this thinking
we thought of thisas acontrolled z operation with the ancilla as the control. To measure the phase
error we just directly implement the formalism, which is to perform a controlled x (i.e. CNOT)
operation.

gl 2 Iz Xa X5 Xe X7
Rl X2 X3 la Is Xe X7
B X1 l2 X3 la X5 lg Xz
Q4| 11 2 I3 4y Zs Zs Zy
O |l 2o Z3 s s Zs Zy
O |21 lo Z3 la Zs le Z7

The Steane code is particularly nice because once we measure these stabilizers if any stabilizer
{01,092,03} is non-zero then a phase error has occurred on the physical qubit that is part of the
logical qubit at position g122 + g2t 4 g32° — 1 and if any stabilizer {gs,ds, s} is non-zero then a
bit-flip error has occurred on the physical qubit 9422 + gs2* + gg2° — 1.

Figure 24 depicts how to (non-fault tolerantly) encode a physical qubit into the Steane code. This
figure is from John Preskill at Caltech and isnot in your book.

The important part about the 7 qubit Steane code isthat the H, X, z, and CNOT gates can be applied
in logical form transversally. That is, bit-wise across the qubits of the code. Unfortunately, T
cannot. See pages 485-491 of the book for details on how to implement T.

11.4 Recursive error correction and the threshold theorem

How fault tolerant is the Steane code? For this lets perform a calculation. Assume the following:
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=] [=] [=]

Figure 24. Non-fault tolerant encoder for the 7 Qubit Steane code. Thisfigure isfrom John Preskill
at Caltech.

e On average, no fixup is required (the likely case) after each logical operation and error cor-
rection step.

¢ Failure occurs when two or more errors show up in a code word.

e In general, error correction takes an error rate of p= 1— e~ to cp2. The constant ¢ is the
number of double-points of failure in the logical operation and error correction step (i.e. the
number of places that can both fail to produce two errors in a code word). It isabout 21,942
for a straightforward implementation of stabilizer measurement for the 7 qubit Steane code.

Fault tolerant operation transforms:
1—g< P
into:
1-g< [1—cp?] P
~1-e<1-cp? p(n
ﬁ > cp?

Assuming we want a 95% chance of obtaining the correct answer and the same error rate as before
(A = 10 %) we have that:

612
20 > 21,942(1- 10|

n < [35,057]/4
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Figure 25: Almost fault-tolerant measurement of the stabilizers g; and gg. To make this circuit
fault tolerant, the ancilla must be a checked CAT state, and the measurement must be repeated at

|east two times.
n= 13 qubits

Clearly we have to do better, and for this we turn to recursive error correction. Similar to the
concatenation we used to combine the bit and phase flip codes we can concatenate a quantum code
with another quantum code. For our example, we are going to concatenate the 7 qubit Steane code
with itself. The idea is to take a qubit and encode it in the 7 qubit Steane code. Then take each
physical qubit that is part of that single logical qubit and re-encode it again in the 7 qubit Steane
code. Repeat this procedure until we have a sufficiently strong error correcting code.

Note that this repetition would seem to imply an exponential blowup in resources —and it does, but
it also creates an exponentialy strong error correcting code. Thus the overhead is polynomial to
perform computation. As we will see, however, just being polynomial doesn’t make the overhead
insignificant.

Key:

Concatenating codes recursively works so long as the underlying decoherence rate
p=1—e?islessthan 1/c, the unit of complexity of the error correction step. This
is the result of the threshold theorem which underpins fault tolerant computation.
The concept is straightforward: we have to be able to correct fast enough such that
any decoherence that occurs while we are correcting can be corrected away. If error
correction takes so long that it would do more harm than good, then arbitrarily long
guantum computation cannot be sustained.

Applying error correction recursively we obtain the following equation:
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Basic measurement is not fault tolerant:

Measurement needs to be p*2 accurate and thisis only p

.
\/’ Phase errors can travel up to control and polute bits

[

Solution isto use a checked CAT state:

Create CAT Check the CAT for errors useit un-create CAT
N Ve N

ke
4

Do thisat least 2X for each stabilizer
Thiswill increase the measurement reliability from p to p~2

Figure 26: Making measurement of stabilizers fault-tolerant is an arduous task. First, a CAT state
must be used in order to prevent errors in one qubit of the code word from polluting other qubits
viathe ancilla qubit. This CAT state must be checked to make sure it isreliable. Furthermore, the
wzhole process must be repeated at least twice for each stabilizer since the measurement must be
p< reliable.

(cp)®
C

S
< o

Here, k > 1 isthe number of recursive levels of error correction. Note the 2¥ in the equation, this
iswhere the exponential improvement in tolerance to errors comes from.

L ets examine what happens when we apply 5 layers of error correction:

k=50=21,942, p=1-e107° £=0.05 p(n) = 65n°n

sefiew )" o

21,942 < 65n3n

n < 3.7 x 102 qubits.

Now we can factor large numbers. However, there is a down side. The overhead for each qubit
is 7° = 16, 807 physical qubits. Worse still 1 logical gate requires about 153° = 83, 841,135,993
physical gates. At 1Mhz operation 1 logical gate takes 23 hours to do (seriadly), so a k =5,
factoring a 1024 bit number takes 200 million years!
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91,92, 93,94, 95,96

—— Logical gate Syndrome measurement Recover

g1, 92, g3, g4, g5, g6

— ] Syndrome measurement Recover

Logical 91, 92, g3, g4, g5, g6

2 qubit ‘ | ‘ ‘
gat
—F Syndrome measurement Recover

®

PGP
PP
PP

Figure 27: Fault tolerant computation proceeds by performing the coded operation, measuring
the stabilizers (syndrome measurement), and then possibly recovering from an error. For the
Steane code, the X, z, H, and CNOT operations are easily applied in code-space, smply apply
them transversally. Note thisis not the case for T.

The solution: parallelism and quantum architecture.

e Really only need k = 3for 1024 bits, so only 343 qubits of overhead, and 3,581,577 ops/logical
op. Thisrequires only 8000 years serially. Hence, still need quantum architecture.

e k=2,p=10"8 51years

e k=2, p=109, 1 Ghz operation (electron state), optmized error correction, clustering, 31
hours!



