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1 Introduction

Similarity-based image retrieval is part of the case-based reasoning scenario. It
allows for the retrieval of images from a database that are similar in some way
to a given query image. It has been used in case-based reasoning systems for
both image segmentation and image interpretation. Whereas case-based rea-
soning focuses on incremental learning of prototypical case-classes and index
structures and on case mining, computer vision has been studying similarity
measures, image indexing and image features.

Similarity-based retrieval has become an important area of computer vi-
sion research. It has reached a state of maturity in which it is starting to be
used in real commercial and medical applications. In the commercial domain,
similarity measures are being used to organize both personal and institutional
databases and to retrieve visually similar images for advertising and market-
ing. In the medical domain, similarity-based retrieval is used by physicians
who want to compare imaging studies from a new patient to those from a
database of prior patients to help them determine the diagnosis and potential
treatment options. Furthermore, research scientists in the biomedical domain
are starting to use similarity-measures to organize and retrieve data from
large-scale experiments involving multiple types of image and signal data. We
have collaborated with three different biomedical research groups who needed
similarity-based classification and retrieval systems to aid in their scientific
research. In this paper, we discuss each of these applications, describe the re-
trieval systems we have developed for them, and suggest the need for a unified
query formulation for a general multimedia information retrieval system for
biomedical applications.
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Section 2 provides an account of previous work on content-based retrieval
systems. Section 3 describes a brain data retrieval system that retrieves neu-
ronal signals and fMRI data from a database of patients who have had surgery
for epileptic tumor resection. Section 4 describes a skull retrieval system that
retrieves skull images from a database of CT images. Section 5 describes a
mouse eye retrieval system that retrieves images in order to study the cataract
development in the eyes. Section 6 describes our current work in developing
a unified query framework for multimedia biomedical data retrieval. Finally,
section 7 provides a summary of the chapter.

2 Related Work

Content-based image retrieval (CBIR) has been a heavily studied area of com-
puter vision for the past 10 years including both general [48] [49] and medical
[31] retrieval systems. The majority of these systems retrieve according to the
‘query by example’ paradigm; that is, the user provides or selects a query im-
age and chooses a distance measure (or combination of such measures) that
will be used to compare the query image to the images stored in the database.
The system retrieves those database images that are judged ‘similar to’ the
query image by the distance measure. Usually the retrieved images are re-
turned in order of similarity to the query, and the user has the capability to
browse through them in this order. Much of the research work in this area
has related to the design of distance measures for accurate retrieval in various
application domains. A smaller amount of work has considered the efficiency
of retrieval systems, and some indexing methodologies have been developed
[6] [46] [47] [9] [3] [8] as well as incremental learning methods for the index
structure and the prototypical representation of case-classes [36] [17].

In recent years image databases have gone from theory to reality. There
are commercial systems, such as IBM’s QBIC [14] and Virage’s image search
engine [4] and research systems including PhotoBook [34], Chabot [32], Im-
ageRover [44], VisualSEEk [50], WebSEEk [51], MARS [28], and our own
FIDS [6]. The most common features used for retrieval in these systems are
color histograms, texture measures, and simple shape measures. They do not
recognize specific objects and are not intended for biological applications.
Region-based systems such as Blobword [7], NETRA [24], and the Com-
posite Region Template (CRT) System [52] perform segmentation based on
color-texture properties to identify regions of interest, which can be used in
spatial-relationship queries. Some systems employ relevance feedback where
the system refines its concept of the user’s query according to the user’s feed-
back [29, 33, 40]. Both regions of interest and relevance feedback are useful in
a biological multimedia database system.
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There have been a number of systems developed for medical image re-
trieval [31] [30] [1] [37] [20] [56] [57] [46] [2] [13] as well as for case-based
reasoning [25] [15] [18] [35]. Most of these systems were developed for a par-
ticular type of retrieval and did not attempt to work with multiple data types.
Kelly and Cannon [19] used a global texture signature to characterize images
of diseased lungs and a signature distance function to compare them. Chu
and Cardenas [12] developed the KMeD (Knowledge-Based Multimedia Med-
ical Distributed Database) System. This large and ambitious project allows
querying of medical multimedia data by both image and alphanumeric content
and allows for the modeling of both spatial and temporal content of medical
objects. Liu et al. [23] have worked on retrieval of brain images with abnor-
malities, while Perner [35] worked on retrieval of CT brain images based on
the image characteristics as well as on patient data for the automatic deter-
mination of degenerative brain diseases. Tagare et al. [55, 54, 38] have studied
content-based medical image retrieval for a number of years. Their current
research is on high-dimensional indexing in medical image databases applied
to cervical and lumbar spine x-ray images, where retrievals are based on shape
features. Tang et al. developed a system for histological image retrieval [56],
while Zheng et al. designed a system for pathology image retrieval [57]. Shyu
et al. [46] developed a structure called the statistical k-d tree to allow for
rapid searches in content-based retrieval. More recently they have developed
a real-time protein structure retrieval system with a multidimensional index
[47][9].

3 Brain Data Retrieval for the Study of Language Sites

in the Brain

During surgery for epileptic tumor resection, a technique called cortical stim-
ulation mapping (CSM) is used to avoid areas on the cortical surface that
are essential for language. The technique involves bringing the patient to an
awakened state during surgery and presenting text, pictorial, or audio cues
of a familiar object for the patient to name. During this process an electrical
current is applied to selected cortical surface sites, marked by placing small
numbered tags on the surface. The electrical current results in a short-term
localized disruption of neural function. If this stimulation results in a naming
error, then the cortical surface site at which it occurs is marked as essential
for language function and is avoided during surgery.

In addition to their clinical use, the CSM language sites are a valuable
source of data for understanding language organization in the brain, since
their location is highly variable from one patient to the next. Studies have
shown that the distribution of sites is correlated with such factors as sex and
verbal IQ. The hope is that further insight into language organization can
be obtained by correlating these sites, not only with additional demographic
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data, but also with anatomical features and other measures of language such
as functional magnetic resonance imaging (fMRI) and single unit recording
(SUR) of individual neurons.

3.1 Experimental Procedure

Prior to surgery, each patient undergoes an fMRI scan while being shown
the same stimuli as in the later surgical CSM studies (text, audio, pictures).
Following each stimulus the scanner generates a time-series of 3-D volumet-
ric data, where each voxel represents the time course of cerebral blood flow
at that voxel. Subsequent statistical processing generates additional 3-D vol-
umes, in which each voxel represents the probability that a statistically sig-
nificant change in blood flow occurred between a stimulus and corresponding
control. Single Unit Recording (SUR) studies are performed during surgery.
As in the CSM studies the locations of the electrodes are marked by numbered
tags associated with cortical surface sites. The same stimuli are presented as
for fMRI and CSM, but in this case the electrodes record the firing patterns of
individual neurons in response to the stimuli. Later processing looks for signif-
icant changes in firing rates between stimuli and controls, as well as changes
in the firing patterns.

In order to correlate these diverse data sources for a patient, they are
registered to a 3-D model of the patient’s brain, using a structural MRI image
volume acquired at the same time as the fMRI volumes. Population data
are correlated by warping individual patient brain anatomy to a common
“canonical” brain, in the process carrying along the registered functional data.
All of the data are stored in several databases that are beginning to be used to
help understand the relationships among various factors related to language.

3.2 Preprocessing and Feature Extraction

Both the signal data and fMRI data are preprocessed before they can be used
in our retrieval system. The raw neuron spike data often contains spikes from
two or more separate neurons. This signal data goes through a process called
spike sorting in which the multiple neuron signals are separated. We have
developed a template-extracting method to discriminate the neuron spikes
using a rotated principal component analysis algorithm [10]. The raw fMRI
data is also noisy. We have developed a method for dynamically detecting the
activations (areas of high blood flow) using a maximal overlap wavelet trans-
form to extract hemodynamic responses with minimum shape distortion and
a dynamic time-warping algorithm to classify the different types of dynamic
waveforms [11].

Figure 1 shows the multimedia data that must be stored and retrieved
for this application. In addition to standard textual patient information there
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is SUR data and fMRI data for each patient. The SUR data includes, for
each stimulated electron, its ID, the stimuli shown to the patient, the firing
pattern in the time and frequency domains, and several numeric statistics that
we compute. The fMRI data also has stimuli and statistics and includes the
4-dimensional activation data (3D image over time). The activation level at
each voxel over time is the important characteristic of this data.

Fig. 1. Data structure

3.3 Similarity-Based Retrieval

Retrieval of signals is based on prior matching of the raw signal data to eight
signal templates. The templates come from application of a rotated principal
component analysis method [10]. They are shown in Figure 2 for the time
domain only. A query signal is decomposed and the two best-matching tem-
plates are returned. From these, all signals in the database that match these
two templates can be examined.

Figure 3 illustrates the results of a query for retrieving firing patterns.
The top box shows the patient, microelectrode, and trial protocol informa-
tion, and the second box gives the firing rate. The third box shows the best
and second best template matches to the temporal firing pattern, and the
fourth box shows the best and second best template matches to the frequency
firing pattern. Users can extend the query by asking for similar results to those
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Fig. 2. Eight templates in the temporal domain.

retrieved by selecting one of the two options at the bottom of the screen: a)
similar firing patterns from a single unit recording or 2) related fMRI results
if they exist.

Figure 4 shows the results of a query to display both firing patterns from
neurons and the related hemodynamic response from the fMRI image. The
top box gives patient information, the closest two activated brain areas in the
UW parcellation scheme, and the Brodman area in which the results lie, and
the second box gives the average firing rate. The third box shows best tem-
plate matches to the temporal and frequency firing patterns. The bottom box
shows the hemodynamic response that occurred in the most highly activated
voxel on the brain surface.

Figure 5 shows the results of an fMRI activation query. The top box shows
the fMRI number, the MNI coordinates of the point with highest activation,
and the closest two activated brain areas in the UW parcellaton scheme. The
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Fig. 3. Firing pattern retrieval

images show the highly activated areas in red.

The query system was custom-built for this application. There are three
main routes that a query can take: 1) query by patient information, 2) query by
trial protocols, and 3) query by firing patterns and/or fMRI activations. The
third route is content-based, while the other two are text-based. The system
allows the user to extend the basic query and move between the different query
types as needed. A number of different queries have been used to illustrate
the system, as summarized below.

1. query by patient information with SUR characteristics
2. query by patient information with fMRI characteristics
3. query by trial protocols of SUR data
4. query by trial protocols of fMRI data
5. query by common trial protocols of SUR and fMRI data
6. query by firing patterns of SUR data
7. query by fMRI activations
8. query by common features in both SUR and fMRI data

The prototype query system was developed for the scientists studying this
particular application. It will become part of a more general system we are
developing under National Science Foundation support.
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Fig. 4. FMRI retrieval

4 Skull Data Retrieval for Studying the Effects of

Craniosynostosis

Researchers at the Pediatric Imaging Research Laboratory of the Children’s
Hospital and Regional Medical Center in Seattle study craniofacial disorders
in children. In particular, they develop new computational techniques to rep-
resent, quantify, and analyze variants of biological morphology from imag-
ing sources such as stereo cameras, CT scans and MRI scans. The focus of
the research is the introduction of principled algorithms to reveal genotype-
phenotype disease associations. Current projects include the development of
quantitative descriptors of syndromic and non syndromic craniosynostotic
head shape to a) investigate genotype-phenotype correlations, b) predict neu-
robehavioral and surgical outcomes, and c) develop a shape-based information
retrieval system for craniofacial information.

Craniosynostosis is the pathological condition of premature fusion of one
or more calvarial (skull) sutures or fibrous skull joints in childhood, affecting
1 in 2,500 individuals. Normally, an infant is born with open sutures, allowing
for the development and expansion of the brain. However, in children with
craniosynostosis, one or more of these sutures close prematurely. The early
closure of these sutures results in abnormalities in calvarial shapes due to
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Fig. 5. Firing pattern and hemodynamic responses retrieval

the combination of restriction of osseous growth perpendicular to the fused
suture and compensatory growth in unfused calvarial bone plates. Different
types of craniosynostosis are classified according to the calvarial suture(s) in-
volved with fusion detected in 3-D computed tomography (CT) images.

Isolated craniosynostosis, or single-suture synostosis, includes isolated fu-
sion of the sagittal, metopic, and left or right unicoronal or lambdoid sutures
(Fig. 6). The incidence of an isolated suture fusion is about 1 in 2,000 live
births [45]. Sagittal synostosis is the most common form of isolated suture
synostosis with an incidence of approximately 1 in 5,000, accounting for 40-
60% of single-suture synostosis [21]. Early closure of the sagittal suture results
in scaphocephaly, denoting a long narrow skull often associated with promi-
nent ridges along the prematurely ossified sagittal suture (Fig. 6a). Unilateral
coronal synostosis is the next most common sutural fusion, with incidence
rates of about 1 in 11,000 [21]. It is manifest at birth as an asymmetrically
skewed head with retrusion of the forehead and brow on the same side as
the fused suture and with compensatory bulging of the forehead on the side
opposite the fused suture (Fig. 6b). Metopic synostosis is less common and af-
fects 1 in 15,000 individuals [21]. The premature fusion of the metopic suture
produces trigonocephaly, denoting a triangular shaped head with prominent
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frontal crest (Fig. 6c). The degree of skull shape deformity and changes in
frontal and occipital bulging and biparietal narrowing can vary significantly
between individuals even in the same disease class. In most cases of single-
suture synostoses, a single surgery, i.e. cranioplasty, is required to release the
fused suture and reshape the deformed calvaria. This surgery is preferentially
performed within the first year to capitalize on the malleability of the infant’s
skull and to minimize secondary facial deformation [27] [26].

Fig. 6. Lateral, frontal and top views of a) a patient with sagittal synostosis, b) a
patient affected with unicoronal synostosis, and c) a patient affected with metopic
synostosis.

Whether or not different calvarial shapes directly affect the severity of the
cases, neuropsychological development, complications during cranioplasty, and
post-surgical long-term outcomes for cases of single-suture synostoses remain
largely unknown. In addition, the assessment of surgical “success” has been
subjective, and no standardized method has been established for the post-
surgery evaluation. However, surgeons and craniofacial experts often use cases
of similar skull shapes from their past experience as guidelines in the prepa-
ration and evaluation of the reconstruction of the skull. This “case-based”
study of reasoning makes it possible to reuse prototype images and diagnoses
of previously resolved cases to assess the possible surgical complications and
the post-surgery outcomes of the new cases. Therefore, the case-based clini-
cal decision support technique produces a need to retrieve similar images of
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shapes in patients with single-suture synostosis objectively and reproducibly.
In addition, medical images, especially the diagnostic images, are produced
in ever-increasing quantities. Searching through a large collection of digital
images by keyword indexing, or simply by browsing, may be time-consuming
and may not satisfy physicians’ needs for retrieving cases of similar shapes.
Therefore, it is critical to design a shape-based image retrieval system to not
only ease the management of clinical data but to aid the radiologists and sur-
geons in the decision making analysis of the reconstruction of the skull.

In order to design an image-based clinical decision support system for
surgeons and craniofacial experts, it is critical to first develop shape descrip-
tors that will enable objective and reproducible detection and quantification
of similarities and differences in the three-dimensional skull shapes. We have
developed several different quantitative shape descriptors for our retrieval sys-
tem.

4.1 Shape Descriptors

Our shape descriptors were computed from CT image slices obtained with
skull imaging. To standardize our computations, we used a calibrated lateral
view of a 3-D reconstruction of the skull to select three CT planar slices de-
fined by internal brain landmarks (Fig. 7) These planes are parallel to the
skull base plane, which is determined by connecting the frontal nasal suture
anteriorly and the opisthion posteriorly. The A, F, and M planes we use are
shown in Figure 7. The A-plane is at the top of the lateral ventricle, the F-
plane is at the Foramina of Muntro, and the M-plane is at the level of the
maximal dimension of the fourth ventrical. Oriented outlines were extracted
from the CT image at each of these planes.

Fig. 7. All shape descriptors are constructed using the CT image slices extracted
from skull imaging. These bone slides are defined by selecting the base plane on the
3-D image and finding internal anatomical landmarks on cerebral ventricles.

We have developed four different quantitative shape descriptors, three of
which are numeric [43][42] [41] and one of which is symbolic [22]. The numeric
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shape descriptors range from a single number per planar slice to a large matrix
of numbers. The symbolic shape descriptor is a vector of probabilities obtained
from a bag-of-words approach to shape description. The shape descriptors
we have developed to characterize skull morphology in craniosynostosis are
summarized below.

1. Scaphocephaly Severity Index (SSI). SSI is similar to the cephalic
index used as the current clinical standard to measure the variation in
head shapes in patients with isolated craniosynostosis. However, instead
of measuring the ratio of the head width to the length by the measurer’s
subjective judgment, SSI takes the ratio, β/α, computed at an outline
extracted from CT image slices from skull imaging (Fig. 8) [43]. The SSI
assumes that a skull shape can be approximated as an ellipse that has
eccentricity

e =

√

1 −
β2

α2
(1)

Note that if e = 0, β/α = 1 and the outline shape would be a perfect
circle. An eccentricity value close to 1 would suggest a very narrow out-
line shape. To increase the sensitivity of the shape description using SSI,
users can combine the SSI measurements from multiple outlines extracted
from skull images to represent the 3D data. Depending on the perfor-
mance evaluation metric, either individual or combined SSI values can be
used as shape descriptors. This measurement is very simple and efficient
to compute, but it disregards a broad range of shape variations that may
be of importance in capturing skull morphology.

Fig. 8. The scaphocephaly severity index is computed as the head width to length
ratio β/α as measured on a CT plane extracted from skull shape imaging.

2. Cranial Spectrum (CS). CS is a Fourier-based shape representation
that describes a skull shape with the magnitude of the Fourier series coef-
ficients of a periodic function [42]. The planes extracted from CT images
are oriented outlines that have directions defined by their corresponding



Similarity-Based Retrieval for Biomedical Applications 13

tangent (T) vectors (Fig. 9b). An oriented outline can be represented as a
periodic function by using polar coordinates with the center of mass as the
origin of the coordinate system (Fig. 9c). This periodic function is then
decomposed into a weighted sum of basis outlines by Fourier series. The
coefficients from this decomposition then constitute the resulting shape
descriptor. This representation encompasses shape information that can-
not be captured by the SSI ratios. It is also closely related to traditional
DFT-based descriptors [39]. The aim of Fourier analysis as applied here
is to decompose an outline shape into a weighted sum of basis outlines,
where each basis stratifies particular geometric features of a shape.

Fig. 9. a) Bone CT slice at the level of the A-plane; b) oriented outline counter
clockwise direction; c) same outline represented in polar coordinates (ρ, θ); and d)
21 components of the corresponding cranial spectrum. Key: α (maximum outline
length), T (tangent vector), N (normal vector), and (CM) center of mass.

3. Cranial Image (CI). The CI descriptor is a matrix representation of
pairwise normalized square distances computed for all the vertices of an
oriented outline that has been discretized into N evenly spaced vertices
[41]. Let D be a symmetric matrix with elements Dij = dij/α, for i, j =
1 · · · , N , where dij is the Euclidean distance between vertices i and j, α
is the maximum length of the contour (Fig 10), and N is an arbitrary
number defined by the user. Since the outline is oriented, the vertices
can be sequentially ordered up to the selection of the first vertex. As a
consequence, the matrix D is defined up to a periodic shift along the main
diagonal. The definition of CI can be extended to incorporate an arbitrary
number of oriented outlines by computing inter and intra-oriented outline
distances for each of the vertices of all of the outlines representing a skull.

4. Symbolic Shape Descriptor (SSD) The SSD algorithm was developed
to model morphological variations that characterize different synostotic
skull shapes[22]. It uses a bag of words (BOW) approach to capture the
local shape variations. Even though this BOW approach has the advantage
of producing a simple data representation, it creates a high-dimensional
feature space and subsequently hinders efficient statistical analysis and
image retrieval. In order to overcome these challenges, we use probabilistic
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Fig. 10. a) Oriented contour represented as a sequence of N evenly spaced points.
b) Cranial image. c) Top view and normalized distance scale.

latent semantic analysis (PLSA) to capture the co-occurrence information
and relationship between elements in the bag of words in order to reduce
the high computational complexity from the BOW representation.

The construction of the symbolic shape descriptors from skull imaging in-
volves several steps, as illustrated in Figure 11. In brief, the cranial image
distance matrices are computed for all skull outlines in the training set.
K-means clustering of the rows of the distance matrices are applied and
yields a set of clusters of the outline points. A symbolic cluster label is
assigned to each outline vertex. A co-occurrence matrix is then computed
for all training data using the strings of symbols constructed from the
cluster labels of the vertices. Finally, PLSA is employed to reduce the
dimension of the co-occurrence matrix and to construct the SSD.

Fig. 11. Construction of the SSD representation of an extracted skull outline. 1
= cranial image representation, 2 = k-means clustering, 3 = co-occurrence matrix
construction, 4 = PLSA analysis

The input of the SSD algorithm is a set of skull shapes S = {S1, · · · , SM}.
Each skull shape is represented by L oriented outlines, and each outline
is discretized into N evenly spaced vertices. For the sake of simplicity and
without loss of generality, we assume that L = 1. The feature generation
algorithm is as follows:

a) For each shape Sj in S and each vertex vi of Sj , compute the vector
of distances from all other vertices of Sj to vi. This vector is the same
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as the i-th row of the cranial image matrix descriptor (Fig. 10).

b) Cluster all vectors in S by the k-means clustering algorithm with
user-selected k and assign each cluster a symbolic label. Each vertex
receives the label of its cluster.

c) Compute a bag of words (BOW) representation of the skull outlines
in S. More specifically, the symbols associated with the vertices of
an oriented outline are used to construct strings of symbols or words.
The string size is fixed at some integer 1 ≤ W ≤ N and is speci-
fied by the user. For instance, when W = 3, each word contains a
string of three symbols. A BOW representation for the outline in Fig-
ure 12a is the unordered set s={′CAA′,′AAB′,′ABB′,′BBC′,′BCD′,
′CDB′,′DBC′,′BCA′}. These strings represent the local geometric
properties in the skull shapes.

Fig. 12. Symbolic labels are assigned to the vertices of the oriented outlines after
applying k-means clustering to their numeric attributes. Local geometric aspects are
represented by forming strings of these symbols. Oriented outlines of a) sagittal, b)
metopic and c) normal head shapes, computed at the level of the A-plane.

d) Compute a M ×V co-occurrence matrix of counts n(si, wj), denoting
the number of times the word wj occurs in the BOW si associated
with the skull outline Si in the training sets.

e) Apply probabilistic latent semantic analysis (PLSA) to the co-occurrence
matrix S [16]. PLSA is a latent variable model which associates an
unobserved class variable zk ∈ z1, . . . , zP with each observation, an
observation being the occurrence of a string of symbols from a partic-
ular BOW sj . PLSA was originally applied to document retrieval for
which a particular object is a document and the string of symbols is
a word in that document.
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f) Use the class-conditional probabilities P (s|z) estimated in the previ-
ous step to construct the symbolic shape descriptors for the outlines
in S. More specifically, for each outline Si in S, form its corresponding
symbolic shape descriptor as the P -dimensional vector [P (si|z1), · · · ,
P (si|zP )].

4.2 Shape-Based Retrieval

Fig. 13. An example of the system retrieving database images using the cranial
spectrum representation on all 3 planar slices.

We have implemented a prototype system for shape-based image retrieval
of skull CT imaging for craniofacial medicine. The system of database im-
ages supports retrieval based on their shape similarity to a query image. The
shapes are represented by either numeric or symbolic features extracted using
the four shape descriptors described above . A cosine similarity measure is
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Fig. 14. An example of the system retrieving database images using the SSD
representation on the M-plane.

incorporated for the retrieval of similar cases. The proposed system can help
physicians and craniofacial experts with such tasks as diagnosis, intervention,
and neurodevelopmental prediction.

The user is given a graphical user interface to the retrieval system. All
the feature extraction and computation, feature classification, and feature
vector comparison functions are done in the background. The queries to the
image data can be specified using a query image to retrieve images that share
similar features in the system. Figure 13 shows the system retrieving database
images that are most similar to a query image using the cranial spectrum
representation on all 3 planar slices. Figure 14 shows an example of the system
retrieving database images that are most similar to a query image using the
symbolic shape descriptor (SSD) on all 3 planar slices. The system is currently
undergoing a rigorous evaluation that compares the results it retrieves to those
selected by a craniofacial expert.
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5 Mouse Eye Image Retrieval for the Study of Cataract

Development

Researchers in the Eye Lab at the University of Washington are studying
cataract formation in the eye, using mice as the subjects of their experiments.
The mice are of several different strains with different genetic factors includ-
ing a control group of normal mice. The eyes of the mice are photographed at
regular intervals using a slit-lens technique. Thus each mouse has associated
subject data and genotype that need to be correlated with the progression of
opacification observed in a sequence of slit lamp images. A current study will
relate genotype (the mutation in a particular strain of mouse) to phenotype
(the presentation of the opacity with respect to pattern and intensity of light
scattering) using these images. The experiment involves 8 different mutations
in 2 different strains that are imaged approximately once per week. The num-
ber of images is enormous. Organizing the images through classification and
clustering procedures as well as through the particular mice they came from
is essential for the success of the project.

The set of cataract classes used in our work contains three classes: (1)
WT, which stands for wild type and has no laboratory-induced cataract, (2)
Secreted Protein Acidic and Rich in Cysteine ( SPARC) knockout (a matricel-
lular protein), and (3) the Synaptic Cleft (SC1) knockout. A knockout means
the gene coding for a specific protein has been truncated or replaced so that
the functional protein is no longer expressed. Figure 15 shows typical images
for each class.

The original high-resolution images are resized to 300 by 300 pixel versions.
Some of the properties of the images in the datasets are:

• The eyes in the images are approximately the same size and are approxi-
mately centered at the same location in each image.

• The illumination during the image capture process varies among the dif-
ferent experiments (Figure 16).

• There are artifacts caused by the illumination that are independent from
the cataracts (Figure 17).

• The pattern in the center of the eye is directly related to the cataract in
the lens.

• A ring pattern can be observed in the WT class. Depending on the
cataract, partial or total occlusion of this ring pattern is observed.

• Because of the way the images are taken, the ring pattern is not circular
but elliptical. This makes the task of detecting rings more difficult (Figure
16).

• The images contain, besides the eye, adjacent parts of the mouse such as
eyelashes, which are not of interest.
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Fig. 15. Classes of our study: Wild Type (WT), Synaptic Cleft 1 protein knockout
(SC1) [53], and Secreted Acydic Rich Cysteine (SPARC) knockout [5]

Fig. 16. The shape of the eye in an image varies depending on both the mouse and
the angle of incidence of the slit-lamp ray with the surface of the eye. In addition to
the shape, the mean intensity of the image varies due to the illumination variations
not associated with the type of cataract.

The occlusion or cloudiness of the lens caused by the presence of cer-
tain cataracts changes the perception of the cell layers in the lens. Therefore,
the pattern of the lens rings such as the relative colors between two rings
will change, making this an important feature in the characterization of the
cataract class.

The angle of incidence of the slit-lamp light on the cornea is a reason for
the elliptical shape of the ring pattern shown in the medical image. In order
to encapsulate the largest amount of information, images with ring patterns
as close to a circle as possible are preferred. However, not all the given im-
ages have this property, since they are selected manually and the image of the
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mouse lens may only approximate a sphere. Fitting circular arcs to the rings
in the images will not necessarily give a good approximation.

The numerous noise factors in the image make this problem non-trivial.
Because the conditions in which the image is taken are not completely con-
trolled, we cannot assume constant illumination or even constant shape (figure
17).

Fig. 17. Some artifacts caused by the camera are marked by yellow ellipses.

5.1 Feature Extraction

We have developed three different features that can discriminates between the
different known classes. The features are (1) ring pattern, (2) intensity profile,
and (3) histogram features. The features we have developed are summarized
below.

Ring Pattern

Rings, or elliptical layers of cells, are present in both the normal and catarac-
tous lens, unless the lens cells are disrupted. Visualization of the layers of
lens cells depends on the magnification and contrast. In the normal lens, the
contrast between adjacent cells or layers of cells is small (observation of the
layers of cells in a normal lens requires high magnification in a microscope).
The contrast increases when an increase in opacity occurs in some layers and
not in adjacent layers. The increased contrast allows the rings to be observed
at the magnification of the slit-lamp.

The pattern of rings can be correlated with the formation of cataracts.
The proposed approach in identifying and quantifying these characteristics of
the rings consists of a five-step process:

1. Ring enhancement.
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2. Isolation of an elliptical sector of the lens.
3. Transformation of the elliptical sector into a rectangular image containing

only pixels corresponding to the lens.
4. Compression of the rectangular image representation into a 1-dimensional

array of mean intensities.
5. Extraction of feature vector values from the 1-dimensional array produced

in the previous step.

Fig. 18. The original image (a), the original image after a histogram equalization
(b), and the original image after a local equalization (c).

First the ring pattern is enhanced by a local histogram equalization trans-
form as shown in Figure 18. Once the rings have been enhanced, the parame-
ters of the ring pattern have to be extracted. Let the coordinates of the center
of the eye be (cx, cy). We will consider the region that corresponds to the
elliptical sector centered at (cx, cy) and between the angles α and −α, where
0 < α < π

2
.

A ring is modeled as an elliptical arc with axes of length a and b parallel
to the x and y axes respectively and centered at (cx, cy). Every point (x, y)
that lies in this elliptical arc is mapped to a point on a vertical line by the
transformation Rect(x, y) = (cx + a, y) as shown in Figure 19.

The Rect transformation is applied to every ellipse centered at (cx, cy)
with a fixed c = a

b
and 0 < a < w − cx, where w and h are the width

and height of the image, respectively, to form a rectangular version of the
elliptical-form eye. The resulting image of the Rect mapping is cropped to
remove the cornea and the area outside the lens. The elliptical-to-rectangular
transformation has three degrees of freedom: cx, cy, and c. The value of cy is
restricted to h

2
, working with two degrees of freedom for each image.

The Rect transformation converts the elliptical rings into vertical lines for
easier and more accurate analysis. For a given center (cx, cy) and length-width
ratio c, it produces a vector M(cx, c) of the mean intensities for each of the
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Fig. 19. The region inside an elliptical sector is mapped to a rectangular sector
using the Rect(x, y) = (cx + a, y) transformation.

columns in Rect(cx, cy) as shown in Figure 20.

The (cx, cy) and c that produce the best-fitting ellipse are used to generate
the mean vector M that is analyzed to provide a feature vector of numeric
attributes that can be used for pattern recognition. The vector we use contains
the following ring attributes:

• number, maximum, minimum, mean, and variance of maxima of the func-
tion;

• number, maximum, minimum, mean, and variance of minima of the func-
tion;

• maximum, minimum, mean, and variance of the distance between pairs of
consecutive maxima;

• maximum, minimum, mean, and variance of the distance between pairs of
consecutive minima;

• maximum, minimum, mean, and variance of the difference between each
pair of consecutive maxima and a minima;

• number of consecutive pairs of maxima and minima (regions formed by
peaks and valleys).

These attributes capture several characteristics of the rings: globally, the
attributes include the number of rings and the distribution of their properties
such as mean intensity, width, and others; locally, the attributes describe the
width and opacity of each ring and provide a comparison of these character-
istics with the characteristics of other rings in the same image.
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Fig. 20. An iterative process selects a center point, isolates an elliptical sector of the
lens and maps it to a rectangular version. The variance at each column of the rect-
angular mapping is computed, and the case where the sum of the column variances
is the lowest is selected as the best ellipse sector isolation; its center corresponds to
the best center of the lens.

Intensity Profile

In order to capture the level of cloudiness of the lens, the intensity profile
of the row of pixels in the middle of the image is also considered. Due to
the different opacities in each layer of cells of the lens, a characteristic dis-
tribution of intensities exists for each class. With this information, a plot of
intensity vs column (with the row being constant) is created. Call this func-
tion I(x), where the domain is the columns in the image, and the range is
{0, 255} representing the possible values for intensity. One way of quantifying
I(x) is to fit a polynomial to it and use the values of its coefficients as features.

However, the large number of peaks and valleys creates too much noise to
produce an accurate fit as shown in figure 21b. Instead, a Fast Fourier Trans-
form FourierI(x) as observed in figure 21c is applied. A polynomial of degree
5 is fit to this function, resulting in a complex function. The 12 coefficients of
this polynomial (6 real and 6 imaginary) are concatenated to form a feature
vector.

Histogram of Western Quadrant of the Lens

The difference in opacity, particularly in the western quadrant (as shown in fig-
ure 22) of the lens layers is characteristic for each cataract class. A histogram
of the western quadrant of the lens is created and is fitted to a 1-dimensional
Gaussian using Maximum Likelihood. The variance of the Gaussian is in-
cluded in the feature vector. Because of the variations in illumination caused
by external sources in the image, only the variance, which is related to the
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Fig. 21. The white line in the left image(a) indicates the row of pixels that is
considered for the intensity profile feature. The image in the middle (b) shows a
polynomial fit of degree 5 on the intensity profile. The image on the right (c) shows
a polynomial fit on the output of the Fast Fourier Transform of the intensity profile.

distribution of intensities, and not the mean, which is directly associated with
the change in external illuminations, is considered. Figure 23 shows the his-
togram of the images corresponding to each of the three classes.

Fig. 22. Western quadrant of the lens.

Segmented Least Squares Fitting on the Intensity Profile

While the intensity profile feature can characterize some classes, the function
is assumed to be continuous. Therefore, non-continuous fluctuations are ap-
proximated as smooth curves. Some classes such as SPARC and WT have
similar polynomial fits but differ in the number of non-continuous changes.
To encapsulate the amount of “continuity,” we fit a piecewise linear function
on I(x).
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Fig. 23. The histogram of the western quadrant of the eye in three different classes.
The variance of pixel intensities is smaller in SPARC type images and larger in SC1
type images, while the WT type images tend to have a variance value in between.

The standard least squares linear fitting algorithm fits a line to a set of
n 2-dimensional points P = {(x1, y1), (x2, y2), ..., (xn, yn)}. The line with the
minimum error is y = ax + b, where

a =
n

∑

i xiyi − (
∑

i xi)(
∑

i yi)

n
∑

i x2

i − (
∑

i xi)2
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b =

∑

i yi − a
∑

i xi

n

The error of the fit is:

Error(L, P ) =

n
∑

i=1

(y − i − axi − b)2

The objective of the segmented least squares approximation is to find
the partition of consecutive points that minimizes the error of the fit, which
corresponds to the sum of the errors for each linear segment used in the fit
with an additional cost C for each segment used.

Efit =
∑

pi∈P

Error(li, pi) + C

where pi is a set of consecutive points in I(x), li is the least squares linear fit
on this set, and C is the cost for each extra segment. We used values of C on
the order of 500.

After fitting this piecewise linear function to I(x), we only consider the
left side of the eye for this feature extraction. This is done by considering the
segments up to the middle of the image and discarding the first segments that
have a very small value for their slope and intersection at the origin. These
segments correspond to the dark section of the image, not a part of the mouse
lens. The features extracted are:

• number of segments;
• means of the slope and the intersection at the origin (a,b) of each of the

segments;
• variances of the slope and the intersection at the origin (a,b) of each of

the segments.

5.2 Similarity-Based Retrieval

We have implemented a prototype system for eye image retrieval. The sys-
tem retrieves eye images based on the similarity of their rings and intensities.
The features are represented by a 44 dimension feature vector. A Euclidean
distance measure is used to calculate the distance between each pair of images.

The user is presented with a graphical user interface of the retrieval system.
Feature extraction and classification are done in the background. Figure 25
shows the system retrieving database images that are most similar to the
query image. This system will allow the scientists doing the basic research to
test their theories of genotype-phenotype relationships.
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Fig. 24. The non-continuous changes in the intensity profile are not well encapsu-
lated when fitting the intensity profile to a continuous function. The graph on the
top is the intensity profile for the SPARC type lens on the top right; the bottom
graph corresponds to the intensity profile for the WT type, shown on the bottom
right. The non-continuous fluctuations of intensities in the image are observed as
sharp edges in the intensity profile that are characteristic in SPARC images, while
their presence is not as prominent in the WT class.

6 A Unified Query Framework for Multimedia Data

We wish to develop a unified query framework for multimedia biomedical
data. The unified query framework must allow the specification of queries on
alphanumeric data, text data, and multiple kinds of image and signal data.
Our query framework will be an extended SQL that can handle probabilis-
tic queries through similarity measures, which compare a query object to a
database object of the same or comparable type and return a value between
0 (no match) and 1 (perfect match), which can be loosely interpreted as a
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Fig. 25. An example of the system retrieving database images that are similar to
the query image from class SPARC.

probability.

A query will have three integral parts, which are common to all database
systems and can be expressed in SQL or other query languages: 1) the query
specifications, 2) the result specifications, and 3) the matching requirements.
The query specifications will include the objects that are provided to the
query. These can include many different data types, such as text, numeric,
date, matrix, table, signal, 2D image, 3D image, 3D mesh, and 3D image
over time (video). The result specifications will include the objects that are
to be returned by the query, which can include the same variety of data
types. The matching requirements will specify constraints (predicates) on the
returned objects, including both hard constraints that must be satisfied and
soft constraints whose satisfaction is probabilistic in nature and involves the
execution of similarity measures. For soft constraints, the data will be retrieved
in ranked order, according to the probability of a match. The main focus of
our work is on these similarity measures and probabilistic retrievals.

7 Summary

We have described three separate content-based retrieval systems for biomed-
ical applications. The first retrieves neuronal signals and fMRI data from a
database of patients who have undergone epileptic tumor resection. The sec-
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ond retrieves skull images from a database of CT images from patients with
both normal and abnormal craniofacial structure. The third retrieves slit-lens
mouse eye images from a database of images from normal and DNA-modified
mice. All three use very specialized image and signal features in their sim-
ilarity measures. Our goal in our future work is to develop a set of feature
extractors that can be used to construct useful similarity measures as part of
a unified system for multimedia biomedical data retrieval.
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