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Abstract. The heavy use of camera phones and other mobile devices
all over the world has produced a market for mobile image analysis,
including image segmentation to separate out objects of interest. Auto-
matic image segmentation algorithms, when employed by many different
users for multiple applications, cannot guarantee high quality results.
Yet interactive algorithms require human effort that may become quite
tedious. To reduce human effort and achieve better results, it is worth-
while to know in advance which images are difficult to segment and may
require further user interaction or alternate processing. For this purpose,
we introduce a new research problem: how to estimate the image segmen-
tation difficulty level without actually performing image segmentation.
We propose to formulate it as an estimation problem, and we develop
a linear regression model using image features to predict segmentation
difficulty level. Different image features, including graytone, color, gra-
dient, and texture features are tested as the predictive variables, and the
segmentation algorithm performance measure is the response variable.
We use the benchmark images of the Berkeley segmentation dataset with
corresponding F-measures to fit, test, and choose the optimal model. Ad-
ditional standard image datasets are used to further verify the model’s
applicability to a variety of images. A new feature that combines in-
formation from the log histogram of log gradient and the local binary
pattern histogram is a good predictor and provides the best balance of
predictive performance and model complexity.

Keywords: Image segmentation difficulty, linear regression, mobile im-
age processing

1 Introduction

Image segmentation is an important and unsolved research area. In computer vi-
sion, automatic segmentation algorithms aim to divide an image into meaningful
regions for applications such as tracking or recognition [12]. They often involve
supervised training to adjust the parameters for a particular application. Even
with all these efforts, they are not guaranteed to work well on all images and, in
general, do not perform as well as humans [9]. To achieve more reliable results,
interactive segmentation algorithms [4, 8] have been developed and applied to
applications such as image editing, but they require much more user interaction.
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Recently, the growing number of photos on the internet and those taken by
camera phones has posed new challenges. First, it is time-consuming to interac-
tively segment a large quantity of images or examine the segmentation results
one by one. Although co-segmentation has been proposed to segment two or a
group of related images [11, 3], it cannot be applied to a vast amount of unre-
lated images. Second, the widely used camera phones have comparatively limited
computational resources, and image processing on camera phones is still in the
research and development stage [2]. Difficult images should be sent to the server
for processing, while easier ones may be segmented on the camera phone. Third,
even if the camera phones have powerful processors, their small screens pre-
vent users from examining multiple image segmentation results at once, as could
be done on bigger screens. Knowing which images are difficult to segment and
require more attention would save time for users.

Motivated by the above problems, and in contrast to previous research ef-
forts, we address the following questions. Can machines differentiate the images
that are difficult to segment from those that are easy to segment? Assuming
each image has a certain level of segmentation difficulty, can an algorithm quan-
titatively predict the difficulty prior to segmentation? Which features are most
predictive?

To answer these questions, we first need suitable ground truth images with an
indication of how difficult they are for machines to segment. However, defining
evaluation methods for segmentation quality is itself an active research area [13,
14]. To avoid complicating the problem, we use the Berkeley benchmark suite
of 100 color images [9], which are well accepted in the computer vision research
community, as our ground truth dataset. Berkeley researchers tested several
different algorithms on those images and ranked them according to the best
F-measure representing quality of segmentation. As Figure 1 shows, different
images have different F-measures [1], and the smaller the value, the more difficult
is an image for a machine to segment.

Fig. 1. Can an algorithm estimate the machine segmentation difficulty levels? (a) Easy
(F-Measure 0.91), (b) Fair (F-Measure 0.76), (c) Hard (F-Measure 0.44).

As an initial step, we formulated this problem as a linear regression problem
and tested different image features on the 100 Berkeley benchmark images [9] to
derive the model. The reasons behind this choice are twofold. First, linear regres-
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sion models outperform more complex nonlinear models for prediction purposes,
especially in situations with small numbers of training cases, low signal-to-noise
ratio, or sparse data [6]. Second, they can be generalized to nonlinear versions
by using basis-function methods [6].

The main contributions of this work are (i) introduction of the new problem
of estimating image segmentation difficulty levels without performing prior seg-
mentation; (i) determination of relevant and effective features, including a new
feature combining information from the log histogram of log gradient and the
local binary pattern (LBP) texture histogram; and (iii) selection of a model that
has a good generalization ability and low model complexity.

Section 2 describes the mathematical background used in this paper. Section
3 explains our approach and algorithm in detail, including the feature extraction
and modeling process. Section 4 compares the experimental results of different
models and justifies our selection of the most promising model with experiments
on both labeled and unlabeled data. Section 5 concludes the paper and briefly
describes future work.

2 Mathematical Background

A linear regression model with the form
y=XB+e¢, (1)

models the approximate relationship between the dependent variable y and re-
gressors X. When the goal is prediction, linear regression can be used to fit a
predictive model to an observed data set of X and y values. After developing
such a model, if an additional value of X is given, the fitted model can be used
to make a prediction of the value of y.

There are many different regression algorithms. Our method uses the Gram-
Schmidt procedure for multiple regression and Principal Component Regression
(PCR), which uses Principal Component Analysis (PCA) to estimate regression
coefficients. Instead of regressing the independent variables directly on the data,
a subset of the principal components Z,, obtained from the eigenvalue decom-
position of a data covariance matrix is used, providing a regularized estimation.
For more details, please refer to [6].

Cross-validation estimates the prediction error by the extra-sample error.
K-fold cross-validation first divides the data randomly into K roughly equal-
sized partitions. Then K — 1 partitions are used to fit the model, and the other
partition to test it.

3 Details of the Approach

Our method consists of three major parts: (1) transform difficulty measures; (2)
extract image features; and (3) model the relationship between them and select
an optimal linear regression model among all possible choices. When the raw
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data of the difficulty measures do not meet the assumption of linear regression
in terms of normal distributions, a transformation is needed. These transformed
difficulty measures are used as the dependent variables y to fit and test possible
models, using different sets of features as X in Equation 1. The extracted image
features are functions of basic features commonly used in image segmentation
algorithms.

In the modeling process, the key is to find out how much weight each feature
should have and which features should be left out entirely. The naive way to
select a subset of the features is to perform a brute force search, but this is
too costly in high-dimensional feature spaces. We propose the following efficient
algorithm to find the features that will contribute to the optimal model.

3.1 Transformation of Difficulty Measures

If the histogram of segmentation difficulty measures does not resemble a nor-
mal distribution or is skewed, several data transformations are applied to test
whether the transformed data would be better than the original data to use as
the dependent variables y in the linear regression model. Common transforma-
tions including the log transformation and the square-root transformation were
tested in this work. A Quantile-Quantile plot (Q-Q plot) that graphically com-
pares the distribution of a given variable to the normal distribution represented
by a straight line, was used as the tool to choose the best transformation, if one
is needed.

3.2 Feature Extraction

To build a complete model, image features were extracted and statistics com-
puted. Besides simple statistics like mean and variance of color and intensity,
the variance and entropy of the grayscale, color, and texture histograms and the
log histogram of log gradients were investigated as well. The LBP [10] operator
was chosen as the texture measure due to its reported good results in texture
analysis for pattern classification. The log histogram of log gradients was pre-
viously used in blind motion deblurring [7]. In addition, several new features
were extracted from these two histograms as shown in Table 1. According to the
different sources from which the features are computed, the resultant 29 features
were divided into four groups.

1. Statistics from image data
Mean and variance from grayscale, color, LBP texture, and gradient information
(a)+(b).

2. Statistics from histograms
Variance and entropy from the four corresponding histograms calculated from
each image (c¢)+(d).

3. Shape features from log histogram of log gradients
The log histogram of log gradients is represented by shape approximation fea-
tures (e), which are the slopes and intercepts of two lines that approximate the
shape of the histogram as in Figure 2.
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Table 1. Dimensions of Extracted Features

A. Gray- |B. CIE- |C. LBP|D. Log

scale Lab Texture| Grad.
(a) Data Mean 1 3 1 1
(b) Data Variance 1 3 1 1
(c) Hist. Variance 1 3 1 1
(d) Hist. Entropy 1 1 1 1
(e) Shape approx. 4

(f) Maximum bin 1

4. Maximal bin-count feature from LBP histogram
The local binary pattern histogram, using a 16 pixel neighborhood [10], is repre-
sented by the count in the maximal bin (f), which is related to how much smooth
area there is in one image.

Fig. 2. The shape of log histogram of log gradients can be approximated by two straight
lines (a) Easy, (b) Fair, (c) Hard.

As shown by the red dots in Figure 2, the shape of the log histogram of log
gradients of low-resolution images, can be approximated by two straight lines
instead of a Laplacian distribution. Based on this observation, the slopes and
intercepts of these lines are calculated as follows:

1. Calculate the log derivative sum. Letting log0 = 0, calculate the log gra-
dient in x,y direction, logGX and logGY, as the log difference of the grayscale
value of immediate neighboring pixels. Then take the sum logG = logGX +
logGY .

2. Build a histogram of all the values of logG in the interval of [—8, 8] with
a bin size of 0.1 and take the log of the counts in each bin.

3. Find the slopes and intercepts of two straight lines that fit the shape of
the above histogram.

3.3 Modeling Process

Since we model the relationship between image features and segmentation diffi-
culty by a linear regression model, the features used to construct the predictive
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variables must be selected. Different combinations of image features were tested
to construct a group of possible regression models, and cross-validation(CV) was
used to compare them and choose the optimal one.

The testing and comparison were performed from two different directions.
From the full model using all the extracted features, possible reduced mod-
els were generated using PCR. From the ‘minimal’ models using single feature
groups as in Table 1, models using combinations of feature groups were gener-
ated. The optimal models generated from these two paths guide the search for the
global optimal model in terms of predictive performance and model complexity.

From a Full Model to Reduced Models: Principal Component Re-
gression

On a model MO,,.; that includes the maximum number of features m,,qz,
which is the number of all feature dimensions, PCR is run using different numbers
of principal components m € [1, ..., Mmqaz]. When the CV errors are compared,
the model with least error m,,;ncv g Will be selected and denoted by MO pc g -

When the number of features is large, different features may offset each
other’s effect. So the coefficients may not accurately indicate how important
a feature is, but can give us some clues about which type of features are impor-
tant [6]. We sort the feature coefficients 5 in MO, in descending order. The
features corresponding to the largest m.,incv gr coefficients are selected to help
determine which features will be most predictive.

From Models Using Single Feature Group to More Complex Ones:
Feature Group Combination

4

For the 4 feature groups in Section 3.2, there are > C} = 15 different linear
regression models. =

The k-fold cross-validation was run on all 15 models to find the one with
the least CV error. These models are denoted by M, g, where a C (A4, B,C, D)
and 8 C (a,b,c,d,e, f) in Table 1. The optimal model at this step is recorded as
MOOéopt Bopt *

Given agpt, if Bopt does not include all the features in the vertical direction
under each element in o, the missing features are included in building a model
MOB.,,, p,,, with more features for the next step’s search. For example, if
opt = (C), Bopt = [, then a model using features (a), (b), (¢), (d) under (C) will
be built for the next step’s processing and comparison.

The optimal models from Sections 3.3 and 3.3 are compared. The model with
the best combination of least CV error and smallest model complexity is chosen
as the optimal model.

4 Experiments and Results

We use the above algorithm to find the optimal model and most predictive
features from the 100 images (called labeled data) where the F-measure was
available. Berkeley researchers use precision to measure the probability that a
machine-generated boundary pixel is a true boundary pixel and recall to measure
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the probability that a true boundary pixel is detected. When they threshold the
boundary map in order to compare it to the ground truth boundaries, they do
so at multiple levels and record the maximum harmonic mean of precision and
recall as the reported F-measure. Our difficulty measure will be the inverse of
the F-measure estimated by our model.

After the model was derived and proved to be optimal numerically, it was
tested on 743 additional color images. Among them, 70 were from the PASCAL
dataset [5], 30 were from the MSR segmentation dataset [4] and the other 643
were from CMU-Cornell iCoseg dataset [3].

4.1 Building the Model with Labeled Data

Pre-processing of Difficulty Measures The F-measure histogram of the
labeled data resembles a skewed normal distribution (Figure 3). Setting z to be
the F-measure, we tested 4 transformations: —log(1 — 2), log(%5), sqrt(z) and
sqrt(1 — z). The transformation y = —log(1 — z), which had the best Q-Q plot,
was chosen.

30 L ) 3
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(a) (b) (c)

Fig. 3. (a) Histogram of F-measures, (b) Q-Q plot before the transformation, (¢) Q-Q
plot after the transformation.

Feature Extraction For each model, a feature matrix was constructed for
which each row contains features from one image, while each column represents
one of the 29 features over the set of images. All the feature data are standardized
using the mean and standard deviation of each column of the feature matrix.

Modeling Process The following steps were performed to model the relation-
ship between features and segmentation difficulty.

1. Full model and its optimal reduced model computed by PCR:
The experiments were carried out as described in Section 3.3. On each model,
10-fold cross-validation was run 100 times and the average CV error recorded.
The model complexity is represented by the dimension of features used as the
predictive variables. Figure 4 shows that the full 29-dimensional feature model
has the best performance when m (number of principal components) is 12, with
prediction error at 0.005903. We denote this model by M Opcgri2- This result
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indicates that a model with a smaller set of features will perform better than
one with all the features.

0.009

0.008 =\ ,

0.005

0.004

0.003

Cross-Validation Error

0.002

0.001

123456 7 8 91011121314151617 1819 20212223 242526272829

Number of Components

Fig. 4. Principal component regression of the full model.

The coefficients S for features in the full model can give us clues about which
features might be most predictive. After the absolute values of the coefficients
are sorted in descending order, the top 12 are the following features in Table 1:
Cc, Cd, Dd, the lightness mean in Ba, D¢, Cf, Aa, Dc and De. It is clear that
features from the LBP texture and Log gradient information are very important.

2. Optimal model from feature group combinations:

Figure 5 shows a plot of the CV error vs. the number of predictive variables for
the 15 models in Section 3.3. The specific groups of features corresponding to
Table 1 are also indicated on the horizontal axis with parentheses.

The optimal model MO, , s,,. is the one using feature groups 3 and 4, with
5 predictive variables and an error of 0.006372. The error is slightly larger than
that of the model obtained by adding feature group 1 to it, where the error is
0.006148. However, that model’s complexity is 17, much bigger than 5. It can
also be seen that combining feature groups 3 and 4 produces a much better result
than using either group 3 or group 4 individually.

Since feature groups 3 and 4 are related to LBP texture and log gradient
information, the other statistics extracted from those two feature groups, row
(a-d), column (C,D) in Table 1, could be added to make additional models
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Fig. 5. 15 subset models regression.

MOB, g. From Figure 5, adding feature group 1 to groups 3 and 4 yields far
better results than adding feature group 2. Thus we only test the addition of
a C (C,D) and B C (a,b). These addtions result in another Z?zl C: =15
different models for which we plot the cross-validation test results in Figure 6.
It turns out that adding just the variance of image LBP texture produces the
best result among all of the 30 models. This model, denoted by M Og.t6, has a
model complexity of 6 and prediction error of 0.005877.

When M Opcpris is compared to M Oge6, the latter is a better model, because
it has a smaller CV error of 0.005877 with only 6 features instead of 0.005903
with 12 features. We define the features in MOg.46 as the new segmentation
difficulty estimation feature, a 6-dimensional vector containing the variance of
LBP texture, shape approximation of log histogram of log gradients and the
count from the maximum bin in the LBP texture histogram.

4.2 Applying the Model to Additional Data

After the optimal model has been derived and proved to be optimal numerically
as above, we tested it on 743 additional images from three datasets. Experiments
on these unlabeled images can qualitatively indicate how well our model works
on a large number of images used in various segmentation and co-segmentation
tasks. In these experiments, the proposed 6-dimensional segmentation difficulty
estimation features were extracted and their normalized values plugged into the
optimal model derived above, producing estimation of F-measures similar to
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Fig. 6. Another 15 subset models regression containing feature groups 3 and 4 plus the
feature(s) in Table 1 indicated on the horizontal axis in parentheses.

those reported by Berkeley researchers. To make it more intuitive, we define the
segmentation difficulty measure as D=1/(estimated F-measure) for each image.
Thus larger D indicates a more difficult image to segment.

The experimental results demonstrate that our model can reasonably rec-
ognize and estimate that the segmentation difficulty increases as there is less
contrast and more texture in the image without any user interaction. Figure 7
shows three categories of estimated difficulty level: easy, fair, and hard.

5 Conclusion and Future Work

Looking at the challenges in segmenting a large quantity of various images from
a different perspective, we introduced a new research problem: estimating the
segmentation difficulty of an image without performing segmentation. We model
the relationship between image features and segmentation difficulty by a linear
regression model. Besides using the 100 test images of the Berkeley segmentation
dataset as labeled data to build, train and test the optimal model, we tested our
model on 743 color images from three other well accepted datasets to further
verify and demonstrate the power of the model. A new feature using information
from the LBP histogram and log histogram of log gradient of an image was
discovered and proved to be very effective, despite its low complexity. The model
shows good generalization ability in terms of performance and complexity.
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(b) 1.20 (c) 1.22 (d) 1.25  (e) 1.25 (f) 1.12 (g) 1.20
A. Estimated segmentation difficulty measure D of easy images

(a) 1.37 (b) 1.37 (c)1.38  (d)1.43  (e)1.35  (f) 1.32 (g) 1.35
B. Estimated segmentation difficulty measure D of fair images

(a) 1.64  (b) 1.51 (c)1.54 (d) 1.52 (e)1.64 (f) 1.49 (g) 1.54
C. Estimated segmentation difficulty measure D of hard images

Fig. 7. Non-related images and their estimated segmentation difficulty measure
D=1/(estimated F-measure)

Being a fully automatic algorithm to estimate the image segmentation diffi-
culty, our model is not only a useful complement to previous efforts in segmenting
a group of related images, either cosegmentation or interactive cosegmentation,
but can also help process a large quantity of unrelated images by separating
images that are difficult to segment from those that are easy to segment. Due
to these advantages, this work can lead to many interesting applications, such
as grouping images on mobile phones and providing better user experiences in
large-scale content-based image retrieval. In the future, we plan to estimate the
segmentation difficulty levels within a single image by finding local regions that
are hard to segment. We hope the exploration of this topic will give new per-
spectives and lead to more exciting work.
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