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In order to create useful physical robots, tell narratives in animated films and interactive games, or understand the underlying principles behind human movement, it is necessary to synthesize movement behaviors with the same wide variety, richness and complexity observed in humans and other animals. Moreover, these behaviors should be discovered automatically from only a few core principles, and not be a result of extensive manual engineering or merely a mimicking of demonstrations. In this thesis, I develop novel optimal control methods and apply large-scale neural network training to synthesize movement trajectories and interactive controllers that give rise to a range of behaviors such as getting up from the ground, climbing, moving heavy objects, hand manipulation, acrobatics, and various cooperative actions involving multiple characters and their manipulation of the environment. Coupled with detailed models of human physiology, motions that match various kinematic and dynamic aspects of real human motion can be produced de novo, giving the predictive power to conduct virtual biomechanics experiments. The resulting movements are also used to successfully control a physical bipedal robot. The approach is fully automatic and does not require domain knowledge specific to each behavior, pre-existing examples or motion capture data. Although discovery and learning are computationally-expensive and rely on cloud and GPU computing, the interactive animation can run in real-time on any hardware once the controllers are learned.
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Chapter 1

INTRODUCTION

Automated synthesis of complex movement behaviors is one of the long-standing grand challenges in computer graphics and robotics, that would also have a great impact on biomechanics, and neuroscience. Human and other animal motor behavior exhibits a seemingly infinite complexity at a multitude of scales, from the movement of a hand to the movement of multiple interacting animals. Building competent and useful physical robots, or visually telling narratives in virtual media such as animated films and interactive games both require endowing movements of robots or virtual actors with the same level of richness and expressiveness observed in animal motor behavior. Conversely, ability to artificially synthesize such motor behavior from first principles can give scientific insight into how it comes about in biological systems.

An automated synthesis method would ideally be capable of creating motions that span the space of all possible animal behaviors. In addition, such a method would not require expert or labor-intensive authoring in the form of keyframes, reference trajectories, or any specific details of the intended movement. It would also not require any direct or indirect use of motion capture data. Instead, movement details and complexity should emerge de novo from an automated procedure whose only inputs are intuitive high-level goals that are easy to specify.

For example, the user would like to synthesize realistic walking for a given human character by simply specifying a desired velocity for the torso. Running should emerge when the specified velocity is higher, jumping should emerge when a target height is given, and kicking when the character’s foot must have certain velocity at a given point in space. In the task of a hand picking up an object, user merely specifies the desired final position of the object. The hand and finger movements and finger-object interactions are then synthesized automatically. Similarly, twirling a pen between the fingers is specified as a desired angular velocity for the pen; drawing is specified
as a desired trajectory for the tip of the pen, etc.

Very importantly, an automatic framework for synthesis of complex behaviors should not be restricted to human morphology. After all, many robotic platforms bear no resemblance to humans. The framework should be capable of creating complex behaviors for arbitrary real or invented morphologies, creating a rich gamut of behaviors that spans all imaginable interactions with the environment, and all imaginable movement goals.

The most progress towards this ambitious agenda has been made in the domain of walking. After three decades of intensive research, we now have algorithms that can make simulated humanoids walk robustly and realistically in response to high-level interactive inputs such as desired body velocity and orientation. These algorithms are successful because they exploit domain-specific knowledge: state machines synchronized to the relatively simple and stereotypical pattern of foot-ground contacts, reduced models based on inverted-pendulum dynamics or other features important for walking, and trajectory optimization methods that rely on customized cost functions and manual specification of contacts. The success of these methods comes at the price of limited generality: they provide a unique and different type of model and solution for each of the common locomotion tasks such as walking, running and jumping. With the state-of-the-art in automated motion synthesis prior to this thesis, any additional complex behavior would require a new movement model carefully crafted by experts from scratch. Each of these new movement models would require specific domain knowledge carefully integrated into the motion synthesis algorithm.

Despite its importance, current understanding of hand manipulation lags even further behind locomotion. This likely reflects the intrinsic difficulty of the problem. Indeed it is notable that most animal species are capable of impressive locomotion, while only humans can perform full-blown manipulation, and appear to do so using specialized neural pathways that partially bypass the spinal circuits [100]. From a computational perspective hand manipulation is a difficult problem not only because of the large number of degrees of freedom of the hand and under-actuation of the object being manipulated, but perhaps more importantly, because of the contact interactions involved. Planning and control in the presence of contact discontinuities is very challenging. Nevertheless hand manipulation is unique in that a large number of contacts can appear and disappear in rapid
succession, and dynamic phenomena such as rolling and sliding can be actively used. This makes it virtually impossible to synthesize realistic hand manipulation by pre-specifying contact events as in the case of walking.

An alternative to automatic synthesis is to manually animate motions from scratch, but this requires a skilled artist and is a very time and labor intensive process. Similarly, approaches based on motion capture or scripting have played an important role in computer graphics and will continue to do so, but do not easily generalize to novel behaviors or body morphologies. Motion capture is also particularly technically challenging in hand manipulation: optical systems suffer from occlusions and marker mis-identifications when tracking a large number of markers in a small volume, while data gloves impede natural movements and also limit tactile sensation – which in turn is essential for dexterous manipulation in humans [53].

The behavior-specific approach to motion synthesis and capture is at odds with the variety of human motor behavior, exhibited in movements that do not fall into standard categories such as locomotion or reaching. Often, these behaviors are more challenging than locomotion in the sense that they involve longer, more complex (spatially and temporally) movement plans, and less stereotypical or cyclic movements. Examples include movements that use more than just legs, or just arms, but that use other parts of the body, movements that can represent the full space of interactions between the human body and the ground and other arbitrary objects in the environment, complex manipulations of objects by one or many humans collaboratively, hand-walking, climbing – to name just a few. In this thesis I present a step towards a more general yet fully automated framework for behavior synthesis, capable of producing a wide variety of less commonly studied but important animal behaviors.

1.1 Contact-Invariant Trajectory Optimization

A very general approach to motion synthesis is to pose the problem as trajectory optimization [140]. The trajectory of the robot or virtual character is treated as a collection of unknown parameters that must satisfy objectives or constraints such as kinematic and dynamic plausibility of the motion, along with high-level goals specified by the user. Given a particular initial position of the
robot and a goal, traditional numerical optimization methods can be used to solve for an optimal trajectory that simultaneously satisfies all these objectives.

The problem is challenging for all but the simplest problems because trajectory optimization on complex three-dimensional humanoid models lead to high-dimensional search spaces and complex nonlinear constraints that are difficult to satisfy. Furthermore, ground contact forces that change abruptly with body kinematics lead to discontinuous objective energy landscapes prone to poor local minima. To alleviate these issues, many approaches make use of human motion capture data to restrict the search space around stereotypical motions.

The power of the framework I propose in a part of this thesis lies in its ability to optimize movements trajectories through multiple contact events. The approach was motivated by the observation that contact interactions are essential for most animal and human movements. Previous work on motion synthesis through numerical optimization has either pre-defined the contact interactions, or expressed them as functions of the movement trajectory and thereby optimized them indirectly, almost as a side effect of trajectory optimization. The reasoning is that, if contacts are essential, they should play a more central role.

At the core of the framework is the contact-invariant optimization (CIO) method that enables simultaneous optimization of contact and behavior. This is done by augmenting the optimization problem search space with scalar variables that indicate whether a potential contact should be active in a given phase of the movement. These auxiliary variables affect not only the cost function but also the dynamics (by enabling and disabling contact forces), and are optimized together with the movement trajectory. Intuitively, CIO is a way of reshaping a highly discontinuous and local-minima-prone search space of movements and contacts, into a slightly larger but much better-behaved and continuous search space that enables local optimization strategies to find good solutions.

The resulting framework is capable of producing a wide variety of important human behaviors, such as getting up from the ground, crawling, climbing, moving heavy objects, acrobatics (handstands in particular), and various cooperative actions involving two characters and their manipulation of the environment. The approach is not specific to humans, but can synthesize behaviors
for other imagined morphologies. It is also be applied to a wide range of hand manipulation tasks including grasping and picking up objects, twirling them between the fingers, tossing and catching, drawing, obtaining motions whose complexity exceeds prior results obtained automatically.

1.2 Control Policy Search:

While the trajectory optimization framework proposed above can solve very complex motion synthesis problems, the process of numerical optimization takes a long time for high-dimensional characters and the resulting solution is appropriate to only one particular initial condition and goal. If a new goal is given, the optimization problem must be solved again. This prevents the method from being applicable to interactive real-time use. Moreover, the synthesized motions often exhibit high variance, where either a small change to the goal or initial condition leads to very large change in the solution motion trajectory. High variance can also arise where individual elements within a cyclic trajectory (such as footsteps in a walk) all looking slightly different from each other. This can make the approach unpredictable when deployed on physical robots. Lastly, trajectory optimization is unlikely to reflect how animals reason about movement. To walk forward, it is unlikely that animals plan intricate orchestration of muscle activities, but instead make use of simple learned motor skills or heuristics that are reused in the behavior.

Therefore, instead of finding an optimal motion trajectory, one can find an optimal control policy: a function mapping states to actions of a character, that when applied repeatedly will achieve the given goals. The policy search problem is then to find such a policy function. The resulting controllers specified by this policy function can then be used interactively in real-time to generate complex, stable and realistic movements for the character without a significant computational cost. Such controllers can adapt to unexpected changes in goal objectives, perturbations due to noise and modeling errors, and can also serve as computational models in biomechanics and neuroscience.

Unfortunately, creating such controllers to date has been a difficult and largely manual process. The general approach of posing policy parameter search as an optimization problem similar to the previous section leads to very difficult problems for complex tasks. Policy gradient methods derive the gradient of policy performance with respect to parameters and apply numerical optimization
algorithms [95], but are subject to many numerical and local minima issues. Sampling-based methods have also been applied [122], but for complex problems the state and action spaces are often too large to sample thoroughly. Thus, most successful approaches for tasks relied on interpolation in motion capture datasets, as well as state machines designed for specific goals. In contrast, I seek a representation that does not require significant manual tailoring for application to new characters/goals.

Compare this to the rapid march towards automation taking place in machine learning and related areas. It is now possible to train neural networks to perform vision or speech recognition tasks with remarkable accuracy [31, 61, 108]. Equally remarkable is the level of automation and the simplicity of the training procedures. So why are we not enjoying the same benefits in control? It is not because people have not tried. Indeed control was among the early applications of neural networks [88]. However, unlike in vision or speech recognition the learning task for the network is harder. This is because we need precise real-valued outputs as opposed to categorical outputs, and also because our network must operate not on i.i.d. samples, but in a closed loop, where errors can amplify over time and cause instabilities. Another challenge caused by limited datasets is the potential for over-fitting and poor generalization. Reinforcement Learning and Approximate Dynamic Programming [9, 109, 118] have given rise to many techniques for function approximation in the context of control. These include indirect methods based on value function approximation [65] as well as direct policy search methods [95, 117]. Some of the most interesting robotic behaviors generated by neural networks are swimming and crawling [50] but they do not involve control hazards such as falling, dropping an object or hitting an obstacle. Data-intensive methods have also been pursued in imitation learning (alternatively learning from demonstration) [106]. These methods learn policy parameters from demonstration trajectories. In many cases, this amounts to performing regression or classification, however the learned policy is limited to performing tasks similar to demonstration data. And as demonstration trajectories commonly come from humans performing a task, they may not be consistent dataset to learn from.

As part of this thesis, I propose to combine the benefits of trajectory optimization and recent supervised learning methods. The obvious approach would be to generate a lot of optimal trajec-
Figure 1.1: Factor graphs of various motion and policy synthesis methods compared to method in this thesis. Parameters being optimized are in circles and objective factors are rectangles.

...
consistent dataset to learn a policy from. This approach as related to others is shown in figure 1.1

The resulting algorithm and controller architecture provide interactive real-time control for multiple to complex three-dimensional characters. The same method is able to generate stable and realistic behaviors in a range of diverse tasks – swimming, flying, biped and quadruped walking. It does not require motion capture or task-specific features or state machines. It is also responsive to changes in the task itself. If the task has real-valued parameters – such as the location of a target, or the desired speed of movement – these parameters are encoded as inputs to the network. In this way the same controller can be used to solve a continuum of related tasks.

1.3 Applications to Biomechanics and Robotics

Ability to artificially synthesize complex motor behavior from first principles can give insight into how such behavior comes about in biological systems. It can be used to conduct virtual experiments, for example studying how various surgical procedures, equipment, or prosthetics affect the movement of the human body.

Unfortunately, directly applying trajectory optimization for generation of human-like motion is problematic due to the difficulty of formulating general constraints or objectives that characterize ”human-like” motions. Since the actuation mechanism of the humanoid model has significant impact on the realism of synthesized motion [73, 137], my work actuates the lower body joints with Hill-type musculotendon units (MTUs). The MTUs regularize the synthesized torque patterns and enable the use of a biologically-plausible effort model, such as metabolic energy expenditure [10]. Unlike prior work that utilized MTUs and biologically-inspired objectives to generate human locomotion [137], work in this thesis need not rely on a task-specific control structure. As a result, the approach is not limited to steady-state walking and running. Attention is restricted to the fidelity of lower limb motion since a simplified model of the musculoskeletal system for the lower body is readily available.

The work in this thesis demonstrates that a single trajectory optimization formulation can produce high-fidelity lower body motion for a range of human activities, without the need for prior motion data or task-specific control structures. I evaluate the presented approach by synthesiz-
ing high-fidelity locomotion in a variety of conditions and validate that straight line walking and running results compare favorably to human data in both kinematics, joint moments, and ground reaction force patterns. Additionally, I verify that the results exhibit important features of human motion for walking up and down slopes, gait initiation, as well as jumping and kicking motions.

In the field of robotics, the mechanical and actuation capabilities of modern robots are quickly surpassing our ability to control them in ways that do justice to their hardware. Especially challenging are under-actuated systems such as humanoids where some form of dynamic planning appears to be unavoidable. However, much of previous work on controllers deployed on physical systems again tended to rely on task-specific simplifications and reduced models. Examples are ZMP and inverted pendulum models – which have been very successful in walking [13, 20, 58, 112, 131]. Another pragmatic approach is for a team of engineers to spend weeks designing and fine-tuning a specialized controller (usually a reference trajectory with PD gains around it), but ideally this effort will be automated.

This thesis presents initial work on transferring full-body dynamic movement plans from simulation to the real world. The obvious place to start is to build the most accurate model possible with reasonable effort, optimize a movement trajectory, play it on the robot and see what happens. Not surprisingly, the robot falls. This thesis focuses on working with Darwin-OP, and indeed using an inexpensive and easy-to-handle robot may be key to making progress in this direction. The next obvious step is to use the locally-optimal time-varying linear feedback control law which most trajectory optimizers generate, and apply it to the physical system with the hope that it will suppress deviations from the planned motion. This improves performance somewhat as will be sown later, but in a nutshell it still doesn’t work. One answer could be that more accurate models and state estimators are needed – and if one had them performance would certainly improve. In that sense, the next step in model-based control may not be so much about control but rather about system identification and state estimation. Yet developing more accurate modeling techniques, especially for complex robots where multiple poorly-understood factors can mask each other and complicate the interpretation of sensor measurements, will take time.

My main contribution in this area is a new method for transferring model-based controllers
to physical systems that can tolerate the errors in our existing models. The idea is conceptually simple: instead of optimizing through one (nominal) model, I optimize through an ensemble of models obtained by perturbing the parameters of the nominal model. The new method is again based on contact-invariant optimization and adapted to the ensemble case. I show that the resulting trajectories can indeed be executed on the physical system with high success rate, for diverse tasks including forward and sideways walking, turning, and getting up from the floor.

1.4 Contributions and Thesis Overview

The remainder of this thesis will be structured as follows. Chapter 2 will review the related work in the areas of computer graphics, robotics, machine learning, biomechanics and neuroscience. Chapter 3 will introduce the first contribution of this thesis, contact-invariant optimization (CIO) and describe its application of simplified character motion synthesis and hand manipulation. Chapters 4 and 5 will further describe the applications of CIO to synthesis of biomechanically-plausible human motion and for motion of physical robots. Chapter 6 will describe the second contribution of this thesis, the method to learn interactive neural network controllers based on results of contact-invariant optimization.
Chapter 2

RELATED WORK

The problem of synthesizing motion behaviors has generated a large amount of interest and proposed solutions in a number of fields, including computer graphics, robotics, and biomechanics. In this chapter, I will review the relevant approaches from these fields.

2.1 Motion Planning and Trajectory Optimization

Early approaches to synthesizing human motion in have been able to produce a wide repertoire of skills [44, 45, 141], but required expert manual specification for each new task. Since then, a lot of fruitful work has focused specifically on the task of locomotion. Simplified dynamical systems representing walking [55, 63], running [107], push recovery [99] and uneven terrain navigation [80] have been proposed that are well suited to analysis and control. The results were extended to full-detail bipeds [28, 143, 147] and quadrupeds [23]. [89, 110] have tried to capture different modes of locomotion within a single controller, though they still assume a fixed pattern of foot contacts that are specific to locomotion. Others proposed to intelligently combine individual controllers [21, 26, 34, 91], although they still rely on existence of base controller libraries.

A more general approach to motion synthesis has been to pose the problem as trajectory optimization, subject to user constraints [139]. However, it is a very difficult optimization problem, prone to many local minima and discontinuities due to contact phenomena. To alleviate these issues, many approaches make use of human motion capture data to restrict the search space around stereotypical motions and pre-specify contact events [35, 76, 97, 104]. [75] adapts motion capture data and contacts to multi-character interactions. By optimizing contact times for cyclic patterns, [134] is able to synthesize gaits for a wide variety of non-humanoid characters from scratch. While the key advantage of my method is that it does not need motion capture data, it can never-
theless be adapted to take advantage of available data. All the method would have to do is augment or replace the abstract task specification with one that encourages staying close to the data.

Rather than placing restrictions on the optimization problem to solve it, several methods have focused on shaping the energy landscape to be smoother and better behaved. To widen the solution feasibility region, [130] initially use unphysical helper forces to aid the character and reduce them as optimization progresses, while [148] parametrizes the difficulty of the task itself. [12, 125] reformulate contact as a smooth, rather than discontinuous phenomenon, where contact forces are always active, but smoothly diminish with the distance to the ground. The latter method has demonstrated success for continuous optimization of cyclic gaits [33]. [52] accurately models characters with soft tissue, and shows improvements in stability and robustness for simple tracking algorithms. However, applying these formulations to general trajectory optimization problems remains difficult, because contact decisions are made implicitly as a (highly non-linear) function of the character’s pose. Some methods (such as [72, 90, 145]) directly include contact forces as variables to be optimized, but they only have limited ability to manipulate contact state. By contrast, contact variables introduced in this thesis make contact decisions explicit in the optimization problem.

Reasoning about contact events for navigation and object manipulation has also been considered by several planning approaches in robotics. [17, 41, 57, 62] decompose the problem into two stages, first planning foot or hand placements and then synthesizing a motion trajectory that follows those placements. The two stages are only loosely coupled, and may not always produce the most efficient strategies. By contrast, my approach jointly plans both the contact events and the motion trajectory, and is able to exploit any synergies between the two.

The importance of temporally-extended actions and their potential to speed up optimization has been recognized in reinforcement learning, and has led to the Options framework [118] which uses the formalism of Semi-Markov Decision Processes. In that framework however the temporally-extended actions have to be specified in advance, while approach in this thesis discovers them automatically.
2.2 Hand Manipulation

In graphics and animation, the most common approach to hand manipulation has been to rely on motion capture data to various degrees. Collecting such data is not easy as already mentioned, but the lack of automated methods has left animators with no other choice. Among the more popular methods in this class are [96, 144]. I will not discuss the details here (except for the issue of dimensionality reduction – see below) since my work is quite different. An up-to-date discussion of hand manipulation based on motion capture can be found in [146].

Another approach that can synthesize finger-object contacts automatically, given only the desired motion of the object and an initial grasping pose, is [71, 72]. This is a hierarchical scheme where contact forces are computed on the high level while corresponding joint torques are computed on the low level. The high level did not anticipate the making and breaking of contacts, but instead planned forces at existing contacts so as to achieve the desired object accelerations. Rich yet unanticipated contact dynamics were then obtained in forward simulation. The same group later developed a more systematic method for generating contact events, based on careful sampling [146]. The object and wrist trajectories were measured using motion capture, and finger trajectories compatible with the measurements were then computed automatically. The results were quite remarkable. However this method is sensitive to the specifics of the motion capture data, e.g. having irregular object velocity consistent with the underlying finger gate. Unlike methods using soft costs (which can smooth out measurement imperfections), the sampling method uses a hard criterion for compatibility with the recorded motion and makes binary decisions based on this criterion, thus it is not clear how its sensitivity can be reduced.

In the field of robotics, grasping has received more attention than any other type of hand movement, and has been automated through a variety of methods that do not rely on motion capture. These methods are not applicable to dexterous object manipulation, but nevertheless are based on important ideas. One such idea is force closure – which is in some sense the equivalent of locomotion stability criteria such as ZMP. More generally, researchers have considered a variety of grasp quality metrics, and optimized the grasp pose with respect to them [86, 87]. See also the review
papers [11, 93].

A more intuitive yet robust approach to grasp synthesis is to position and pre-shape the hand near the object, and then simply close the fingers, relying on their compliance to curl around the object [25]. In this approach one does not need to model the hand-object interactions in detail. The quality of an initial pose can be defined as the grasp quality of the final pose resulting from this procedure. Even if such heuristics can work, it is not clear how often humans actually use them. Indeed it was recently shown that the nervous system predicts finger-object contacts around 100 msec before they occur, and begins to adjust muscle activity so as to transition from motion to force [78]. In terms of numerical optimization, it is notable that methods for automated grasp synthesis have relied on extensive sampling or restarts, again because the search space has many poor local minima.

While biological systems have many DOFs, the movement behaviors observed in daily life span a small fraction of the space that is potentially accessible. This is due to a combination of biomechanical and neural factors which have been debated for decades [64, 128]. Every researcher who has looked for dimensionality reduction in movement data appears to have found it - at the level of kinematics [92, 105, 124], instantaneous muscle activity [129], spatio-temporal patterns of muscle activity [27], organization of feedback control laws [77]. This may be why it is possible to interpolate in motion capture databases and obtain plausible movements. Without reduced dimensionality, the volume of space that needs to be filled with data would be so large that interpolation would be unlikely to work. With regard to hand manipulation, it was shown [105] that the hand poses used to grasp arbitrary objects lie in a surprisingly low-dimensional space: the first 4 principal components accounted for over 95% of the variance in the data. In more complex manipulation tasks the effective dimensionality can increase from 4 to 10, but is still half the number of recorded DOFs [124]. This low-dimensional structure has been exploited in robotics to speed up the search for viable grasping poses [18].
2.3 Biomechanically-Plausible Motion Synthesis

As mentioned in the first section, early efforts in human-like motion synthesis focused on hand-designing controllers for specific activities and significant efforts in recent years being devoted to improving controller robustness and motion style for simulated locomotion. Yet methods that produce the most human-like motions require significant customization of the target trajectory or the control structure [22, 137], while more flexible control algorithms fall short of generating motions that appear natural [28]. For example, [137] demonstrate that human-like walking and running can emerge from biologically-plausible modeling of the musculotendon units in the lower body. However, their work relies on a detailed control structure that was designed specifically for steady-state locomotion and produced only fixed-velocity walking or running.

While trajectory optimization had shown early promise with simple character models [19, 140], applying it to full three-dimensional human models proved challenging. Traditional trajectory optimization formulations have failed to produce high-fidelity human motion de novo, both due to the difficulty of the optimization problem, and the difficulty of formulating general constraints or objectives that characterize "human-like" motions. Success again relied on using motion capture or prior animation data to constrain the problem, or limiting the scope to ballistic motions that are determined by relatively simple mechanical principles [35, 73, 74, 97, 104, 114]. [134] presented impressive results for imaginary animal locomotion, but their work did not produce high-fidelity human gaits. Similarly [3] explored a wide range of humanoid motions, but their work relied on many task-specific objectives and produced results of limited fidelity.

In biomechanics, trajectory optimization with abstract models had been used to study arm and saccadic eye movements [40], as well as human gait selection [111]. Anderson and Pandy [7] used dynamic optimization with a detailed musculoskeletal model of the lower body to synthesize a single walk cycle. However, they dealt with a much more restricted solution space, in which the first configuration in the trajectory was specified based on human walking data and the motion was constrained to be cyclical. The same model was also used to simulate a vertical jump [6], again with a fixed initial configuration. I likewise use a musculoskeletal model for the lower body,
which enables better modeling of energy expenditure and restricts internal forces to be biologically plausible. However, the optimization framework in this thesis is considerably more powerful and supports motion synthesis for a broader range of activities.

### 2.4 Interactive Controllers

Interactive character control has long been attempted with a multitude of techniques. A common approach is to interpolate existing kinematic animation clips or build statistical models of various levels of sophistication to generate novel motions at interaction time [39, 59, 68, 70, 102, 135]. However, these kinematic techniques do not consider physical dynamics: they are not able to respond to new disturbances and may require additional work to clean up kinematic artifacts (such as foot sliding [60]). Additionally, they require prior data representing motion instead of generating behavior directly from a creature’s structure. [133] demonstrate novel creature action with motion graphs, but contact characteristics still need to be specified for each creature. In a slightly different direction, datasets manually animated in creature-invariant coordinates can be used for previously unspecified creature animation [42].

Using physics based controllers allows for interaction, but once again, these controllers need specially designed architectures for each range of tasks or characters. Smooth and low-dimensional dynamical systems such as quadrotors admit principled solutions based on nonlinear control theory [47, 83]. Biped location common approaches include specialized state machines and simplified models [?, ?, ?, ?, ?, 99, 149]. For quadrupedal characters, a different set of state machines, contact schedules and simplified models is used [24, 101]. For flying and swimming yet another set of control architectures, commonly making use of explicit cyclic encodings, have been used [51, 54, 142]. Work in this thesis seeks to unify these different controller architectures.

In the more general setting, concurrent to the work in this thesis, controller architectures based on neural networks was shown to produce very promising results [49, 69, 119]. Additionally, in some cases trajectory optimization is applicable in interactive settings using model-predictive control [1, 120], where the trajectory is re-optimized as often as possible, using the previous solution for warm-start. This has given rise to impressive results, but is limited to behaviors where short-
horizon planning (on the order of a second) is sufficient, and furthermore if the optimizer gets into a poor local minimum it is not clear how to proceed in real-time.
This chapter will present a motion behavior synthesis framework capable of producing a wide variety of important human behaviors that have rarely been studied, including getting up from the ground, crawling, climbing, moving heavy objects, acrobatics (hand-stands in particular), and various cooperative actions involving two characters and their manipulation of the environment. The framework is not specific to humans, but applies to characters of arbitrary morphology and limb configuration. The approach is fully automatic and does not require domain knowledge specific to each behavior. It also does not require pre-existing examples or motion capture data.

At the core of the framework is the contact-invariant optimization (CIO) method introduced in this chapter. It enables simultaneous optimization of contact and behavior. This is done by augmenting the search space with scalar variables that indicate whether a potential contact should be active in a given phase of the movement. These auxiliary variables affect not only the cost function but also the dynamics (by enabling and disabling contact forces), and are optimized together with the movement trajectory. Additional innovations include a continuation scheme allowing helper

Figure 3.1: A selection of motions synthesized by Contact-Invariant Optimization.
forces at the potential contacts rather than the torso, as well as a feature-based model of physics which is particularly well-suited to the CIO framework.

3.1 The key idea: Contact-Invariant Optimization (CIO)

As with prior methods for automated behavior synthesis, the CIO method also comes down to exploiting domain-specific knowledge. The important difference is that the domain to which the method is tailored is much larger, and includes any behavior of any articulated character where contact dynamics are essential. This is a very large domain because almost all limb movements performed on land are made for the purpose of establishing contact with some object (including the ground) and exerting forces on it. A suitable set of contacts provides actuation: once you grasp an object you can manipulate it; once you plant your feet on the ground you can generate forces on your torso. Complex movements tend to have phases within which the set of active contacts remains invariant. Such invariance greatly reduces the space of candidate movements. In complex behaviors and in complex environments, however, it is difficult to know in advance what these contact sets should be and how they should change from one phase to the next. Unlike prior work on walking where contact information was specified manually and left outside the scope of numerical optimization, I believe that discovering suitable contact sets should be the central goal of optimization. Once this is done, optimizing the remaining aspects of the movement tends to be relatively straightforward.

Intuitively, CIO is a way of reshaping a highly discontinuous and local-minima-prone search space of movements and contacts, into a slightly larger but much better-behaved and continuous search space that enables optimization strategies to find good solutions. The main technical innovation in the CIO method is the introduction of scalar variables that indicate whether a potential contact should be active in a given phase. These auxiliary variables affect not only the cost function but also the dynamics (by enabling and disabling contact forces), and are optimized together with the movement trajectory. In this way the optimizer is provided with abstract but nevertheless useful information: namely that movements should have phases, and that the contact set should remain invariant within each phase. The specific sets of active contacts that are suitable for each phase
of each behavior are then discovered by the optimizer fully automatically. Additional innovations include a continuation scheme allowing helper forces at the potential contacts rather than the torso, as well as a feature-based model of physics which is particularly well-suited to the CIO framework.

3.2 Rationale and Overview

My work was motivated by the observation that contact interactions are essential for most animal and human movements. Previous work on motion synthesis through numerical optimization has either pre-defined the contact interactions, or expressed them as functions of the movement trajectory and thereby optimized them indirectly, almost as a side effect of trajectory optimization. My reasoning was that, if contacts are essential, they should play a more central role. This suggested optimizing over some auxiliary decision variables which directly describe when and where contacts are made. Our first attempts to develop such a method failed in interesting ways. We defined discrete variables specifying contacts between pairs of objects, and a continuous feedback control method that pushed the character along trajectories consistent with this high-level contact specification. I found that, even though setting such discrete variables was relatively easy for humans (resulting in a novel way of motion scripting), optimizing them automatically was basically intractable. This was partly because discrete optimization is generally hard, and partly because it is difficult to tell what constitutes a good set of contacts without simultaneously considering the detailed trajectory that instantiates them. The moral of the story was that decisions regarding contact interactions should be encoded as continuous rather than discrete variables, and should be optimized simultaneously with the movement trajectory.

Continuous specification of desired contacts naturally leads to the idea of weights in cost functions. The contact-related auxiliary variables I use here (denoted \( c_i \geq 0 \) for contact \( i \)) have the following semantics: if \( c_i \) is large contact \( i \) must be active (i.e. the corresponding bodies must be touching), while if \( c_i \) is small I do not care what happens at contact \( i \). Another important observation is that complex behaviors are naturally decomposed into phases, and the set of contacts remains invariant in each phase. The contact forces are not invariant (on the contrary, they change a lot) but the presence or absence of a contact is. This suggests making \( c_{i,t} \) piece-wise constant over
time, i.e. defining \( c_{i,\phi(t)} \) where \( \phi(t) \) is the movement phase at time \( t \). The most direct approach at this point would be to define auxiliary cost terms weighted by \( c_{i,\phi} \). If I did that, however, the optimizer will immediately set all \( c \)'s to zero and effectively eliminate my auxiliary costs. One way to prevent this would be to constrain the sum of the \( c \)'s, but this amounts to telling the optimizer how much overall contact it should use in a given behavior, and I do not know the answer in advance.

This leads to the next important realization – which is that my auxiliary variables \( c \) should also affect the dynamics, in such a way that setting them to zero would be suboptimal. Since they are associated with contacts, the natural way to enter the dynamics is to allow contact forces to be generated at contact \( i \) only when the corresponding \( c_i \) is large. This has another unexpected benefit: instead of finding the active contacts and performing various calculations that depend on the output of the collision detector (and are therefore non-smooth and difficult to optimize over), we can assume that the active contacts are those whose \( c \)'s are large, resulting in simpler computations with smooth output.

The approach outlined above requires all potential contacts to be enumerated in advance, and an auxiliary variable \( c_i \) to be defined for each of them. If there are \( N \) bodies, we have \( N^2 \) potential contact pairs. To keep the problem size more manageable I introduce an unusual notion of contact which is one-sided, i.e. we associate the \( c \)'s with individual bodies (called end-effectors below) rather than pairs of bodies. Thus we have \( N \) auxiliary variables instead of \( N^2 \). A potential drawback is that the law that "each action has equal and opposite reaction" no longer holds in a strict sense, although in practice the violations appear to be small and we have not found them to be problematic.

Finally, I introduce a simplified physics model consistent with my contact-centric philosophy. Instead of parametrizing the joint-space configuration of the character and using forward kinematics to compute end-effector positions and orientations, we parameterize the end-effectors and use inverse kinematics to define the joint-space configuration. In this way the optimizer can work directly with the end-effectors to which the auxiliary variables are associated. Kinematic constraints (i.e. fixed limb sizes and joint limits) are enforced as costs, and the dynamics are simplified by assuming that all mass is concentrated at the torso. We do not yet know if this physics simplifi-
cation was necessary, and will find out in future work. We do know however that the method as presented below exceeded my most optimistic expectations, and synthesized remarkably complex movements within a couple of minutes of CPU time.

3.3 Contact-Invariant Optimization

I now describe the CIO method in detail. I will begin with a general formulation that can be adapted to different types of physics models and tasks. I then describe my specific simplification of physics, followed by details of the behavioral tasks and the numerical optimization procedure.

3.3.1 General formulation and contact-invariant cost

Let $s$ denote the real-valued solution vector that encodes the movement trajectory and auxiliary variables. The trajectory can be represented directly by listing the sequence of poses, or by function approximators such as splines (which is what I use here). All that is required is that the character pose $q_t(s)$ is a well-defined function of $s$ at each (discrete) point in time $1 \leq t \leq T$. The auxiliary variables $c_{i,\phi(t)}(s) \geq 0$ are also included in $s$. The overall movement time $T$ is partitioned into $K$ intervals/ phases, and $1 \leq \phi(t) \leq K$ is the index of the phase to which time step $t$ belongs. In my current implementation the number of phases is predefined and their durations are equal, although in principle these parameters can also be optimized in an outer loop. $1 \leq i \leq N$ is an index over "end-effectors". Here end-effector does not refer to an entire rigid body (e.g. a hand or a foot), but to a specific surface patch on one of the rigid bodies. These patches/end-effectors are the only places were contact forces can be exerted, as explained below. The function $p_i(q) \in \mathbb{R}^3$ returns the center of patch $i$.

The CIO method computes the optimal solution $s^*$ by minimizing a composite objective function $L(s)$ in the form

$$L(s) = L_{CI}(s) + L_{Physics}(s) + L_{Task}(s) + L_{Hint}(s)$$

$L_{CI}$ is a novel contact-invariant cost introduced here. $L_{Physics}$ penalizes physics violations; physical consistency is enforced using a soft cost rather than a hard constraint because this enables powerful
continuation methods. $L_{\text{Task}}$ specifies the task objectives, and is the only term that needs to be modified in order to synthesize a novel behavior. $L_{\text{Hint}}$ is optional and can be used to provide hints (e.g. ZMP-like costs are used here) in the early phases of optimization. Continuation methods are implemented by weighting these costs differently in different phases of optimization; see below.

The contact-invariant cost $L_{\text{CI}}$ is defined as

$$L_{\text{CI}}(s) = \sum_t c_{i,\phi(t)}(s) \left( \|e_{i,t}(s)\|^2 + \|\dot{e}_{i,t}(s)\|^2 \right)$$  \hspace{1cm} (3.2)

$e_{i,t}$ is a 4D contact-violation vector for end-effector $i$ at time $t$. Recall that a large value of $c_{i,\phi(t)}$ means that end-effector $i$ should be in contact with the environment during the entire movement phase $\phi(t)$ to which time $t$ belongs. Thus when $c$ is large we want the corresponding $e$ to be small. This vector encodes misalignment in both position and orientation. The first 3 components of $e$ are the difference vector between the end-effector position $p_i(q_t)$ and the ”nearest point” on any surface in the environment (including other body segments). The last component of $e$ is the angle between the surface normal at the nearest point and the surface normal at the end-effector. The cost $L_{\text{CI}}$ penalizes both $e$ and its velocity $\dot{e}$ which corresponds to slip.

Our definition of ”nearest point” is unusual in an important way: we effectively use a soft-min instead of a min operator. Let $n_j(p)$ denote the actual nearest point to $p$ on surface $j$. Define the weights

$$\eta_j(p) = \frac{1}{1 + \|p - n_j(p)\|^2 k}$$ \hspace{1cm} (3.3)

where $k = 10^4$ is a smoothness parameter. A virtual nearest point is then obtained by normalizing the weights $\eta_j$ to sum to 1, and computing the weighted average of the $n_j$’s. Intuitively, when $p_i$ is far from any surface (and $c_i$ is large), the cost $L_{\text{CI}}$ will push it towards some average of the surface ”mass”. When $p_i$ gets close to a surface, it will be pushed towards the nearest point on that surface. This construction also makes $L_{\text{CI}}$ smooth, which facilitates numerical optimization.
Next I describe the physics-violation cost $L_{\text{Physics}}$. This cost has two components. One is general and depends on my novel formulation of contact dynamics which is essential to the CIO method. The other is specific to the simplified model of multi-body dynamics described below – which can be replaced with a full physics model without modifying the rest of the method. In this subsection I focus on a single time step and omit the time index $t$.

Let $f \in \mathbb{R}^{6N}$ denote the vector of contact forces acting on all $N$ end-effectors. We have a 6D vector per contact because I allow torsion around the surface normal, and furthermore the origin of the contact force is allowed to move inside the end-effector surface patch. Thus, unlike previous work which models contact as a sum of multiple contact points, I model an entire contact surface patch, allowing us to reason about contact at a coarser scale and speed up the optimization. Note that all potential contacts are considered at all times, and so the dimensionality of the contact force vector remains constant, resulting in smoothness of the cost. Contact forces here are associated with individual end-effectors and not with pairs of contacting bodies. We only model contacts at pre-defined end-effectors, although my definition is sufficiently general to include surface patches on any body part.

Let $J(q) \in \mathbb{R}^{6N \times D}$ denote the Jacobian matrix mapping generalized velocities $\dot{q}$ to contact-space velocities for the contact model described above; $D = \dim (\dot{q})$ is the number of degrees of freedom in the character. Let $\tau(q, \dot{q}, \ddot{q})$ denote the inverse of the smooth dynamics, which equals the sum of contact and applied forces:

$$
\tau(q, \dot{q}, \ddot{q}) = J(q)^T f + Bu
$$

Here $u$ is the vector of applied forces/controls in the actuated space. They are mapped to the full space by the matrix $B$, which has zeros in the rows corresponding to "root" forces/torques acting on the torso or on passive objects. The smooth inverse dynamics are

$$
\tau(q, \dot{q}, \ddot{q}) = M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + g(q)
$$

where $M$ is the inertia matrix, $C$ the matrix of Coriolis and centrifugal terms, and $g$ is gravity.
Our goal now is to complete the inverse dynamics computation, and in particular recover \( f, u \) given \( \tau, J, B \). I do this by minimizing the squared residual in (3.4) subject to friction-cone constraints on \( f \) and quadratic regularization for \( f \) and \( u \). Thus I have the following quadratic programming (QP) problem:

\[
\begin{align*}
\mathbf{f}, \mathbf{u} &= \arg \min_{\mathbf{f}, \mathbf{u}} \left\| J^T \tilde{\mathbf{f}} + B \tilde{\mathbf{u}} - \tau \right\|^2 + \tilde{\mathbf{f}}^T W \tilde{\mathbf{f}} + \tilde{\mathbf{u}}^T R \tilde{\mathbf{u}} \\
\text{subject to} \quad A \tilde{\mathbf{f}} &\leq b
\end{align*}
\]

The pose-dependent matrix \( A (\mathbf{q}) \) and vector \( b (\mathbf{q}) \) encode the standard pyramid approximation to the friction cone which makes the inequality constraints linear. They also include linear inequality constraints that restrict the origin point of each contact force to the surface patch of its corresponding end-effector. Currently these patches are rectangles. For end-effectors that are allowed to grab (i.e. hands) I omit the friction-cone constraints, allowing both positive and negative normal forces.

The control regularization matrix \( R \) is constant and symmetric positive definite. The contact force regularization matrix \( W \) depends on the auxiliary variables: \( W \) is diagonal and its 6 diagonal elements corresponding to the \( i \)-th contact force vector are

\[
W_{jj} = \frac{k_0}{c_i^2 + k_1}
\]

for all \( j \) between \( 6i - 5 \) and \( 6i \). I used \( k_0 = 10^{-2} \), \( k_1 = 10^{-3} \). The components of \( W \) corresponding to hand end-effectors were four times larger, because hands are generally weaker than feet.

The quadratic program (3.6) is convex and therefore has a unique solution – which can be found using a number of algorithms. Here I used a specialized sequential solver due to [?] because it is easy to implement efficiently, although the results obtained with an off-the-shelf QP solver were very similar.

In summary, inverse dynamics are computed by first computing the quantities \( \tau (s), J (s), A (s), b (s), W (s) \) as described above, and then solving (3.6) which yields \( f (s) \) and \( u (s) \). Re-introducing the time index \( t \), the physics-violation cost is

\[
L_{\text{Physics}} (s) = \sum_t \left\| J_t (s)^T f_t (s) + B u_t (s) - \tau_t (s) \right\|^2
\]

(3.8)
Note that even if this cost can be reduced to zero by a certain choice of \( f \) and \( u \), the actual \( f \) and \( u \) computed in (3.6) will generally be different because of the extra regularization terms.

**Trade-off between \( L_{CI} \) and \( L_{Physics} \)**

Let us now examine how the two cost terms \( L_{CI} \) and \( L_{Physics} \) defined in (3.2) and (3.8) are affected by the auxiliary variables \( c \). The term \( L_{CI} \) achieves its global minimum of zero when all \( c \)’s are set to zero. However this makes the \( W \) matrix in (3.7) large, contact forces become expensive, and the QP solver for (3.6) prefers to violate physics rather than use large contact forces – which in turn leads to a substantial \( L_{Physics} \) term. Conversely if all \( c \)’s are large, the QP solver is able to reconcile any trajectory with the inverse dynamics model by generating contact forces at all end-effectors, including those that are not actually in contact. This makes \( L_{Physics} \) small, but now \( L_{CI} \) is large because end-effectors that are not in contact have large \( c \)’s. Thus the optimal trade-off is achieved when \( c_i \) is large only for end-effectors that are in contact, and furthermore the trajectory can be generated using contact forces only at those end-effectors. In other words, at the optimal solution the auxiliary variables \( c \) correspond to the contacts that end up being active.

Since the controls \( u \) are constrained to act in the actuated space, root helper forces (often used in prior work for continuation) are not allowed here. If we were to allow such forces the above trade-off in terms of \( c \) would no longer hold. On the other hand, the ability of my method to generate contact forces from a distance provides an even more effective continuation method: wishful thinking in the early phases of optimization is still possible, but it is always associated with potential contacts, making it easier to transition to physically-realistic contact dynamics later in optimization.

**Simplified physics model**

While the CIO method as described above can be used with standard physics models as implemented in existing physics engines, my implementation relies on a simplified model yielding a favorable trade-off between physical realism and optimization efficiency. Instead of representing
the pose \( q \) directly and then computing the end-effector positions \( p_i(q) \) using forward kinematics, I represent the end-effector positions as well as their orientations directly (i.e. as functions of spline parameters contained in \( s \)) and then define the pose \( q \) using inverse kinematics; see Appendix at the end of this chapter. All mass is assumed to be concentrated at the root bodies: the torso of each character, as well as any passive objects. Non-smooth movements of the (now-massless) limbs are avoided by including an acceleration cost described later. The inverse dynamics are still in the form (3.4) and the quadratic program defining the contact force and control is still in the form (3.6), but all computations are now simplified.

Representing the pose in terms of end-effector positions and orientations makes it difficult to enforce kinematic constraints exactly. However this can be turned to an advantage, by introducing an additional continuation method that allows limbs to stretch and joint limits to be violated early in optimization. This is done by adding quadratic costs to \( L_{\text{Physics}} \), that penalize any deviations of the limb lengths from their reference values as well as any joint limit violations. I also penalize penetration of the character’s bodyparts (approximated for collision with capsules shown in figure 4.2) against the environment, or other bodyparts.

### 3.3.3 High-level goals and task cost

The cost \( L_{\text{Task}}(s) \) encodes the high-level goals of the movement. It includes task-specific terms specifying the desired outcome, and generic terms (integrated over time) specifying that the movement should be energy-efficient and smooth:

\[
L_{\text{Task}}(s) = \sum_b \ell_b(q_T(s)) + \sum_t \| f_t(s) \|^2 + \| u_t(s) \|^2 + \| q_t(s) \|^2
\]  

(3.9)

Here \( \ell_b \) are task-specific terms which only depend on the final pose \( q_T \), and \( b \) is an index over different tasks. Several tasks can be composed together, such as combining a standing task with the moving to target task. I use the above general form of \( L_{\text{Task}} \) for all tasks except for kicking/punching. In that case I specify an \( \ell_b \) at regular intervals when each target should be hit, and also include dependence on \( \dot{q} \) because I want the targets to be hit with a certain end-effector velocity.
The general procedure for constructing the task-specific costs $\ell_b$ is to identify a vector of positional (and optionally velocity) features $h_b(q)$ that are key to task $b$, define the desired feature values $h^*_b$ at the end of the movement (or at other important points in time such as target hits), and then construct $\ell_b$ as

$$\ell_b(q_T(s)) = \|h_b(q_T(s)) - h^*_b\|^2 \quad (3.10)$$

In this way, a final position task $\ell_{\text{pos}}$ can be specified by using $h_{\text{pos}}$ that selects torso position, and setting $h^*_{\text{pos}}$ to the desired position. Final orientation task $\ell_{\text{dir}}$ can be defined similarly for torso facing direction. Standing task $\ell_{\text{stand}}$ can be expressed by using a combination of $h_{\text{stand}}$ and $h^*_{\text{stand}}$ which specifies that the center of torso should be between two feet, the feet be fully extended, and the torso direction be aligned with the vertical direction vector.

The relative importance of the different features can be adjusted by scaling the corresponding elements of $h$.

### 3.3.4 Heuristic sub-goals and hint cost

In the absence of good initialization – which in the present context would correspond to motion capture data or other detailed user inputs I aim to avoid – numerical optimization can be sped up by providing heuristic sub-goals early on, and then disabling them near convergence. Such heuristics (also known as shaping) are not meant to be part of the true cost, but rather guide the solution to a region from where the true cost can be optimized efficiently. I found that even though most of the behaviors I studied could be synthesized without such heuristics, in some cases (particularly those involving two characters) a certain type of heuristic helps. This heuristic is based on the ZMP stability criterion used in locomotion, where the objective is to keep the "zero moment point" $z(q, \ddot{q})$ in the convex hull of the support region [?]. Let $n(z)$ denote the nearest distance (in a soft-min sense) to $z$ point in the convex hull. I compute $n$ by expressing it as a convex combination of the end-effector positions: $n = \sum_i \lambda_i p_i$, where $\lambda_i \geq 0$ and $\sum_i \lambda_i = 1$, and solving for the coefficients $\lambda$ using quadratic programming regularized by the same weights $W$ as in (3.7). Then
the hint cost is

$$L_{\text{Hint}}(s) = \sum_t \max (\|z_t(s) - n(z_t(s))\| - \epsilon, 0)^2$$

(3.11)

This is a half-quadratic starting $\epsilon$ away from the convex hull. The parameter $\epsilon$ is used to adjust how strictly I want to enforce the ZMP stability criterion.

### 3.3.5 Numerical optimization and continuation

I optimize the composite cost $L(s)$ defined in (3.1) using an off-the-shelf implementation of the LBFGS algorithm. The dimensionality of the vector $s$ is $(12(N + 1) + N)K$, where again $N$ is the number of end-effectors and $K$ is the number of movement phases. The $s$ particular to my simplified model, is defined in (3.12) and (3.13) of Appendix A. I use $K$ between 10 and 20 depending on the complexity of the task. Each phase lasts 0.5 sec. The inverse dynamics and cost are evaluated at 0.1 sec intervals (note that the analytical spline representation allows us to evaluate the dynamics and cost at any point in time). The gradient $\nabla L(s)$ which is needed for numerical optimization is approximated using finite differences (with $\epsilon = 10^{-3}$). The implementation of finite differences takes advantage of the fact that many of the cost terms depend only on the pose at a single point in time, and do not need to be recomputed when the rest of the trajectory is perturbed.

Continuation is implemented by weighting the four terms in (3.1) differently in different phases of the optimization process (not to be confused with movement phases). The optimization process has three phases as follows. In Phase 1 only $L_{\text{Task}}$ is enabled. This causes the optimizer to rapidly discover a movement that achieves the task goals without being physically realistic. In Phase 2 I enable all four terms, except $L_{\text{Physics}}$ is down-weighted by 0.1 so that physical consistency is enforced gradually. In Phase 3 I fully enable all terms except for $L_{\text{Hint}}$ – which is no longer needed and is undesirable at this point, because I do not want it to affect the final solution. Qualitatively, Phase 1 corresponds to rapid discovery combined with wishful thinking; Phase 2 corresponds to cautious enforcement of physical realism while being guided by optional hints; Phase 3 corresponds to refinement of the final solution. The solution obtained at the end of each phase is perturbed with small zero-mean Gaussian noise (to break any symmetries) and used to initialize the next phase.
The initialization for Phase 1 is completely uninformative – a static initial pose. I found that using such continuation is often important. The good news is that exactly the same continuation scheme was successful in all of the diverse behaviors I studied, and so my method does not need behavior-specific adjustments.

Each stage of the optimization takes between 250-1000 iterations, depending on the complexity of the problem. The total time to synthesize each animation clip ranges between 2 to 10 minutes on a quad-core 2.3GHz Intel Xeon machine.

3.4 Results

By using the tasks $\ell_b$ described in section 4.3 I can synthesize a wide variety of behaviors.

**Getting Up, Walking, Climbing** By using only $\ell_{\text{stand}}$ described in section 4.3 and using an initial pose of the character lying on the ground, I synthesize the motion of getting up. Different initial poses (such as lying on the back, or on the stomach) result in different getting up strategies, as seen in the accompanying video. If the character is initially standing, $\ell_{\text{stand}}$ is satisfied by simply continuing to stand. By using $\ell_{\text{stand}}$ task in combination with $\ell_{\text{pos}}$ task and an initially-standing pose, I induce walking. The pattern of foot contacts typical of walking is not specified and emerges automatically from my optimization. $\ell_{\text{pos}}$ task is shown in the corresponding video with a white crosshair.

By using only $\ell_{\text{stand}}$ and $\ell_{\text{pos}}$ tasks, but changing the environment to include an obstacle, a range of strategies emerges from simply stepping over the obstacle, to using hands to prop the character up, to using hands to grip and climb a really tall obstacle. The coefficient of friction $\mu$ on the foot contacts is 2 to allow foot plants on completely vertical slopes. Hand contact forces do not have friction cone or positivity constraints to reflect the ability of hands to grip.

**Handstands, Punches, Kicks** Modifying $\ell_{\text{stand}}$ by swapping feet for hands in the specification and commanding that feet should point upwards, I create a handstand task $\ell_{\text{handstand}}$. When only this task is active and the character is initially standing, they will make a series of preparatory
movements and prop themselves up onto their hands. $\ell_{\text{handstand}}$ can similarly be combined with $\ell_{\text{pos}}$ and $\ell_{\text{dir}}$ tasks.

To generate striking motions such as punches and kicks, I create $\ell_{\text{strike}}$ task that specifies positions and velocities for limb end effectors at various points in time. For punches, I specify random target at every second movement phase (every third phase for kicks). I also add $\ell_{\text{dir}}$ task to make the character face every target. The result is a character striking targets as if they were known in advance, while staying balanced enough to make subsequent strikes.

**Non-Human Character Morphologies** I also tested my algorithm with characters of different morphologies, such as a biped with a wide torso and quadruped with short legs. The optimization was successful in getting up, walking and climbing scenarios, with strategies appropriate for each morphology. For example, animal trot pattern of contacts (moving front leg and opposite hind leg together) emerges for quadruped walking without explicitly being specified.

**Interaction with Objects** Additional prop objects can be introduced into the world and their trajectories included as variables in the optimization. An object has auxiliary contact variables for every character’s hand, indicating that the end effector is gripping the object. The terms $L_{\text{Physics}}$ and $L_{\text{CI}}$ now apply to the object as well. The object is able to generate contact forces that move it around, but $L_{\text{CI}}$ term for object now requires that hand end effector has to be touching the surface of the object.

Tasks similar to $\ell_{\text{pos}}$ and $\ell_{\text{dir}}$ are used to specify final position and orientation of the object. From only these two tasks, the strategy of the character having to pick up and carry the object to the destination emerges (in particular, no tasks are specified for the character).

Intuitively, the cost terms form the following dependency: to move the object, $L_{\text{Physics}}$ requires contact forces, which requires active contacts. Then $L_{\text{CI}}$ requires character’s hand end effectors to be touching the object. Then limb length constraints require that character be close enough to the object to touch it. This may require walking up to it, and so on.
**Interaction Between Characters**  The algorithm can be extended to jointly optimizing for the motion of multiple characters. For the task of moving the object above, multiple characters distribute the workload and cooperate to pass the object from one to the other. I can control the workload distribution by increasing the penalty on contact forces in equation (3.9) for one of the characters, and making the other character do most of the object carrying work.

Two characters also cooperate to achieve tasks impossible for one, such as $\ell_{\text{pos}}$ for one of the characters specifying a target location above character’s height. Because contacts can be made with the surfaces of other characters, the task is achieved by one character climbing on top of the other.

### 3.5 Discussion and Future Work

In this chapter I presented a fully automated framework for synthesizing a wide range of movement behaviors, and demonstrated its effectiveness on complex and rarely studied behaviors. The framework is agnostic to the morphology of the character, and indeed I showed that movement behaviors can be created for significantly different types of characters. The contact-invariant optimization method could likely be applied to other domains where constraint-driven phases bifurcate the optimization space making it very hard to find solutions numerically. I developed an effective continuation scheme suitable for my optimization method.

I also introduced a feature-based physics model that allows for efficient consideration of dynamic aspects in the inner loop of the optimization procedure. This relaxation naturally comes at a cost. I model the character’s kinematics and contact interactions with the environment in detail, but represent its dynamics as a single rigid body and do not model the limb dynamics. This simplification effectively results in limbs with infinitely strong muscles (and no penalty for using them), which in turn can lead to energy-inefficient motions such as using bent knees for support, having arms extended against gravity, or occasional out of place sitting. The latter occurs because sitting minimizes the sum of squared contact forces, but does not consider the effort required to get back up. These limitations may be removed by using full-body inverse dynamics to calculate the character’s joint torques, and penalizing the torques or some related quantity.
The key advantage of my framework is the simultaneous optimization of contacts and smooth portions of the movement. This was made possible by introducing an auxiliary decision variable for each potential contact, and keeping these variables constant within each phase. As a result, it was possible to optimize very long and temporally complex movement sequences that have previously remained beyond the reach of numerical optimization methods. The price that had to be paid was that the potential contact points (or rather patches) had to be pre-defined. I am of course penalizing penetrations everywhere, but this is not the same as actively optimizing over active contacts. One way to remove this limitation is to simply increase the number of potential contacts and cover the entire body with sufficient density. It remains to be seen how this will affect CPU time. Another simplification I make is to penalize any relative velocity at contacting end effectors (see (3.2)), which results in trajectories that do not have any noticeable slipping. Instead, in a low friction environment character moves overly conservatively, making sure contact forces do not travel outside the friction cone and is unable to exploit possible slipping when planning motions.

The style of the motions was not the focus of this work, and could use a lot of improvement, particularly for low-energy motions such as walking where humans use every bit of physiology (which I do not model) to their advantage. Since my method performs long-horizon trajectory optimization, I can incorporate biomechanically-inspired cost terms from [137] to shape the stylistic aspects of the motion, which will be the subject of chapter 5.

In all my examples, standard methods for local gradient-based optimization were able to find good solutions efficiently. This is one of the key advantages of my framework. Still, the use of global optimization could provide more robust exploration of the space of motions, especially for tasks such as getting up that have a wide range of possible and equally good solutions. In such cases it would be preferred to produce multiple solutions, and select the ideal one.

In the examples presented here the number and duration of phases was fixed. Generally, I have found no problems in overestimating the number of movement phases required to complete an action. The character typically uses up extraneous movement phases by keeping still or sitting down before or after completing the task. Underestimating the number of phases is more problematic
and can result in very energy inefficient or completely unphysical leaps in the motion. However, a fixed number of phases would not be as much of an issue if the task costs were reformulated as running costs and the system was used in model-predictive, or online replanning setting. In that case, number of phases would correspond to a future planning horizon, and not dictate the total duration of the motion. The number and duration of phases could also be optimized, although I have not tested this.

**Appendix: Simplified Character Model**

Our simple model specifies character’s state $q(s)$ at a particular time through a small number of features, rather than a full set of joint angles.

$$\mathbf{x} = \begin{bmatrix} \mathbf{p}_c & \mathbf{r}_c & \mathbf{p}_{1...N} & \mathbf{r}_{1...N} \end{bmatrix}^T$$

(3.12)

Where $\mathbf{p}_c$ and $\mathbf{r}_c$ are torso position and orientation, respectively, and $\mathbf{p}_i$, $\mathbf{r}_i$ are end effector positions and orientations for each limb $i$ (see figure 4.2). Rotations are represented with exponential map [38] because of its suitability in trajectory optimization.
From the above features, I can reconstruct the actual character’s pose, including limb base locations $b_i$, which can be derived from local location points on the torso. I assume character’s limbs have two links, which allows us to analytically solve for middle joint location $\theta_i$ and orientations of the two links. For limbs that have more than two links, it would be necessary to use an iterative inverse kinematics method to derive the individual joint locations.

I define the motion with positions and velocities of my features at the boundaries between phases. Cubic splines with knots at phase boundaries are used to define a continuous feature trajectory from which positions, velocities, accelerations at any point in the trajectory can be computed. Combining contact variables for the phase into a vector $c$, the solution vector $s \in \mathbb{R}^{(12(N+1)+N)K}$ that is optimized is

$$s = \begin{bmatrix} x_{1...K} & \dot{x}_{1...K} & c_{1...K} \end{bmatrix}^T \quad (3.13)$$

The dynamics of my simple model correspond to those of a single rigid body with multiple forces acting on it from rectangular contact surfaces. In this setting, contact forces can efficiently be solved using either the approach of [?] or [?].
Chapter 4

CONTACT-ININVARIANT OPTIMIZATION FOR HAND MANIPULATION

This chapter extends the contact-invariant optimization method presented in the previous chapter for automatic synthesis of dexterous hand movements, given only high-level goals specifying what should happen to the object being manipulated. Results are presented on a wide range of tasks including grasping and picking up objects, twirling them between the fingers, tossing and catching, drawing. The contribution here extends the unique contact model used in CIO which was specific to locomotion tasks, as well as applying the extended method systematically to hand manipulation.

4.1 Extension of CIO for Hand Manipulation

The original CIO method assumes that contact forces originate in rectangular patches on the body (such as soles of feet and palms of hand). Since contact force regions must be expressed as linear constraints in an inverse dynamics quadratic program (QP), they cannot support curved contact region geometry. While not too restrictive for full-body motion, this assumption is problematic when applying CIO to hand manipulation, because the surfaces of the fingers and palm are curved and hand motion often takes advantage of this (e.g. when rolling objects on the side of the finger).

To remove this limitation, in this work I include contact forces and their origin points as extra

Figure 4.1: A selection of grasps and motions synthesized by the method in this chapter.
variables in the main optimization problem. I can then impose force origins to lie on arbitrarily-shaped regions through soft constraints. Friction force constraints can also be enforced on exact cone geometry, rather than pyramidal approximations of the cone. This reformulation removes the need to set up and use a quadratic programming solver to calculate the forces, which makes individual objective function evaluations much faster and makes the method easier to implement. The downside is that the size of the optimization problem becomes significantly larger. Nonetheless, I have found this approach to have optimization times similar to those reported in the original CIO work. Additionally, the gradient of the objective function (described in section 6.3.3) w.r.t. the contact forces and their origins can be calculated analytically and does not require expensive finite difference calculation. I will now describe my CIO-based method specific to hand manipulation.

4.2 State and Trajectory

Given an initial state $s_0$ of the entire system and a high-level goal (such as terminal object location), my method computes a state trajectory $s(t)$ for a fixed period of time $[0, T]$. For simplicity, consider a system with one hand $H$ and one object $O$ to be manipulated. The state of the hand at any point in time is described as:

$$s_H = \left[ x_H \dot{x}_H p_i \dot{p}_i \right]$$

(4.1)

Where $x_H \in \mathbb{R}^6$ are the position and orientation of the palm, and $p_i$ is Cartesian fingertip location of finger $i \in \{1,...,N_{\text{fingers}}\}$. Orientation is expressed with the exponential map [38] because of its suitability in trajectory optimization. From fingertip and palm locations, I can recover finger and arm joint angles and transforms using inverse kinematics (which in my case can be solved analytically). I assume the shoulder is fixed. The state of the object $O$ at any point in time is described as:

$$s_O = \left[ x_O \dot{x}_O f_j r_j c_j \right]$$

(4.2)

Where $x_O$ are the position and orientation of the object. $f_j$ and $r_j$ and the force direction and origin point for contact $j \in \{1,...,N_{\text{contacts}}\}$. $r_j$ is expressed in the object’s local coordinate system because simple trajectories in object space might trace complex trajectories in world space. $c_j \in$
[0, 1] is an auxiliary variable that specifies if contact $j$ is active. In contrast with the original CIO formulation where $c_j$ were unbounded, here I treat $c_j$ informally as the probability of being in contact.

$N_{\text{contacts}}$ is a fixed number of possible contacting bodies that can affect the object. The bodies I consider are:

- $N_{\text{fingers}}$ contacts with the fingers, anywhere on the surface of the distal segments;

- one contact anywhere on the palm surface for each hand;

- two contacts anywhere on the ground surface.

Thus, $N_{\text{contacts}} = N_{\text{hands}}(N_{\text{fingers}} + 1) + 2$. See figure 4.2 for a visual description of the relevant quantities.

The entire system state is $s = \begin{bmatrix} s_H & s_O \end{bmatrix}$ and the optimization problem variables are:

$$\mathbf{S} = \begin{bmatrix} s_k \end{bmatrix} \quad (4.3)$$

Where $k \in \{1, \ldots, N_{\text{keyframes}}\}$ are the discrete indices for the sequence of states being optimized. The first pose $s_0$ (initial state) is specified by the user and is not part of the optimization variables. The motion trajectory is formed by interpolating these key states, spaced apart every 0.5sec in time. A motion phase is a segment between any two key states. At any continuous point in time $t$, the state $s(t)$ is given by cubic spline interpolation over quantities $x$, $p$, linear interpolation for $f$, $r$, and constant interpolation for $c$. This choice of interpolation is motivated by how much complexity I expect in the trajectories for these quantities. Kinematic positions and orientations need complex spline trajectories (and thus need to include their velocities as optimization variables). Forces are interpolated linearly, while the auxiliary contact variables $c$ are constant within each phase (which is how I defined the notion of phase).
4.3 Objective Terms

4.3.1 Contact-Invariant Cost

When contact \( j \) is active, the object and contact surface \( j \) must be coincident with each other, and the contact force origin \( r_j \) must lie on this coincident surface. The present version of the method is also restricted to motions with no slipping, so relative velocity at \( r_j \) must be zero. These constraints are satisfied when the following residual is minimized:

\[
L_{\text{CI}}(s) = \sum_j c_j(|e_j^O|^2 + |e_j^O|^2 + |e_j^H|^2 + |e_j^H|^2) \tag{4.4}
\]

\[
e_j^O = \pi_O(r_j) - r_j \tag{4.5}
\]

\[
e_j^H = \pi_j(r_j) - r_j \tag{4.6}
\]

Where \( \pi_O(r) \) and \( \pi_j(r) \) are projections of on the surface of the object and of contact body \( j \), respectively. I use capsules for all contact bodies, and as a result the projections are continuous functions of \( r \) and are fast to compute.

Note that this formulation is able to support arbitrary contact region geometry. For any point on the contact region, the above constraint will hold. For example, in the case of rectangular foot
contacting the ground, any \( r_j \) inside the contact rectangle will set (4.4) to zero. However the present approach is not limited to rectangular patches.

**4.3.2 Physics Violation Cost**

The hand \( H \) is connected to a fixed shoulder base, which makes the hand system fully actuated. Thus I assume that all kinematically feasible poses are also dynamically feasible, and place no dynamics constraints on the motion of the hand.

Since the object \( O \) is unactuated, the only way it can move is through application of contact forces. At any point in time, I place traditional Newton-Euler constraints on the motion of the object with the following residual:

\[
L_{\text{physics}}(s) = ||f_{\text{tot}} - \dot{P}||^2 + ||\dot{L}||^2 + \lambda \sum_j ||f_j||^2
\]

\[
f_{\text{tot}} = \sum_j c_j f_j + f_{\text{ext}}
\]

\[
tot = \sum_j c_j f_j \times (r_j - x_O) + \text{ext}
\]

Where \( \dot{P}(x, \ddot{x}) \) and \( \dot{L}(x, \ddot{x}) \) are change in linear and angular momentum of the object. \( f_{\text{ext}} \) and \( \text{ext} \) are any external forces and moments applied to the object including gravity. \( \lambda \) is a force regularization constant.

Note that while \( f_j \) follows a continuous trajectory, it is possible to model contact force discontinuities using the product \( c_j f_j \) and the fact that \( c_j \) is piecewise constant.

Additionally, I must constrain \( f_j \) to lie in the friction cone of the contact surface \( j \). I use the contact surface normal at \( \pi_j(r_j) \) to define the cone normal \( n_j \). Then the angle between \( f_j \) and \( n_j \) must be less than the coefficient of friction \( \mu \). This is imposed as a half-quadratic soft cost \( L_{\text{cone}} \).

**4.3.3 Kinematic Violation and Task Cost**

I place several kinematic constraints on the hand configuration. First, realistic limits on the finger and arm joint angles are imposed (recall that joint angles are available from analytical inverse kine-
matics). Second, because fingertip locations are independent optimization variables, their distance from the finger base must be restricted not to exceed the maximum length of the finger. Lastly, all collisions are penalized. Because all geometry consists of capsules, I can efficiently calculate and enforce a minimum distance between capsules. All the above constraints are imposed as soft half-quadratic costs and added up to form the cost term $L_{\text{kinematic}}$.

Humans prefer to use the bottom pads of their fingers for grasping objects. This is probably due to the higher friction in that skin area, as well as soft-issue deformations which create larger contact regions. Since I currently do not model these factors, I simply add an additional cost term $L_{\text{pad}}$ which encourages $r_j$ for a finger contact to be close to the distal bottom pad of the finger.

The task cost is a set of simple high-level goals $\ell_b$ that are behavior-specific and are provided by the user of my method. These task costs are constructed by selecting features of interest $h_b$, providing their target values $h_{b,t}^\star$ at certain points in time $t \in T_b$, and penalizing the difference between the actual and target feature values. Additionally, I place a small preference on smooth motion by penalizing hand and object accelerations.

$$L_{\text{task}}(s, t) = \sum_b \ell_b(s, t) + \lambda(||\ddot{x}_O||^2 + ||\ddot{x}_H||^2)$$
$$\ell_b(s, t) = I[t \in T_b] ||h_b(s) - h_{b,t}^\star||^2$$

Where $I[\cdot]$ is an indicator function for $t$ matching one of the times when the goal is specified. For example, to create a task $\ell_{\text{location}}$ that commands the object location at the end of the movement, set $T_b = \{T\}$, $h_b(s) = x_O$ and $h_{b,T}^\star$ to the desired object position and orientation.

The typical weights on the costs I used are summarized in table 1. I have not found the algorithm to be particularly sensitive to the choice of these weights.

### 4.4 Numerical Optimization

I solve a box-constrained optimization problem to obtain $S^\star$ described in (4.3), from which I can then obtain a continuous motion trajectory as described in section 4.2. The optimization problem
Table 4.1: Cost Term Weights

<table>
<thead>
<tr>
<th>Cost Term</th>
<th>Weight</th>
<th>Cost Term</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI</td>
<td>$10^1$</td>
<td>task</td>
<td>$10^{-1}$ to $+1$</td>
</tr>
<tr>
<td>physics/cone</td>
<td>$10^0$</td>
<td>pad</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>kinematic</td>
<td>$10^0$</td>
<td>$\lambda$</td>
<td>$10^{-3}$</td>
</tr>
</tbody>
</table>

is:

$$S^* = \arg \min_S \sum_t \sum_i L_i(s(t))$$
$$c_j \in [0, 1]$$

(4.12)

Where $i$ refers to the cost terms described in the previous section and $t$ is a time index that subsamples the entire trajectory (in my case, I place $t$ every 0.05 sec of the trajectory). Thus, even though I optimize the motion at a very coarse time scale (key states every 0.5 sec), I check for dynamic and kinematic validity at a fine scale.

I use a standard off-the-shelf box-constrained LBFGS algorithm [14] to solve (4.12). I use between 10 and 20 motion phases. The dimensionality of the problem is $N_{\text{phases}}(N_{\text{hands}}(12 + 6N_{\text{fingers}}) + N_{\text{objects}}(12 + 7N_{\text{contacts}}))$ which is from 1030 to 2060 in typical scenarios. Gradients of the objective function are computed with finite differencing (I use $\epsilon = 10^{-3}$). My implementation of finite differences takes advantage of the fact that variables affect the cost terms only at a few points in time and the costs for other times do not need to be recomputed.

The optimization is initialized with a static trajectory obtained by repeating the initial state for all times. This removes the need for hand-crafted initialization guesses specific to each motion. This initial trajectory is then perturbed with zero-mean Gaussian noise (with variance $10^{-2}$) to break any potential symmetries. All contact variables $c_j$ are initialized to 0.5 (which is the middle of their allowed range). For each example shown I run the optimization only once, i.e. there is no need to use a large number of restarts and eliminate all but a few of the solutions. The fact that I obtain good results in all cases suggests that even if there are local minima in this problem (which is very likely), most local minima correspond to successful motions. The alternative is that I am
I perform numerical optimization using continuation, in two stages. In the first stage, $L_{\text{physics}}$ and $L_{\text{CI}}$ are down-weighted to 0.1 of their typical values, which allows the optimization to explore potentially unphysical trajectories. In the second stage, all weights are at their weights specified in table 4.1. The solution at the end of the first stage is used to initialize the second stage. Despite the large problem size, I obtain optimization times of 2 to 6 minutes depending on the problem complexity. The optimizer executed between 500 and 1500 iterations in each stage before reaching a local minimum (or slowing down to a point that is hard to distinguish from a local minimum).

4.5 Results

By using simple task specifications $\ell_b$ or changing the environment, I can generate a wide range of hand/object interactions.

**Grasping** By using only $\ell_{\text{location}}$ (described in section 4.3.3) which specifies the terminal location of the object, my method automatically synthesizes entire hand and object trajectories. The synthesized grasps vary depending on object shape, e.g. a pen-like object leads to a different grasp compared to a ball-like object.

The type of grasp also varies depending on the specified final orientation. For horizontal orientation, the hand simply grips the object. For vertical orientation, a more complex grasp between fingers occurs in order not to twist the hand too much (and thus violate the joint limits). The final orientation can also be left unspecified. When the environment has obstacles, the hand will manipulate the orientation of the object to avoid the obstacles.

The resulting grasps are robust to external force perturbations. I show this by applying random forces of 0.25 Newtons at the object’s tip in the second half of the trajectory.

**Cyclic In-Hand Manipulation** By connecting the last motion phase to the first phase, I can generate cyclic motions without any pre-specified initial state. By removing the ground environment (and its contacts), the object must be dexterously manipulated using only the hand. To synthesize cyclic object twirling motions, I use a task that commands a target orientation trajectory for the object and constant position for the hand. The target orientation trajectory is simply a full
constant-velocity rotation about one of the standard axes. The weight on $L_{\text{task}}$ cost is low ($10^{-1}$) so the hand and object can deviate from this trajectory and form a natural gait.

**Common Manipulation Tasks** I generated a small sample of common hand manipulation tasks, such as drawing and dialing a cellphone. For the task of drawing a square, I specified that the tip of the pen object must reach each of the four corners of the square at every other motion phase. The need for the hand to pick up the pen was not specified and emerged automatically. Due to interaction of the pen with the the arm, the drawing task formed interesting trajectories that were not simple straight lines.

For the dialing task, constant object position and orientation were specified for the second half of the trajectory, and at every other motion phase the thumb fingertip location was specified to coincide with one of the buttons on the phone object.

**Non-Humanoid Hand Morphologies** The method is able to generalize to different hand morphologies, such as a three-finger hand similar to the Barrett Hand robot. I demonstrate a range of grasps and cyclic manipulation on this modified model. While the movement strategies are now quite different from a human hand, the high-level tasks are still accomplished.

**Two-Handed Interaction** The method is also able to generalize to a varying number of hands, with the hands cooperating to achieve the tasks and to evenly distribute the load (which is because of the force penalty term in (4.9)). I demonstrate grasping motions as well as a two-handed cyclic juggling motion. For juggling, a new $\ell_{\text{contact}}$ task was introduced that allowed only the contact variables $c$ for the first hand to be active in the first half of the trajectory, and only the $c$ for the second hand to be active in the second half of the trajectory. For one motion phase in the middle, the $c$’s for both hands were penalized, restricting the object to be in the air for that phase.

### 4.6 Discussion and Future Work

In this chapter, I presented a method that can synthesize a wide variety of dexterous hand manipulation motions from only a few high-level goals on the object or hand, without any motion capture or detailed reference trajectory data. The method is not specific to human hands and can generalize to other morphologies. This was achieved by adapting the Contact-Invariant Optimization
(CIO) method to hand manipulation, and exploiting its ability to perform continuous optimization through contact events – which are numerous and exhibit complex structure in hand manipulation.

I was able to lift the previous restriction in the CIO method of contact regions being rectangular patches, and instead allowed contacts on curved surfaces. Another modification I made was to explicitly include contact forces and their origins as optimization variables. Note that these two changes are actually orthogonal. The first one is needed to apply CIO to hand manipulation. The second one was implemented because my brief preliminary testing indicated that it speeds up convergence, however I have not yet performed a systematic comparison. In other words, I do not yet know if it is better to optimize contact forces and their origins directly (while imposing physical realism with soft costs) or define them implicitly via inverse dynamics. In the latter case physical realism is automatically imposed and the number of variables being optimized is smaller, however the amount of computation per iteration increases (because I need an inverse contact solver) and furthermore an opportunity for continuation is lost. This comparison is a topic for future work.

Instead of using inverse contact dynamics, the new formulation only requires a projection function on the contact body. Although I only used single-capsule bodies, one could project onto more complex surfaces, or multi-capsule geometry. This would no longer tie contact to a single body, but instead could provide a floating "pool" of contacts to apply.

However, some restrictions present in the original CIO method still remain. By penalizing any relative velocity between hand and object (which prevents slipping contact), I cannot synthesize motions that purposefully slide the fingers along the object, or exploit slippage. Also, by using a coarse spline trajectory representation, I sometimes have difficulty with sharp motions such as hard collisions or separations. This is why some of my object motion may sometimes look "floaty". Either allowing discontinuities at spline knots, or having a second optimization at a finer timestep (initialized from the coarse result) may fix these issues. I also use a fixed number of phases and fixed phase durations as in the original CIO method.

Additionally, the dynamics and inertial effects of the hand are not taken into account in my method. Because the hand was not moving fast in my examples, I have not found this to be a problem, but modelling hand dynamics may be necessary in other cases.
4.6.1 Biomechanical and neural constraints

Some of the motions I synthesize were too rich, in the sense that the simulated hand moved in ways that a human hand could not. This is much less of an issue in synthesizing full-body movements, because even though most skeletal muscles act on multiple joints, the number of muscles and their attachment is such that the joints can be controlled largely independently. In contrast, hand muscles act through a complex network of tendons and the muscle-to-DOF ratio is smaller, introducing substantial coupling. This is not surprising given that morphologically the hand is very similar to a foot, and feet have evolved to distribute pressures rather than perform dexterous manipulation.

I should be able to increase the realism of the results by incorporating such constraints. This could be achieved using very detailed hand models [113] however it remains to be seen if such models are amenable to trajectory optimization. A different approach is to apply random forces to the tendons of simulated or physical hands – such as the Anatomically Correct Testbed robot hand [138] or cadaver hands [64] – and measure the correlations in the resulting movements. This statistical information can then be taken into account via additional cost terms. Similar information can of course be obtained from motion capture data, however it is likely to reflect not only biomechanical but also neural constraints – which may or may not be desirable depending on what I aim to accomplish. To avoid going back to motion capture databases that specify the movement details, one could extract the correlations common to a wide range of movement tasks, including basic tasks such as attempting to move one joint at a time [124].
Chapter 5

CONTACT-INVARIENT OPTIMIZATION WITH MUSCULOTENDON ACTUATION FOR HUMAN MOTION SYNTHESIS

This chapter will present a trajectory optimization approach to animating human activities that are driven by the lower body. My approach is again based on contact-invariant optimization. I develop a simplified and generalized formulation of contact-invariant optimization that enables continuous optimization over contact timings. This formulation is applied to a fully physical humanoid model whose lower limbs are actuated by musculotendon units. The approach does not rely on prior motion data or on task-specific controllers. Motion is synthesized from first principles, given only a detailed physical model of the body and spacetime constraints. I demonstrate the approach on a variety of activities, such as walking, running, jumping, and kicking. The approach produces walking motions that quantitatively match ground-truth data, and predicts aspects of human gait initiation, incline walking, and locomotion in reduced gravity.

5.1 Humanoid Model and Forces

Our method is again an extension of contact-invariant optimization framework. The input is a set of sparse objectives, such as a target COM velocity for locomotion or a target foot position and velocity for a kick. The output is a kinematic trajectory for the humanoid model along with corresponding muscle activations, contact locations, ground reaction forces, and other parameters that describe the state of the simulated model over time. I provide an overview of both the model and the objective terms in this section.

The kinematic trajectory is a sequence of pose vectors over time. Each pose \( q \) contains 36 degrees of freedom (DOFs), including 6 for the root translation and orientation and 30 for the joints. I employ a model with mass distributions approximating a 180 cm, 70 kg male [137]. A
physically consistent kinematic trajectory for the model is determined by external forces due to gravity and ground contact, as well as internal forces generated by the model. The internal forces actuate the humanoid model through torques generated at its 30 joint DOFs.

Our model of force generation for the lower body joints is motivated by properties of human musculotendon units (MTUs). Physiological properties of MTUs shape the torque patterns that can be produced by the human body. Given identical MTU control signals, the actual torque output at a particular joint can differ greatly depending on the current joint moment arms, muscle fiber length, and contraction velocity. Moreover, biarticular MTUs generate torques for pairs of joints, which leads to correlations in the torque patterns. Consequently, the model’s capacity to generate a particular torque pattern is highly dependent on its kinematic state. I capture this dependency using Hill-type MTU models, which serve to increase the fidelity of the synthesized motion.

In particular, the lower body joints (hip, knee, and ankle) of my humanoid model are actuated exclusively by Hill-type MTUs. I use the MTUs that were used in the work of Wang et al. [137], as well as additional ones that support torque generation in the coronal and transverse planes. My model is illustrated in Figure 5.1. Four MTUs in each leg generate torque in the coronal plane:
the hip adductor and abductor muscle groups (HAD/HAB), the ankle evotor group (AEV), and the tibialis posterior (TP), which generates ankle inversion torques. I also add the hip internal and external rotation muscle groups (HIR/HER) that generate hip torque in the transverse plane. The choice of MTUs and their parameters are based on simplifying a more detailed musculoskeletal model [30].

While I do not model force generation in the upper body with MTUs, I treat active motor torques and passive torques separately. Passive torques provide a coarse approximation of the effects of musculoskeletal structure by applying spring-damper forces to the upper body joints as a function of kinematics [73, 134]. In particular, I assume that damping forces are applied to all upper-body joints, while the neck and back have weak tendencies to stay upright. The primary function of this treatment is to better model the effort of actively moving the upper body (Section 5.2.5).

Ground reaction forces are applied to the system when specific body parts come into contact with the ground. Since I am interested in capturing detailed pressure distributions over the feet, my model has six potential contact points on each foot, as illustrated in Figure 5.2. Two contact points are on the toe edge, two are on the ball of the foot, and two are on the heel. Ground reaction forces and foot locations are treated as free variables in the optimization. Their specific forms are described in Section 5.2.2.

When the motion of the system is physically consistent, the quantities described above are related by the equations of motion (EOM) for an articulated rigid body system:

\[ M(q) \ddot{q} + C(q, \dot{q}) = f_{\text{GRF}} + f_{\text{MTU}} + f_{\text{passive}} + f_{\text{motor}}. \] (5.1)

Here \( M \) is the system inertia matrix, \( C \) is the matrix of Coriolis, centrifugal, and gravitational terms, and \( f_{\text{GRF}}, f_{\text{MTU}}, f_{\text{passive}}, \) and \( f_{\text{motor}} \) are generalized forces due to ground reaction, musculotendon units, passive structures, and joint motors. The matrices \( M \) and \( C \) are determined by the mass distribution and the kinematics of the humanoid model. I discuss individual terms in the EOM in more detail in Section 5.2.
5.1.1 Objective Function

Since the input to my method is a set of sparse task objectives \( J_{\text{task}} \), a key requirement for my approach is to synthesize realistic movement for a variety of activities while keeping \( J_{\text{task}} \) as compact as possible. For example, the user only needs to change the target velocity to synthesize locomotion gaits appropriate for different speeds. Of course, in the absence of additional constraints, many trajectories \( q \) can satisfy \( J_{\text{task}} \), including ones that are highly implausible. I must therefore use additional objectives that prioritize physical and biomechanical consistency. These \textit{task-independent} objectives are universal for all motions I synthesize and include an EOM term, a contact consistency term, a body integrity term, and a musculotendon actuation term.

The EOM term \( (J_{\text{EOM}}) \) serves to enforce the equations of motion (7.6), which capture the requirement for gross dynamical consistency: bodies should move in ways that are consistent with their mass properties and forces in the system. The contact consistency term \( (J_{\text{CIO}}) \) governs the behavior of contact forces, so that forces are only applied when contact locations on the corresponding surfaces align. The body integrity term \( (J_{\text{body}}) \) enforces joint limits and prevents self-collision (e.g., legs going through each other). The musculotendon actuation term \( (J_{\text{MTU}}) \) requires control forces generated by musculotendon units to be consistent with muscle physiology. Finally, to resolve the remaining ambiguities, I assume a preference for economy of effort \( (J_{\text{effort}}) \). The complete objective is a linear combination of these terms:

\[
E = \int_{t_i}^{t_f} \sum_k w_k J_k, \tag{5.2}
\]

where \( k \in \{ \text{task}, \text{EOM}, \text{CIO}, \text{body}, \text{MTU}, \text{effort} \} \). The objective is in general nonconvex and I seek solutions through gradient-based optimization. The full state vector is defined in Section 5.3, which also describes the optimization algorithm. All the motions I synthesize use the same set of weights \( w_k \).

Note that ideally all terms except for \( J_{\text{effort}} \) should be satisfied fully. Accordingly, I assign high weights to these terms so that they converge to near-zero values at the end of the optimization. In contrast, \( J_{\text{effort}} \) is inherently a soft constraint that disambiguates otherwise admissible motions that minimize all other terms. The effort term is particularly important for low-energy activities such as
walking: there are many physically and biomechanically consistent ways to move forward at low speed. For more energetic motions such as jumping and kicking, where the other terms sufficiently constrain the motion, \( J_{\text{effort}} \) does not influence the solution significantly.

5.2 Objective Terms

5.2.1 Equations of Motion

The synthesized trajectory is physically consistent if it respects the equations of motion (7.6). In practice, I compute all quantities in (7.6) except for the active motor torques \( f_{\text{motor}} \), which is recovered by rearranging the equation:

\[
f_{\text{motor}} = M(q)\ddot{q} + C(q, \dot{q}) - f_{\text{GRF}} - f_{\text{MTU}} - f_{\text{passive}}.
\] (5.3)

As discussed previously, only the upper body DOFs are actuated using joint motor torques, hence elements of \( f_{\text{motor}} \) that correspond to the root and lower body DOFs (denoted by \( Q_{\text{root}} \) and \( Q_{\text{lower}} \)) should vanish for physical consistency. I define the EOM term to drive the residuals for these DOFs towards zero:

\[
J_{\text{EOM}} = \sum_i (f_{\text{motor}}^i)^2,
\] (5.4)

where \( q^i \in Q_{\text{root}} \cup Q_{\text{lower}} \). The matrices \( M \) and \( C \) are computed using MuJoCo [126]. I discuss how the other generalized forces on the right hand side of (5.3) are computed in the rest of this section.

5.2.2 Contact Consistency

In principle, since \( f_{\text{GRF}} \) is a function of the body kinematics (\( q \)) and contact geometry, one could naively employ a procedure that detects collisions and applies contact forces accordingly. In practice, however, such an approach results in intractable optimization problems, since hard dynamics constraints and contact discontinuities break the state space up into a jagged landscape with poor local minima. Traditional formulations of spacetime constraints avoid the issue by requiring user-specified fixed contact locations, which significantly restrict the range of motions that can be explored by the optimizer.
I instead adopt contact-invariant optimization (CIO), which incorporates contact positions and forces into the optimization, and treats contact consistency as an objective term to be optimized alongside others. Figure 5.2 illustrates my treatment of contact positions and forces. Each foot has a virtual contact location with the ground at a planar world-space position $r_{\text{foot}}$ and orientation $\theta_{\text{foot}}$. Six individual contacts $r^i$ are calculated relative to this virtual frame. The corresponding points on the body are denoted by $r^i_{\text{body}}$. The ground applies a reaction force $f^i$ at contact point $r^i$. For each foot, the contact location $[r_{\text{foot}}, \theta_{\text{foot}}] \in \mathbb{R}^3$ and individual contact forces $f^i \in \mathbb{R}^3$ are free variables in the optimization. Contacts contribute to (5.3) through the total contact force:

$$f_{\text{GRF}} = \sum_i \mathcal{J}(q, r^i)^T f^i,$$

(5.5)

where $\mathcal{J}(q, r^i)$ is the Jacobian matrix mapping generalized velocities $\dot{q}$ to contact force origin $r^i$.

Three conditions should be satisfied for the combination of contact locations and forces to be physically plausible. First, the contact force should lie within the friction cone, which I enforce using bound constraints of the optimizer. Second, when a contact is not active, the contact force should be zero. Third, active contacts on the body and the ground should be touching and not sliding.

I now explain how the second condition is satisfied by the optimization. Consider a variable
\( c^i \in [0, 1] \) whose value correlates with the validity and activity of contact \( i \). Specifically, \( c^i = 1 \) if the contact is active and \( c^i = 0 \) if it is not. Unlike previous formulations of CIO, I do not maintain \( \{c^i\} \) as separate free variables. Instead, I define them in terms of the normal contact force:

\[
c^i = 0.5 \tanh(k_1 \|f^i_\perp\| - k_2) + 0.5. \tag{5.6}
\]

This forces the contact to deactivate when the normal force magnitude is zero. The parameters \( k_1 \) and \( k_2 \) govern the physical realism of the contact model. The closer (5.6) is to a step function, the more realistic the contact. However, if (5.6) is too sharp, the smoothing effect of CIO is reduced and the optimizer may fail to find a good solution. In practice, I first run the optimizer with \( k_1 = 10, k_2 = 3 \) and increase the sharpness to \( k_1 = 20, k_2 = 2 \) in a second optimization pass.

The function (5.6) is incorporated into the contact consistency term \( J_{\text{CIO}} \), which also enforces the third condition:

\[
J_{\text{CIO}} = c^i (\|r^i - r^i_{\text{body}}\|^2 + \|[\dot{r}_{\text{foot}} \; \dot{\theta}_{\text{foot}}]\|^2).
\tag{5.7}
\]

The key idea of this formulation is that during the optimization contact points on the body may invoke ground reaction forces at a distance, through “virtual” contacts with points in the environment. That is, the optimization is allowed to explore intermediate solutions in which active “virtual” contacts \((c^i > 0, r^i \neq r^i_{\text{body}})\) generate non-zero ground reaction forces \((f_{\text{GRF}})\) to reduce \( J_{\text{EOM}} \). However, minimizing \( J_{\text{CIO}} \) minimizes such “virtual” ground reaction forces.

As mentioned above, I found it unnecessary to treat contact activations \( \{c^i\} \) as additional variables in the optimization. Furthermore, by not explicitly modeling contact activation trajectories using piecewise constant functions, I remove the assumption that motions are broken up into discrete contact phases. Thus the precise timing of the contacts can be adjusted by the optimizer.

### 5.2.3 Musculotendon Actuation

Our Hill-type model is illustrated in Figure 5.3. It consists of a contractile element (CE), a serial-elastic element (SE), and a parallel-elastic element (PE). Let \( l_{\text{CE}} \) and \( l_{\text{SE}} \) denote the lengths of the elements connected in series. The total MTU length is then given by \( l_{\text{MTU}} = l_{\text{CE}} + l_{\text{SE}} \). Conceptually, CE corresponds to the muscle fiber and SE corresponds to the tendon. Note that while the MTU
length \(l_{MTU}\) is fully determined by the body pose \(q\), the length \(l_{CE}\) of the contractile element must be recovered separately and is included as a variable in the optimization.

The contractile element is responsible for generating active force \(F_{CE}\) given the control signal \(a \in [0, 1]\):

\[
F_{CE} = F_{\text{max}} f_l(l_{CE}) f_v(l_{CE}) a,
\]

where \(f_l, f_v\) are the force-length and force-velocity relations and \(F_{\text{max}}\) is an MTU-specific maximum isometric force parameter, which captures the strength of the muscle.

The serial-elastic element exerts a unidirectional nonlinear spring force that is a function of \(l_{SE}\):

\[
F_{SE} = F_{\text{max}} 0.5 \ln(1 + \exp(4(F_{SE}' - 0.5)))
\]

where \(F_{SE}' = 0.04^{-1}(l_{SE}/l_{\text{slack}} - 1)\), and \(l_{\text{slack}}\) is an MTU-specific tendon slack length constant. Note that (5.9) is a smooth approximation to the typical form: \(F_{SE} = F_{\text{max}} \max(0, F_{SE}')^2\), where force generation can change abruptly (e.g., when the tendon becomes slack) and create difficulties for gradient-based optimization. The approximation is based on Tassa and Todorov [121].

Following Millard and Delp [84], the length of the contractile element \(l_{CE}\) is governed by its own set of equations of motion, which is derived by assuming that a point mass \(m_{CE}\) lies in between the contractile element and the tendon. The point mass (and therefore \(l_{CE}\)) is accelerated by the net force acting on it:

\[
F_{SE} - F_{CE} - F_{PE} = m_{CE} \ddot{l}_{CE},
\]
where $F_{\text{PE}}$ models the passive force generated by the MTU, which is also a function of the $l_{\text{CE}}$. I empirically set $m_{\text{CE}} = 0.1$.

Auxiliary variables introduced by the $i$-th MTU into the optimization are the control signal $a_i$ and the length $l_{i\text{CE}}$ of the contractile element. The total force applied by the MTUs on the body is

$$f_{\text{MTU}} = \sum_i m_i(q) F_{\text{SE}}^i,$$

(5.11)

where $m_i$ is the moment arm vector of the MTU.

Our moment arms are computed as the derivative of corresponding MTU lengths ($l_{\text{MTU}}$) with respect to $q$ [5]. The MTU length model is based on Geyer and Herr [36]. While effective for locomotion, their model for MTU-joint pairs with variable moment arms lead to unrealistic negative values for non-locomotion poses (e.g., knee extension angle in a crouch position). To prevent non-physical values while still capturing how MTU length changes with respect to the joint angles, I define

$$l_{\text{MTU}} = l_{\text{slack}} + l_{\text{opt}} + r_0 \rho (P(q - q_{\text{max}}) - P(q_{\text{ref}} - q_{\text{max}})),$$

(5.12)

where $P(x) = 2.0(1 + \exp(-2.1x))^{-1}$ is a scaled logistic function; $l_{\text{opt}}$ is a MTU-specific optimal CE length; $r_0$ and $\rho$ are MTU-specific attachment parameters; $q_{\text{ref}}$ is the angle at which the $l_{\text{MTU}}$ is in its default length, and $q_{\text{max}}$ is the angle at which the moment arm is maximized.

The value of $f_{\text{MTU}}$ is valid when Equation 5.10 is satisfied. I therefore define the musculotendon force objective in terms of the residuals of (5.10):

$$J_{\text{MTU}} = \sum_i (F_{\text{SE}}^i - F_{\text{CE}}^i - F_{\text{PE}}^i - m_{\text{CE}}l_{i\text{CE}}^i)^2.$$

(5.13)

The contraction dynamics model (5.10) accounts for the influence of the force generated by the MTU on the acceleration of the muscle mass. While the commonly used equilibrium models have been reported to be more efficient in forward simulations [85], I found that explicit modeling of acceleration is effective both for encouraging smooth $l_{\text{CE}}$ trajectories and for guiding the optimization to biomechanically consistent solutions.
5.2.4 Body Integrity

Incorporating reasonable joint limits and preventing collisions between different segments of the body is clearly important for motion realism. Without a collision term, for example, the character can adopt gaits in which the legs pass through each other. I define

\[
J_{\text{body}} = J_{\text{limit}} + J_{\text{collision}}
\]

where

\[
J_{\text{limit}} = \sum_i \left( q^i - q_{hlim}^i \right)_+^2 + \left( q_{llim}^i - q^i \right)_+^2
\]

and

\[
J_{\text{collision}} = \sum_{a,b \in \mathcal{B}} \left( \text{dist}(a,b) - (\text{rad}(a) + \text{rad}(b)) \right)_+^2,
\]

where \( \{x\}_+^0 = 0 \) if \( x < 0 \) and \( \{x\}_+ = x \) otherwise. \( q_{hlim}^i \) and \( q_{llim}^i \) are upper and lower joint limit values based on previous work [30, 137]. \( \mathcal{B} \) is the set of rigid segments in my model, all of which are geometrically represented as capsules; \( \text{dist}(a,b) \) is the shortest distance between the line segments representing the major axes of \( a \) and \( b \), and \( \text{rad}(a) \) is the radius of capsule \( a \).

5.2.5 Economy of Effort

Our effort model consists of two components: a lower body term and an upper body term:

\[
J_{\text{effort}} = J_{\text{lower}} + J_{\text{upper}}.
\]

The effort \( J_{\text{lower}} \) exerted by the MTUs in the lower body is modeled using the metabolic energy expenditure model first presented by Anderson [8], which is the sum of heat released and mechanical work done by the MTUs. In particular, at every time step, the total rate of metabolic energy expenditure is given by

\[
J_{\text{lower}} = \dot{A} + \dot{M} + \dot{S} + \dot{W},
\]

where \( \dot{A} \) is the muscle activation heat rate, \( \dot{M} \) is the muscle maintenance heat rate, \( \dot{S} \) is the muscle shortening heat rate, and \( \dot{W} \) is the positive mechanical work rate. The specific terms are defined in detail by Anderson [8].

The upper body term \( J_{\text{upper}} \) penalizes large active motor torques and accelerations generated by the upper body DOFs. As discussed in Section 5.2.1, active torques are obtained by rearranging the
Figure 5.4: Locomotion at 1.5 m/s. The orange shaded areas represent one standard deviation of ground truth human data. Dashed lines represent walking data synthesized by the approach of Wang et al. [137]. Solid lines represent my approach. Although my approach does not assume a locomotion-specific control structure, it produces lower limb motion that is quantitatively closer to the ground truth in average standard error. In particular, my approach yields better predictions for the kinematics of the knee.
EOM after calculating other generalized forces in the system. I have already defined the contact force \( f_{GRF} \) and the MTU force \( f_{MTU} \). It remains to specify \( f_{\text{passive}} \): forces that capture passive effects of the musculoskeletal structure in the upper body. These are spring-damper forces for the set of upper body DOFs \( Q_{\text{upper}} \) [134]. These passive forces are designed to be a property of the humanoid model, and are task independent.

Let \( f_{\text{passive}}^i \) denote the \( i \)-th element of \( f_{\text{passive}} \). For \( q^i \in Q_{\text{upper}} \), I define \( f_{\text{passive}}^i = -k_p q^i - k_d \dot{q}^i \).

For all other DOFs, \( f_{\text{passive}}^i = 0 \). Specifically, I set \( k_p = 50, k_d = 1 \) for the neck and back, capturing a weak tendency for the body to stay straight, and \( k_p = 0, k_d = 1 \) for all other upper body joints.

I can now recover \( f_{\text{motor}} \) through (5.3), and define the upper body effort term as follows:

\[
J_{\text{upper}} = w_m \sum_i \left( f_{\text{motor}}^i \right)^2 + \ddot{q}^\top W_a \ddot{q},
\]

(5.19)

where \( q^i \in Q_{\text{upper}} \). This penalizes large active torques and accelerations. \( W_a \) is a diagonal weight matrix, set to \( 10^{-5} \) for the neck DOFs, \( 10^{-4} \) for the back DOFs, and \( 10^{-6} \) for the rest of the DOFs in the upper body. Note the difference between \( J_{\text{upper}} \) and \( J_{\text{EOM}} \): the upper body effort term encodes a preference for motions that require smaller active torques, while the EOM term approximates a hard constraint that there should not be any non-zero active torque in the root and lower body DOFs. Accordingly, I place a much higher weight on the EOM term.

### 5.3 Numerical Optimization

The full set of variables that are optimized for each time step is

\[
s_t = [q_t \ r_t \ f_t \ a_t \ l_t],
\]

which includes the generalized coordinate values of the humanoid \( (q_t) \), contact locations on the ground \( (r_t = [r_{t,1}, \ldots, r_{t,10}]) \), ground reaction forces \( (f_t = [f_{t,1}, \ldots, f_{t,10}]) \), MTU activation signals \( (a_t \in \mathbb{R}^{28}) \), and MTU contractile element lengths \( (l_t \in \mathbb{R}^{28}) \).

By concatenating the state vectors and their time derivatives over \( M \) time steps, I obtain the vector \( x = [s_1 \ \dot{s}_1 \ \ldots \ s_M \ \dot{s}_M] \). The full trajectory is encoded with cubic splines, which serve to interpolate \( x \) and improve computational efficiency. At any time \( t \), the state and its velocities and
accelerations can be calculated as $A_t x$, where $A_t$ is the spline encoding matrix. I thus numerically integrate the objective (5.2):

$$E(x) = \sum_t \sum_k w_k J_k(A_t x).$$

(5.20)

For all experiments, I set $w_{\text{task}} = 10$, $w_{\text{EOM}} = 10^2$, $w_{\text{CIO}} = 10^3$, $w_{\text{body}} = 10^3$, $w_{\text{MTU}} = 10$, $w_{\text{effort}} = 10^{-2.5}$, and discretize the integral at 30 Hz.

I use L-BFGS for optimization with numerically approximated gradients. I found the accuracy of the gradients obtained by standard finite differencing to be insufficient, causing premature termination. To obtain more accurate gradients, I use finite differences with complex arithmetic for the approximation [82]:

$$\frac{dJ_k}{ds_n}(s) \approx \frac{\text{Im}[J_k(s+ih e_n)]}{h},$$

where $h$ is an extremely small step size (I use $10^{-20}$) and $e_n$ is the $n$th standard basis vector.

I use seven spline knots per DOF for walking and running results, and 14 for jumping and kicking. The resulting dimensionality of the problem is over 2000, but the optimization does not require example-specific initialization. All examples are initialized to a default “zero” pose throughout the motion duration, where all elements of $q_t, r_t, f_t, a_t$ are set to zero. The MTU contractile element lengths ($l_t$) are set to their respective optimal values ($l_{opt}$). From this initialization, I then proceed to run two optimization passes with different contact model settings. The first pass employs a smooth version of (5.6) with $k_1 = 10, k_2 = 3$. The result of the first pass is used to initialize a second pass with a sharper setting for (5.6): $k_1 = 20, k_2 = 2$. Both passes are run for a maximum of 3000 iterations.

Note that the objectives $J_k$ are defined to be functions of the state vector at a single time instant, which means that the objective (5.20) and its gradient can be evaluated for different time steps in parallel. The independent nature of these terms enables rapid computation of numerical derivatives. As a result, despite the high dimensionality of the problem, all of the presented examples converge within 6 to 10 minutes on a machine with two Intel Xeon X5680 processors.
5.4 Results

5.4.1 Basic Locomotion

Locomotion is a particularly common human activity that is driven by the lower body. In the study of human locomotion gaits [94], the legs and pelvis are referred to as the “locomotor system” and the upper body is referred to as the “passenger unit.” The passenger unit is “virtually a passive entity that is carried by the locomotor system”; it is also often referred to as the HAT (head, arms, and trunk/torso) to emphasize its secondary role in locomotion [94].

I synthesize locomotion by specifying task terms that capture the goal of moving the model’s trunk forward with a target velocity and a target upright head orientation. Additionally, I require the motion to be periodic and symmetric. The periodicity constraint is implemented by requiring the last spline knot to be identical to the first. This constraint implicitly specifies the duration of the step. I select human-like durations given a desired target velocity based on relations between locomotion velocity and stride length derived from empirical observations [4]. The symmetry constraint restricts the variables associated with the left side of the body to be the same as the corresponding variables from the right side a period later.

Figure 5.4 compares the sagittal hip, knee, and ankle kinematics and joint moments of a 1.5 m/s walk synthesized by my approach to motion generated by a prior approach that relies on a task-specific control structure [137]. The results match the human ground truth more closely than the results of the prior approach, without reliance on a locomotion-specific control structure. (The joint angle and moment curves I compare to here are part of a dataset consisting of 20 healthy subjects walking and running at multiple speeds on an instrumented treadmill, see Wang et al [137] for details.) Specifically, I obtain an average standard error of 1.37 compared to 1.53 for [137]. Notably, my results better capture the knee trajectories. One likely reason is that the control structure assumed by Wang et al. was overly restrictive in defining the set of allowable control torque patterns. On the other hand, the hip kinematics indicate a lack of hip extension, which results in a shorter stride length relative to human data.

As demonstrated in the supplementary video, running gaits emerge when I specify larger ve-
locity and corresponding durations, without making any other modifications. However, I observe significant differences in knee and ankle angles during swing. In particular, my results exhibit both a lack of knee flexion and a slight over-plantarflexion during early swing phase. A closer look at the gait reveals that the tip of the foot model stays almost parallel over time and hugs the ground plane during the majority of the swing phase. A likely cause of this behavior is the lack of modeling of robustness and stability in my approach. Taking robustness into account would likely yield a gait with higher ground clearance and increased knee flexion during the swing phase, as observed in human running.

To evaluate the effect of musculoskeletal modeling and the fine-grained metabolic energy expenditure model, I replaced $J_{lower}$ by the sum of squared torques of the lower body joints and optimized directly for joint torques in the lower body, without the use of MTUs. The weights on the squared torques were chosen so that the contribution of the effort term to the objective is comparable to $J_{lower}$ for the MTU-driven model. The results are shown in the video. Walking synthesized by the purely torque-driven model suffers from severe crouching. The running gaits produced by the restricted model likewise suffer from dramatic artifacts.

The supplementary video also demonstrates walking results generated using the original CIO algorithm, which operates on a simplified character model with massless limbs. The original CIO formulation yields unnatural shuffling gaits in which the feet stay close to the ground. For running speeds, the original CIO algorithm fails to converge to reasonable solutions.

5.4.2 Locomotion Variations

Unlike the approach of Wang et al. [137], my approach is not limited to fixed-velocity locomotion. By modifying the environment and the simple task objectives, my approach can generate a variety of motions that are appropriate to different scenarios.

Gait initiation. To animate walking initiation, I specify an initial key pose (standing) at time zero, a final key pose at time 1.5 s, and linearly interpolate the target torso velocity from 0 to 1.5 m/s. The final key pose is set to one of the walking poses synthesized by my method. I
found the method to be effective regardless of the precise choice of the walking pose. One salient characteristic of human gait initiation is the movement of the center of pressure (COP) [32]. As walking is initiated, COP moves backwards towards the heels and laterally towards the swing foot. Then, before the swing foot leaves the ground, the COP shifts laterally to the stance foot and moves from heel to toe as the step is taken. As shown in Figure 5.5, the motion generated by my approach exhibits this stereotypical COP trajectory. In the accompanying video, I demonstrate this walking initiation animation, as well as similarly generated running initiation.

**Incline walking.** By varying the slope of the ground, I can synthesize appropriate incline walking gaits. In the video, I demonstrate 1.5 m/s walking for different incline angles (−40°, −15°, 15°, and 40°). A notable feature of human walking on inclined surfaces is the maximum hip extension angle, which corresponds to how far the stance leg stretches behind the pelvis before it enters the swing phase. This angle is largest when I walk on level ground, and decreases for both upslope and downslope walking [66]. As seen in the video, the gaits synthesized by my approach reproduce these changes in lower limb kinematics. The peak ankle joint moments in the synthesized motions also increase as slope increases, as observed in human data [66].

**Locomotion in reduced gravity.** Gravitational acceleration has a direct effect on locomotion. It is well-known that a change in gravitational force, as on the Moon, leads to a change in human
locomotion gait. Notably, at typical terrestrial walking speeds, humans adopt gaits that are closer to running when gravity is reduced \cite{[15,81]}. My approach predicts this behavior. I set gravity to \(0.16g\), as on the Moon, and synthesized locomotion at 1.5 m/s. As shown in the supplementary video, the synthesized gait resembles the gaits adopted by astronauts on the Moon.

5.4.3 Jumping and Kicking

Our approach can be used to animate a range of motions. I demonstrate its generality by synthesizing jumping and kicking motions. To animate jumping, I specify the initial and final poses (standing upright) and the trunk’s height mid-jump. With these simple constraints, I synthesize forward, backward, and sideway jumps. As demonstrated in the video, features of human jumping such as knee flexion before lift-off emerge from the optimization. To animate kicking, I specify a target position and velocity for the ankle. As demonstrated in the video, a variety of different kicking motions can be generated by changing these simple constraints.

5.5 Discussion and Future Work

This chapter presented a trajectory optimization approach to animating human activities that are driven by the lower body. It demonstrated for the first time that a single optimization formulation can produce high-fidelity lower body motion for a range of human activities, without the need for prior motion data or task-specific control structures. This is achieved using a simplified and generalized formulation of CIO that optimizes over continuous contact timings and is applied directly to a detailed humanoid model in which the lower limbs are actuated by musculotendon units.

While effective, CIO does not completely prevent the optimization from converging to poor local minima. In particular, care must be taken to specify weights that trade off the importance of different terms in the objective. Visibly non-physical solutions that appear to “float” in the air can result from setting weights to EOM and CIO terms too low, while low weights on the MTU and effort terms tend to generate unnatural bent-knee gaits. Characterizing weights that can reliably generate a wide range of natural human motion is an interesting avenue for future work.
Like most methods based on spacetime constraints, the resulting control torques and activation signals generated by my work cannot be directly used in a forward simulation. This is both due to the spline encoding of the trajectories and the formulation of physical and biomechanical plausibility through soft constraints. The trajectories could serve to initialize more complex optimization schedules designed to generate strictly physical trajectories, which would be important for applications outside of animation as well as for synthesizing motions that further approach human ground truth.

The focus of this work was on the fidelity of the synthesized lower body motion. The movement of the upper body in my results does not match human ground truth in general. A likely reason is that my simple spring-damper model for upper body actuation does not properly represent the passive effects of the musculoskeletal structure in the upper body. A natural direction for future work is to develop a musculoskeletal model for the entire body, including the upper body. The highly detailed model developed by Lee et al. [67] provides a promising starting point, but some work is required to develop a simplified model that supports effective trajectory optimization. Such development would enable high-fidelity animation of activities that center on the upper body, such as reaching and pointing, as well as activities that require precise coordination of the entire body, such as ball sports, combat sports, and parkour.
Chapter 6

ENSEMBLE CONTACT-ININVARIANT OPTIMIZATION THAT TRANSFERS TO PHYSICAL HUMANOIDS

While a lot of progress has recently been made in dynamic motion planning for physical humanoid robots, much of this work (including previous chapters in this thesis) has remained limited to simulation. In this chapter I show that executing the resulting trajectories on a physical robot Darwin-OP, even with local feedback laws, does not result in stable movements. I then develop a new trajectory optimization method, adapting contact-invariant optimization to plan through ensembles of perturbed models. This makes the resulting motion plans robust to model uncertainty, and leads to successful execution on the robot. I obtain a high rate of task completion without trajectory divergence (falling) in dynamic forward walking, sideways walking, and turning, and a similarly high success rate in getting up from the floor.

6.1 Darwin Robot

The Darwin-OP humanoid biped produced by Robotis Ltd. is a 26 degree-of-freedom robot – 3 root position, 3 root orientation, and 20 actuated joints. Each actuator is a MX-28 servo motor with position measurement of 12-bit resolution over $2\pi$ radians that is position controlled. An integrated inertial measurement unit in the robot’s torso provides 3-axis acceleration and 3-axis angular velocity. Each foot also contains four force resistive sensors to measure contact forces. The sensor data output and control input are processed through an x86 CPU on-board the robot.

While the Darwin-OP is a convenient, low-cost biped platform, there are a number of limitations that must be overcome in one way or another. First, the control inputs to the servo motors are the set point for a PID controller. This means that the desired forces in the joints to achieve certain accelerations must go through this controller which I have no access to: each servo motor’s
firmware is closed source. Secondly, while each body part of the Darwin robot can be disassembled and its mass measured, the center of mass of each body part and thus the entire robot is harder to predict. Although the dynamical model was initially derived from the CAD models of the robot which include inertia and center of mass measurements provided by Robotis, it is unknown if their model included all mass contributions such as the electronics boards, wiring, and hollow spaces in addition to the obvious metal frame and plastic body. While these are both sources of modelling error, I have tried my best to perform accurate system identification of these properties offline before trajectory optimization. System identification consisted of isolating motor parameters in a 1-DOF setup with known masses with mass measurements of each body component. The 1-DOF setup was given random control inputs with the motor positions and velocities measured as outputs; this data was used to optimize the motor parameters to reduce the error between actual and predicted states.

However, even with a perfect model, there are real world phenomena that the simulator does not take into account or cannot be identified. Geared motors frequently experience backlash where the gear teeth are not in contact with each other when reversing that need complicated estimation to identify [48]. This means that the joint can move while the servo reports the same position. This is in addition a programmed deadband, where the control logic of the servo will deliberately allow for some small error in its PID controller to prevent gears from wearing out. Together, these phenomena mean that idealized position controlled motors in a simulation can act differently from those in the real world unless the model is heavily augmented or specifically designed to compensate for these sources of error.

External factors also contribute to trajectory playback failure, namely contacts with the external environment. While they can be predicted and planned through, hard contacts are discontinuities in a position trajectory. This means that if a contact does not occur at the expected time, there is no assurance as to the rest of trajectory completing satisfactorily. Trajectories must then be planned in such a way to make up for missed or mistimed contacts. Furthermore, as contacts are the means through which a robot interacts with the world, they need to be made in an expected way to correctly position the robot’s center of mass. Said another way, a biped robot needs to be
6.1.1 Simulated Model

Our Darwin model includes all 26 degrees of freedom of the physical robot, denoted by $\mathbf{q} \in \mathbb{R}^{26}$. The model is based on CAD created specifications to manufacture Darwin. I have identified each actuator to have dry friction coefficient of 0.16 and damping of 1.13. The total mass of the robot is 2.835 kilograms. I assume contact between the robot and the ground to have friction coefficient of 0.75. For contact and actuator parameters, I use $k_c = 10$, $k_s = 36$ and $k_d = -12$ for all my simulations.

The Darwin robot geometry is a composition of complex, non-convex shapes which can make self-collision resolution a costly process and cause poor conditioning when used in trajectory optimization. To avoid these issues, I approximate the Darwin body with bounding capsules shown in figure 6.1c for the purposes of self-collision detection and resolution.

Our motions (especially such as robot lying on the ground or getting up) involve complex
interaction between Darwin and the environment. Feet, palms, knees, elbows, torso and head may be contacting the ground at any point in time. I predefine 23 potential contact points (shown in figure 6.1d), each of which can result in a 3-dimensional linear force being applied by the environment on the robot. I denote the total force vector to be \( f \in \mathbb{R}^{69} \).

The tasks I consider in this paper are centered around locomotion and getting and require robot standing and facing a particular orientation at the final time. This can be expressed as a quadratic cost \( c^T_{\text{task}} \) on final torso position and orientation, as well as final position and orientation of the feet.

### 6.2 Problem Description

#### 6.2.1 Model and Actuation Dynamics

Let the model positions be denoted by \( q \). Physically consistent motions must satisfy the traditional equations of motion for an articulated rigid body system:

\[
M(q)\ddot{q} + C(q, \dot{q}) = J(q)^T f + \tau(q, \dot{q}, r) \tag{6.1}
\]

Where \( M \) is the system inertia matrix, \( C \) is the vector of Coriolis, centrifugal, and gravitational terms, \( J \) is the contact force Jacobian. I use Mujoco physics engine [123] to calculate these quantities for any given state.

\( f \) is the combined vector of contact forces applied to the robot. I predefine a number of potential points \( p \) on the robot which will be making contact with the environment, each of which can result in a force being applied by the environment on the robot.

Contact forces and states must be consistent with each other. Contact forces must lie without the friction cone \( f \in C(q) \). If a contact is not active, the contact force should be zero. If a contact is active, the contact point should be touching the environment and not be sliding. The former can be written as a cone constraint, while the latter can be expressed as the following soft complementarity constraint for each contact \( i \):

\[
\lambda_i(\|p_i - \text{proj}(p_i)\|^2 + \|\dot{p}_i\|^2) = 0 \tag{6.2}
\]
Where proj() is the projection of a point onto the environment and \( \lambda \) is a smooth contact indicator variable calculated from contact normal force \( f^N \) as

\[
\lambda = \frac{1}{2} \tanh(k_c f^N) + \frac{1}{2} 
\]

(6.3)

I term any state and its temporal derivatives satisfying the above constraints to be dynamically consistent.

I assume torques applied by the actuators to be a function of a PD controller driven by setpoints \( r \).

\[
\tau(q, \dot{q}, r) = k_s(q_{act} - r) + k_d \dot{q}_{act} 
\]

(6.4)

Where \( k_s \) and \( k_d \) are stiffness and damping coefficients and \( q_{act} \) are the degrees of freedom corresponding to the actuators.

6.2.2 Model Uncertainty

Even with identification, there is uncertainty in a number of model parameters, such as individual limb masses or their centers of mass. In addition, approximations I make, such as discrete number of contact points (instead of a contact surface) may make my simulation results diverge from reality. To diminish these issues, I take model uncertainty into account when performing trajectory optimization, as described in the next section. The sources of uncertainty I consider are:

**Contact Point Location:** As I use contact points defined as spheres instead of the convex mesh of the robot, I vary the location of the contact points. Not only does this allow for correction of poor sphere placement – a modelling error – the varying locations means that contacts can be made in unexpected ways and the trajectory can still succeed. For example, instead of a robot’s foot needing to contact the ground specifically at one point on the heel, it has planned for contacts around the heel and even can be flat footed. Contact points are sampled from a Gaussian distribution centered around the nominal contact point location with a variance of 5mm.
Limb Mass: Although I and my collaborators took time during system identification to measure the mass of the robot’s body parts, we cannot assume that a plan through the correct masses will succeed due to other source of error. By optimizing under various masses, optimized trajectories become more conservative in their movement. I vary masses by 20% of their nominal estimated mass.

Limb Center of Mass: There is also uncertainty in location of the center of mass. Similarly, trajectories are made more cautious and movements are more conservative. Center of mass locations are sampled from a Gaussian distribution centered around the nominal location with a variance of 20% of the limb’s bounding volume.

I denote all model parameters by a vector \( \theta \). These model parameters affect terms \( M, C, J \) in equation (7.6).

In this work, I assume inaccuracies in motor-related parameters will result in short-horizon error and may be overcome at execution time either by built-in PD control, or feedback control in section 7.2.2. Thus, I do not explore uncertainty in the actuator parameters.

6.3 Deterministic and Ensemble Trajectory Optimization

6.3.1 Deterministic Case

Recall the deterministic contact-invariant optimization problem, which forms the base of the method in this chapter. Assuming deterministic model parameters \( \theta \), the problem is to find a dynamically and kinematically consistent trajectory of body configurations and contact forces \([q_f]^{1:T}\) that achieves user-specified tasks. For clarity, I omit dependence on first and second time derivatives of the variables in the remainder of this paper.

\[
\min_{[q_f]^{1:T}} \frac{1}{T} \sum_t c^t(q^t, f^t) \tag{6.5}
\]

This is a direct collocation approach to trajectory optimization, which directly optimizes state trajectories and dynamic and kinematic consistency is enforced as constraints (soft constraints in my case). I describe the exact objective function used in section 6.3.3.
6.3.2 Ensemble Case

I wish to find a robust behaviour which performs well under a variety of different model parameters \( \theta \). Taking a Monte-Carlo approach, I jointly optimize for a collection of \( N \) consistent state and contact force trajectories each of which satisfies task objectives. If there is no dependency between these trajectories under different instantiations of \( \theta \), the robot is free to behave completely differently under different models. I tie the trajectories together by requiring that they share a single PD setpoint trajectory, which will be used to control the physical robot.

\[
\min_{[q f]_{1:N}} \frac{1}{N} \sum_{i,t} c^t(q^t_i, f^t_i) + \frac{1}{2} \| r^t_i - \bar{r}^t \|^2
\]  

(6.6)

Where \( \bar{r} = \frac{1}{N} \sum_i r_i \) is the average PD setpoint trajectory. \( r^t_i \) can be recovered at any point in time from equations (6.4) and (7.6).

\[
r(q, f) = q_{act} + \frac{k_d}{k_s} \dot{q}_{act} - \frac{1}{k_s} (M \ddot{q} + C - J^T f)
\]  

(6.7)

If \( q^t_i \) and \( f^t_i \) are interpreted as samples from their respective random variables, one way of interpreting (6.6) is to reduce the expected cost under random model parameters, while reducing the variance of the resulting PD setpoint trajectory.

6.3.3 Objective Function

Our objective is a weighted combination of terms, each depending only on state variables and its temporal derivatives at a particular point in time.

\[
c^t(q, f) = \sum_k w_k c^t_k(q, f)
\]  

(6.8)

The terms I include are:

**Equations of Motion and CIO Constraints:** I require state and contact forces to satisfy dynamic consistency constraints as described in section 6.2.1. Equations (7.6) and (6.2) are enforced as soft constraints with quadratic costs.
**Kinematic Constraints:** I require that states $q$ be kinematically consistent. Contact points should not be penetrating the environment, body parts should not be self-intersecting and joint angles must be within model limits. These bound constraints are enforced softly as half-quadratic costs.

**Regularization:** To get more natural trajectories and to improve problem conditioning, I prefer state and contact force trajectories to be smooth. Additionally, I prefer PD setpoint to not be too far from the state, which implicitly minimizes velocity and control effort.

$$c_{\text{reg}} = \|\ddot{q}\|^2 + ||\dot{f}||^2 + \|q_{\text{act}} - r\|^2$$  \hspace{1cm} (6.9)

**User Task:** While the above terms put us in a space of plausible trajectories, the trajectory must also satisfy tasks specified by the user. These objectives can be open-ended, and are described in section 6.1.1.

<table>
<thead>
<tr>
<th>Cost Term</th>
<th>eom</th>
<th>cio</th>
<th>kin</th>
<th>reg</th>
<th>task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight</td>
<td>$10^1$</td>
<td>$10^1$</td>
<td>$10^0$</td>
<td>$10^{-5}$</td>
<td>$10^0$</td>
</tr>
</tbody>
</table>

Table 6.1: The weights for the terms contributing to the objective function (6.8)

6.3.4 *Optimization Algorithm*

To solve the above optimization problem, I use a trust region method with Levenberg-Marquardt heuristic. The method requires inversion of the objective Hessian, but in my case each $c_t$ only depends on $q_t$, $f_t$ and its time derivatives. Thus, the Hessian is block-diagonal and can be inverted efficiently using Cholesky factorization.

I use $N = 10$ model samples, which is fairly small and allows us to perform optimization in (6.6) without additional approximations, such as stochastic or distributed optimization methods. I found the method to converge between 100 to 500 iterations, depending on complexity of the problem.
6.3.5 Feedback Control

In open loop control, I directly use $\bar{r}$ as the PD setpoint trajectory sent to the robot. But as discussed in section 6.1, there are various modelling and system deficiencies that must be overcome for successful trajectory playback. Ensembles of certain parameters can overcome modelling errors, but feedback is necessary to overcome unmodeled issues, namely the limitations of the servo motors. For this reason, the sensory features chosen for feedback consisted of joint angles and joint angle velocities. The goal is to accurately track the trajectory’s position and speed. Other sensory features were considered, and will be discussed in 6.6.

Let $x = [q \ 0]$ be the state of the system in forward dynamics simulation. I first execute my PD setpoint trajectory $\bar{r}$ in forward simulation under the average model parameters to get a rollout $\bar{x}^{1:T}$. I linearize about this rollout and perform an LQG backward pass to compute the optimal time-varying feedback gains $A^t$. The resulting PD setpoint sent to the robot using feedback is:

$$r_{FB}^t(x) = \bar{r}^t + A^t(x - \bar{x}^t)$$

(6.10)

Where $x$ contains the joint angles and joint angle velocities coming from the physical sensors. Because I do not have access to root position and velocity components of $x$, I set the corresponding entries of $A$ to zero.

6.4 Experimental Methods

6.4.1 Trajectory Preparation

After an optimal trajectory is calculated, the first step in validating its success on a real robot is to test in simulation. I again use the MuJoCo physics engine to play back the calculated controls in forward dynamics. This serves two purposes. First, the researchers can quickly examine the optimized trajectory the potential of real world success. If the trajectory causes the robot to fall in the simulation, it is very likely that the Darwin robot would also fall.

The second purpose is that the forward dynamics simulation is used to find the reference trajectory used with feedback. In (6.10), there is the result of the equation, $\dot{q}_{\text{darwin}}(s, t)$, that is the
desired position after accounting for potential state error, and also $s$, the ideal positions when there is no error. As a sequence of desired joint states is used during feedback gain calculation, and the Darwin robot’s control input is the joint positions, this reference trajectory acts as the desired optimal trajectory when feedback is not used.

### 6.4.2 Trajectory Execution

To save computation time, the optimization and forward dynamics happen at a slower time-step than the robot’s control loop. In order to control the Darwin with the trajectory at a slower time-step, I linearly interpolate between the optimization’s time-steps to get the control input based on the Darwin’s system time. This is important for feedback especially. A higher update rate means that state error should be corrected for before it grows too large. Furthermore, as modelling errors are always present, larger time-steps will encourage divergence from the planned trajectory as errors will grow with time.

At the start of every trajectory playback, the Darwin loads the trajectory data, with timing information, from file into memory. Then, it assumes the initial position and waits for input to begin the trajectory playback. When prompted, the Darwin notes the time: this because the start time of the trajectory. It immediately starts progressing through the trajectory data, interpolating as necessary to correctly match the time data of the provided trajectory.

### 6.4.3 Experiment Design

The reference trajectory is played back on the Darwin robot as the baseline result. This is the desired trajectory for a hardware platform that is identical to the model used in optimization. Ensemble optimization is used to find more robust trajectories which are then compared with the reference. Furthermore, for both ensemble and reference trajectories, I both use and do not use feedback. As feedback is another means of helping the Darwin complete a trajectory, I wish to isolate the effects.

For each optimized trajectory, I have four trials of 20 runs each. The four trials are with and
without ensemble optimization and with and without feedback used in the playback. The optimized trajectories are for the actions of forward walking 30 centimeters, a 90 degree turn to the right, and for side stepping 30 centimeters.

These were chosen as they only required contact between the robot and the ground, had simple measure of action success, and were dynamic enough that they could critically diverge from the planned trajectory. While a robust trajectory allows for some movement from the plan, falling is considered to be a sign of an unmitigated failure. Action success is determined by the robot not falling, while progress is the intended result of the trajectory, e.g. walking forward should allow the Darwin robot to move in the direction it is facing. This is measured by a Phasespace tracking system using 8 LEDs attached to the robot’s torso that provide a rigid body position and orientation to overhead cameras. This data is processed after data collection to give us its translational and rotational progress. Progress in walking and side stepping is measured by left multiplying each translational position with the unit vector representing the total distance travelled, while in turning progress represents the Euler angle of travel accomplished.

6.5 Results

The results of the experiments are summarized in figure 6.3. In short, methods optimized without ensemble did not necessarily fall, but they also did not successfully complete their actions. By contrast, ensemble-optimized methods both stayed upright and successfully completed their actions. Another interesting observation is that while feedback improved the performance of ensemble-optimized methods, it actually induced more instability that would cause Darwin to fall for a non-
Figure 6.3: Each subplot shows the results for one task: walking forward, walking sideways, and turning. I repeated each task and each condition for 20 trials. There were 4 conditions per task, which differed by the type of feedback (PD only vs. State Feedback + PD) and the type of optimization (Ensemble vs Nominal). In each condition I show the percent of successful trials (defined as the robot not falling), and the distance in translational or rotational space towards the task goal. While nominal trajectories may not fall frequently, they also do not accomplish their intended tasks when compared to ensemble optimization.
Figure 6.4: Results of successfully executing ensemble-optimized trajectories with feedback for walking, turning, sidestepping, and getting up
Figure 6.5: Mean and variance (in blue) compared to the reference position (in red) for walking forward. Progress was determined by calculating the robot’s translational position between its starting and final positions. Three joint positions are displayed as well to highlight the effects of ensemble optimization and feedback. Without ensemble, the actual joint positions hardly tracks their control signals. With feedback (and ensemble), the same joints follow the reference much more closely. As a result, the progress made with both ensemble and feedback most closely reaches the target position.

ensemble method.

I see the qualitative differences between walking motions optimized with two different methods in figure 6.2. In particular, note that non-ensemble method lands on heel and transfers weight from heel to toe during double support phase. This is a natural, but precarious strategy. In contrast, the ensemble method lands with the foot flat on the ground. Non-ensemble method also swings the foot really close to the ground surface, whereas ensemble method raises to foot more during
swing phase. Non-ensemble method also takes a smaller number of large steps, whereas ensemble method takes a larger number of smaller steps. In general, the movement strategies found by ensemble method are more conservative, whereas non-ensemble strategies are riskier (although arguably closer to what humans may actually do).

6.6 Discussion and Future Work

The results demonstrate that while non-ensemble trajectories might be stable enough on the Darwin to not fall, they do not make progress appropriate for the given action. This means that for the walking, turning, and side-step actions on a flat ground surface, the contacts with the ground did not produce the appropriate torque to propel the robot in the correct direction. In effect, the robot was slipping and sliding in place. This suggests that either the expected friction of the ground surface was wrong, or the trajectory that used the frictional contact for torque was insufficient or incorrect. Regardless, the non-ensemble trajectories either need accurate models to plan through or can only be used for more simple trajectories.

Ensemble trajectories had a much higher chance of completing their respective action. While the Darwin did fall, the fact that trajectory progress was made indeed suggests that modelling errors contributes to poorly optimized trajectories. The resulting trajectories through ensemble optimization demonstrate more cautious behavior: the feet are lifted off the ground higher to clear ensemble contact points, and more stable trajectories are chosen that are dynamically consistent with the real robot.

Feedback had some interesting effects on the Darwin. When using feedback, the robot would frequently experience some form of overshoot when correcting for errors. This would obviously be problematic for trying to remain stable, and shows as feedback with non-ensemble trajectories were in fact prevented from successfully completing. The reason, I suspect, is that as both the trajectory and feedback were calculated from an incorrect model, errors built up more quickly, and could not be correctly compensated for.

Feedback with the ensemble trajectories did show improvement, however. Trajectories would
frequently reach 'tipping points' where a successful transfer of mass would need to take place to continue the trajectory – otherwise, the robot would fall. Feedback would help in these instances to maintain the correct velocity within the joints to move correctly past the tipping point.

While this work demonstrates the ability of my ensemble method to make optimized dynamic trajectories feasible for use on robotic hardware, there are more avenues to explore. First is the types of ensembles and how they pertain to different actions. Robots that rely on contact with their environment might need different parameters to be in the ensemble than robots that do not.

Secondly, the feedback policy’s range of use seems to be narrow in this experiment. Strong perturbations from the trajectory cannot be recovered. How strong remains to be seen and measured. Furthermore, I wish to explore how increasing the state space of the feedback can improve the feedback policy or increase robustness. Instead of just joint positions and velocities, I could include the robot’s root orientation and position, and associated velocities. I hypothesize that this would increase the degree of success of a given action – walking forward a specific distance would be more accurate to that specific distance as I would have a control gain on the error in the distance. Some sensors I consider using are the Darwin’s internal IMU or foot force sensors, or an external Phasespace position and orientation tracking system.

Alternatively, the simple feedback policy could be replace with a neural network based policy. This could result in very different policies for different models, but all derived from the same parameters. Neural network policies could be used to increase robustness by expanding the state space from which a robot could recover from perturbations. This means, of course, measuring the window of robustness. This could be done in simulation, or by injecting noise into the sensor measurements or control outputs of the robot and again measuring the success of the action.
Chapter 7

SYNTHESIS OF INTERACTIVE CONTROLLERS WITH TRAJECTORY OPTIMIZATION AND NEURAL NETWORKS

Interactive real-time controllers that are capable of generating complex, stable and realistic movements have many potential applications, including animation, gaming and robotic control. They can also serve as computational models in biomechanics and neuroscience. Designing such controllers however is a time-consuming and largely manual process. My goal is to automate this process, by developing universal synthesis methods applicable to arbitrary behaviors, character morphologies, online changes in task objectives, perturbations due to noise and modeling errors. Key to my approach is the power of modern computers, which have become fast enough to search/optimize over the vast space of candidate controllers, and find one that works. It is of course impossible to overcome the curse of dimensionality in a brute-force way, and my method deploys a number of strategies to produce controllers for all characters and control tasks.

Every automated search starts with a choice of representation. Earlier approaches to interactive real-time control relied on interpolation in motion capture datasets, as well as state machines designed for specific tasks. In contrast, I seek a representation that does not require significant manual tailoring for application to new characters/tasks. One such representation would be explicit

Figure 7.1: A sample of characters controlled interactively by method in this chapter.
trajectories of states or controls, possibly augmented with local feedback controllers. Complex movement trajectories, involving multiple contacts and other non-linearities, have recently been optimized automatically. However such optimization takes at least minutes of CPU time and yields local solutions. One general approach to overcoming this limitation is model-predictive control, where the trajectory is re-optimized as often as possible, using the previous solution for warm-start. This has given rise to impressive results, but is limited to behaviors where short-horizon planning (on the order of a second) is sufficient, and furthermore if the optimizer gets into a poor local minimum it is not clear how to proceed in real-time. Nevertheless, given that trajectory optimization is the only approach that has consistently produced behaviors with the complexity and realism I am aiming for, here I seek to leverage it for the purpose of interactive real-time control.

The representation I choose for my global controller is a neural network, with a control-specific architecture described below. Neural networks have been used in multiple fields for decades. They are currently experiencing a resurgence, thanks mostly to faster computers and larger datasets, and to some extent improved training methods. Even though control was historically among the earliest applications of neural networks, the recent success stories are in computer vision, speech recognition and other classification problems that arise in artificial intelligence and machine learning. In these domains large datasets are readily available on the Internet. In contrast, the data needed to learn neural network controllers is much harder to obtain, and in the case of imaginary characters and novel robots we have to synthesize the training data ourselves (via trajectory optimization). At the same time the learning task for the network is harder. This is because we need precise real-valued outputs as opposed to categorical outputs, and also because our network must operate not on i.i.d. samples, but in a closed loop, where errors can amplify over time and cause instabilities. This requires specialized training procedures where the dataset of trajectories and the network parameters are optimized together. Another challenge caused by limited datasets is the potential for over-fitting and poor generalization. My solution is to inject different forms of noise during training. The scale of the problem requires cloud computing and a GPU implementation, and training that takes on the order of hours. Interestingly, I invest more computing resources in generating the data than in learning from it. Thus the heavy lifting is done by the trajectory optimizer, and yet the
neural network complements it in a way that yields interactive real-time control.

The method in this chapter automatically generates neural network parameters that represent a control policy for physically consistent interactive character locomotion control, requiring a dynamical character model and task description. At the core of my approach is the merging of both trajectory optimization and stochastic neural networks together. Such coupling enables the trajectory optimizer to act as a teacher, gradually guiding the network towards better solutions. This combines correct behavior with real-time interactive use. Furthermore, the same algorithm and controller architecture provide interactive control for multiple creature morphologies.

### 7.1 Overview

Let the state of the character be defined as \([q\ f\ r]\), where \(q\) is the physical pose of the character.
(root position, orientation and joint angles), \( f \) are the contact forces being applied on the character by the ground, and \( r \) is the recurrent memory state of the character. The motion of the character is a state trajectory of length \( T \) defined by \( X = [q^0 \ f^0 \ r^0 \ ... \ q^T \ f^T \ r^T] \). Let \( X^1, ..., X^N \) be a collection of \( N \) trajectories, each starting with different initial conditions and executing a different task (such as moving the character to a particular location).

I introduce a neural network control policy \( \pi_\theta : s \mapsto a \) parametrized by neural network weights \( \theta \) that maps a sensory state of the character \( s \) at each point in time to an optimal action \( a \) that controls the character. In general, the sensory state can be designed by the user to include arbitrary informative features, but in this preliminary work I use the following simple representation:

\[
s^t = [q^t \ r^t \ \dot{q}^{t-1} \ f^{t-1}]
\]

\[
a^t = [\dot{q}^t \ r^t \ f^t],
\]

where, e.g., \( \dot{q}^t \triangleq q^{t+1} - q^t \) denotes the instantaneous rate of change of \( q \) at time \( t \). With this representation of the action, the policy directly commands the desired velocity of the character and applied contact forces, and determines the evolution of the recurrent state \( r \). Thus, my network learns both optimal controls and a model of dynamics.

Let \( C_i(X) \) be the total cost of the trajectory \( X \), which rewards accurate execution of task \( i \) and physical realism of the character’s motion. I want to jointly find a collection of optimal trajectories that each complete a particular task, along with a policy \( \pi_\theta \) that is able to reconstruct the sense and action pairs \( s^t(X) \) and \( a^t(X) \) of all trajectories at all timesteps:

\[
\min_{\theta} \sum_{X^i} C_i(X^i)
\]

subject to \( \forall \ i, t : a^t(X^i) = \pi_\theta(s^t(X^i)) \).

The optimized policy parameters \( \theta \) can then be used to execute policy in real-time and interactively control the character by the user.

### 7.1.1 Stochastic Policy and Sensory Inputs

Injecting noise has been shown to produce more robust movement strategies in graphics and optimal control [49, 136], reduce overfitting and prevent feature co-adaptation in neural network train-
ing [43], and stabilize recurrent behaviour of neural networks [46,115]. I inject noise in a principled way to aid in learning policies that do not diverge when rolled out at execution time.

In particular, I inject additive Gaussian noise into the sensory inputs \( s \) given to the neural network. Let the sensory noise be denoted \( \epsilon \sim \mathcal{N}(0, \sigma^2 I) \), so the resulting noisy policy inputs are \( s + \epsilon \). This change in input also induces a change in the optimal action to take. If the noise is small enough, the optimal action at nearby noisy states is given by the first order expansion

\[
a(s + \epsilon) = a + a_s \epsilon, \tag{7.2}
\]

where \( a_s \) (alternatively \( \frac{da}{ds} \)) is the matrix of optimal feedback gains around \( s \). These gains can be calculated as a byproduct of trajectory optimization as described in section 7.2.2. Intuitively, such feedback helps the neural network trainer to learn a policy that can automatically correct for small deviations from the optimal trajectory.

### 7.1.2 Distributed Stochastic Optimization

The resulting constrained optimization problem (7.1) is nonconvex and too large to solve directly. I replace the hard equality constraint with a quadratic penalty with weight \( \alpha \):

\[
R(s, a, \theta, \epsilon) = \frac{\alpha}{2} \| (a + a_s \epsilon) - \pi_{\theta}(s + \epsilon) \|^2, \tag{7.3}
\]

leading to the relaxed, unconstrained objective

\[
\min_{\theta, X^1, \ldots, X^N, \Delta} \sum_i C_i(X^i) + \sum_{i,t} R(s^t(X^i), a^t(X^i), \theta, \epsilon_{i,t}). \tag{7.4}
\]

I then proceed to solve the problem in block-alternating optimization fashion, optimizing for one set of variables while holding others fixed. In particular, I independently optimize for each \( X^i \) (trajectory optimization) and for \( \theta \) (neural network regression).

As the target action \( a + a_s \epsilon \) depends on the optimal feedback gains \( a_s \), the noise \( \epsilon \) is resampled after optimizing each policy training sub-problem. In principle the noisy sensory state and corresponding action could be recomputed within the neural network training procedure, but I found it expedient to freeze the noise during NN optimization (so that the optimal feedback gains need
Figure 7.3: For a given optimal trajectory $X$, the optimal actions $a$ change in the neighborhood of $s$ to compensate for deviation $\varepsilon$.

not be passed to the NN training process). Similar to recent stochastic optimization approaches in machine learning, I introduce quadratic proximal regularization terms (weighted by $\eta$) that keep the solution of the current iteration close to its previous optimal value. The resulting algorithm is

Algorithm 1 Distributed Stochastic Optimization

Sample sensor noise $\bar{\varepsilon}_{i,t}$ for each $t$ and $i$.

Solve $N$ independent trajectory optimizations (section 7.2): $\bar{X}_i = \arg\min_X C_i(X) + \sum_t R(s^{i,t}, a^{i,t}, \bar{\theta}, \bar{\varepsilon}_{i,t}) + \frac{\eta}{2} \|X - \bar{X}_i\|^2$

Solve neural network regression (section 7.3): $\bar{\theta} = \arg\min_{\theta} \sum_{s,t} R(\bar{s}^{i,t}, \bar{a}^{i,t}, \theta, \bar{\varepsilon}^{i,t}) + \frac{\eta}{2} \|\theta - \bar{\theta}\|^2$

Repeat.

Thus I have reduced a complex policy search problem in (7.1) to an alternating sequence of
independent trajectory optimization and neural network regression problems, each of which are well-studied and allow the use of existing implementations.

### 7.2 Trajectory Optimization

I wish to find trajectories that start with particular initial conditions and execute the task, while satisfying physical realism of the character’s motion. The existing approach I use is Contact-Invariant Optimization developed in the previous chapters, which is a direct trajectory optimization method based on inverse dynamics. Define the total cost for a trajectory $X$:

$$C(X) = \sum_t c(\phi^t(X)),$$  \hspace{1cm} (7.5)

where $\phi^t(X)$ is a function that extracts a vector of features (such as root forces, contact distances, control torques, etc.) from the trajectory at time $t$ and $c(\phi)$ is the state cost over these features.

Physical realism is achieved by satisfying equations of motion, non-penetration, and force complementarity conditions at every point in the trajectory [98]:

$$H(q)\ddot{q} + C(q, \dot{q}) = \tau + J^\top(q, \dot{q})f$$

$$d(q) \geq 0$$

$$d(q)^\top f = 0$$

$$f \in K(q),$$  \hspace{1cm} (7.6)

where $d(q)$ is the distance of the contact to the ground and $K$ is the contact friction cone. These constraints are implemented as soft constraints, as in the previous chapters and are included in $C(X)$. Initial conditions are also implemented as soft constraints in $C(X)$. Additionally I want to make sure the task is satisfied, such as moving to a particular location while minimizing effort. These task costs are the same for all my experiments and are described in section 7.7.
7.2.1 Optimal Trajectory

The trajectory optimization problem consists of finding the optimal trajectory parameters $X$ that minimize the total cost (7.5):

$$X^* = \arg\min_X C(X). \quad (7.7)$$

I solve the above optimization problem using Newton’s method, which requires the gradient and Hessian of the total cost function. Using the chain rule, these quantities are

$$C_X = \sum_t c^t \phi^t_X \quad (7.8)$$
$$C_{XX} = \sum_t \phi^t_X \phi^t_{XX} + \phi^t_{\phi \phi} \phi^t_X \approx \sum_t \phi^t_X \phi^t_{\phi \phi} \phi^t_X, \quad (7.9)$$

where the truncation of the last term in (7.9) is the common Gauss-Newton Hessian approximation [16]. I choose cost functions for which $c_{\phi}$ and $c_{\phi \phi}$ can be calculated analytically. On the other hand, $\phi_X$ is calculated by finite differencing. The optimum can then be found by the following recursion:

$$X^* = X^* - C_{XX}^{-1} C_X. \quad (7.10)$$

Because this optimization is only a sub-problem (step 2 in algorithm 1), I don’t run it to convergence, and instead take between one and ten iterations.

7.2.2 Optimal Feedback Gains

In addition to the optimal trajectory, I also need to find optimal feedback gains $a_s$ necessary to generate optimal actions for noisy inputs in (7.2). While these feedback gains are a byproduct of indirect trajectory optimization methods such as LQG, they are not an obvious result of direct trajectory optimization methods like CIO. While I can use Linear Quadratic Gaussian (LQG) pass around my optimal solution to compute these gains, this is inefficient as it does not make use of computation already performed during direct trajectory optimization. Moreover, I found the resulting process can produce very large and ill-conditioned feedback gains. One could change the
objective function for the LQG pass when calculating feedback gains to make them smoother (for example, by adding explicit trajectory smoothness cost), but then the optimal actions would be using feedback gains from a different objective. Instead, I describe a perturbation method that reuses computation done during direct trajectory optimization, also producing better-conditioned gains. This is a general method for producing feedback gains that stabilize resulting optimal trajectories and can be useful for other applications.

Suppose I perturb a certain aspect of optimal trajectory $X$, such that the sensory state changes: $s(X) = \bar{s}$. I wish to find how the optimal action $a(X)$ will change given this perturbation. I can enforce the perturbation with a soft constraint of weight $\lambda$, resulting in an augmented total cost:

$$
\tilde{C}(X, \bar{s}) = C(X) + \frac{\lambda}{2} \|s(X) - \bar{s}\|^2.
$$

(7.11)

Let $\tilde{X}(\bar{s}) = \arg\min_X \tilde{C}(X^*)$ be the optimum of the augmented total cost. For $\bar{s}$ near $s(X)$ (as is the case with local feedback control), the minimizer of augmented cost is the minimizer of a quadratic around optimal trajectory $X$

$$
\tilde{X}(\bar{s}) = X - \tilde{C}^{-1}_{XX}(X, \bar{s})\tilde{C}_X(X, \bar{s})
$$

$$
= X - (C_{XX} + \lambda s_X^T s_X)^{-1}(C_X + \lambda s_X^T (s(X) - \bar{s}))
$$

where all derivatives are calculated around $X$. Differentiating the above w.r.t. $\bar{s}$,

$$
\tilde{X}_\bar{s} = \lambda(C_{XX} + \lambda s_X^T s_X)^{-1}s_X^T
$$

$$
= C_{XX}^{-1}s_X^T(s_X C_{XX}^{-1}s_X^T + \frac{1}{\lambda} I)^{-1},
$$

where the last line follows from Woodbury identity and has the benefit of reusing $C_{XX}^{-1}$, which is already computed as part of trajectory optimization. The optimal feedback gains for $\alpha$ are $\alpha_\bar{s} = \alpha_X \tilde{X}_\bar{s}$. Note that $s_X$ and $a_X$ are subsets of $\phi_X$, and are already calculated as part of trajectory optimization. Thus, computing optimal feedback gains comes at very little additional cost.

Our approach produces softer feedback gains according to parameter $\lambda$ without modifying the cost function. The intuition is that instead of holding initial state fixed (as LQG does, for example), I make matching the initial state a soft constraint. By weakening this constraint, I can modify initial state to better achieve the master cost function without using very aggressive feedback.
7.3 Neural Network Policy Regression

After performing trajectory optimization, I perform standard regression to fit a neural network to the noisy fixed input and output pairs \( \{s + \varepsilon, a + a_s \varepsilon\}^{i,t} \) for each timestep and trajectory. My neural network policy has a total of \( K \) layers, hidden layer activation function \( \sigma \) (tanh, in the present work) and hidden units \( h^k \) for layer \( k \). The network's parameters are \( \theta = [W^1 b^1 \ldots W^K b^K] \), its input is \( h^0 = s \), and its output is \( h^K = \pi_\theta(s) = a \). To learn a model that is robust to small changes in neural state, I add independent Gaussian noise \( \gamma^k \sim \mathcal{N}(0, \sigma^2 \gamma I) \) with variance \( \sigma^2 \gamma \) to the neural activations at each layer during training. Wager et al. [132] observed this noise model makes hidden units tend toward saturated regions and less sensitive to precise values of individual units. This type of noise is also commonly used in neural network models from the computational neuroscience community [46, 115]. The network is evaluated with the forward recursion

\[
\begin{align*}
    h^0 &= s, \\
    z^k &= W^k h^{k-1} + b^k \\
    h^k &= \sigma(z^k) + \gamma^k \\
    h^K &= W^K h^{K-1} + b^K.
\end{align*}
\]

It is trained to minimize the proximally regularized error

\[
\sum_{i,t} R(s^t(X_i), a^t(X_i), \theta, \varepsilon^{i,t}) + \frac{\eta}{2} \| \theta - \bar{\theta} \|^2,
\]

the gradient of which can be computed with backpropagation (taking into account the noise \( \gamma \)).

Note that the policy is queried in the trajectory optimization process (equation (7.3 in line 2 of algorithm 1 depends on \( X \)) and thus I need to compute the first derivatives (Jacobian) of \( \pi_\theta \) with respect to its input \( A^0 = \frac{\partial}{\partial h^0} \pi_\theta(h^0) \). It can be calculated with the following backward recursion:

\[
\begin{align*}
    A^K &= I, \\
    A^k &= \text{diag} \left[ \sigma'(z^k) \right] (W^{k+1})^T A^{k+1} \\
    A^0 &= (W^1)^T A^1.
\end{align*}
\]
The neural network weight matrices are initialized with a spectral radius of just above 1, similar to [46, 115, 116]. This helps to make sure initial network dynamics are stable and do not vanish or explode.

As with the trajectory optimization sub-problems, I do not run the neural network trainer to convergence but rather perform only a single pass of batched stochastic gradient descent over the dataset before updating the parameters \( \theta \) in step 3 of Algorithm 1.

All my experiments use 5 layer neural networks with 250 hidden units in each layer. This may be larger than necessary for some of my simpler experiments, but I have intentionally used such oversized network to remove the need to tune network size per experiment. Importantly, these oversized networks do not suffer from overfitting and still produce good policies that generalize because of the injected sense and activation noise when training.

### 7.4 Training Trajectory Generation

To train a neural network for interactive use, I required a data set that includes dynamically changing task’s goal state. The task, in this case, is the locomotion of a character to a movable goal position controlled by the user. (Our character’s goal position was always set to be the origin, which encodes the character’s state position in the goal position’s coordinate frame. Thus the “origin” may shift relative to the character, but this keeps behavior invariant to the global frame of reference.)

Our trajectory generation creates a dataset consisting of trials and segments. Each trial \( k \) starts with a reference physical pose and null recurrent memory \([q \dot{q} r]^{\text{init}}\) and must reach goal location \( g^{k,0} \). After generating an optimal trajectory \( X^{k,0} \) according to section 7.2, a random timestep \( t \) is chosen to branch a new segment with \([q \dot{q} r]^t\) used as the initial recurrent memory. A new goal location \( g^{k,1} \) is also chosen randomly for optimal trajectory \( X^{k,1} \).

This process represents the character changing direction at some point along its original trajectory plan: “interaction” in this case is simply a new change in goal position. This technique allows for my initial states and goals to come from the distribution that reflects the character’s typical motion. In all my experiments, I use between 100 to 200 trials, each with 5 branched segments.
Figure 7.4: Generating rich behavior suitable for interaction training, my optimization nodes first find an optimal trajectory $X^{k,0}$ from the initial state to goal $g^{k,0}$. From this trajectory, it randomly initiates a new segment (indicated by the blue triangle) towards a new goal $g^{k,1}$. This segment is optimized to become trajectory $X^{k,1}$, and so on to generate as much data as required.

### 7.5 Distributed Training Architecture

Our training algorithm was implemented in a asynchronous, distributed architecture, utilizing a GPU for neural network training. Simple parallelism was achieved by distributing the trajectory optimization processes to multiple node machines, while the resulting data was used to train the NN policy on a single GPU node. (See figure 7.2.)

Amazon Web Service’s EC2 3.8xlarge instances provided the nodes for optimization, while a g2.2xlarge instance provided the GPU. Utilizing a star-topology with the GPU instance at the center, a Network File System server distributes the training data $X$ and network parameters $\theta$ to necessary processes within the cluster. Each optimization node is assigned a subset of the total trials and segments for the given task. This simple usage of files for data storage meant no
supporting infrastructure other than standard file locking for concurrency.

I used a custom GPU implementation of stochastic gradient descent (SGD) to train the neural network control policy. For the first training epoch, all trajectories and action sequences are loaded onto the GPU, randomly shuffling the order of the frames. Then the neural network parameters \( \theta \) are updated using batched SGD in a single pass over the data to reduce the objective in (7.4). At the start of subsequent training epochs, trajectories which have been updated by one of the trajectory optimization processes (and injected with new sensor noise \( \varepsilon \)) are reloaded.

Although this architecture is asynchronous, the proximal regularization terms in the objective prevent the training data and policy results from changing too quickly and keep the optimization from diverging. As a result, I can increase my training performance linearly for the size of cluster I am using, to about 30 optimization nodes per GPU machine. I run the overall optimization process until the average of 200 trajectory optimization iterations has been reached across all machines. This usually results in about 11000 neural network training epochs, and takes about 2.5 hours to complete, depending on task parameters and number of nodes.

### 7.6 Policy Execution

Once I find the optimal policy parameters \( \theta \) offline, I can execute the resulting policy in real-time under user control. Unlike non-parametric methods like motion graphs or Gaussian Processes, I do not need to keep any trajectory data at execution time. Starting with an initial state \( X^0 \), I compute sensory state \( s \) and query the policy (without noise) for the desired action \( [\dot{q}^{\text{des}} i^{\text{des}} f] \).

To evolve the physical state of the system, I directly optimize the next state \( X^1 \) to match \( \dot{q}^{\text{des}} \) while satisfying equations of motion

\[
X^1 = \arg\min_X \|\dot{q} - \dot{q}^{\text{des}}\| \quad \text{subject to } (7.6)
\]

Note that this is simply the optimization problem (7.7) with horizon \( T = 1 \), which can be solved at real-time rates and does not require any additional implementation. This approach is reminiscent of feature-based control [2, 29, 79].
Figure 7.5: During real-time interactive use, the character’s physical and recurrent memory state are evaluated in my neural network policy for a desired action. This action is evaluated with respect to forward dynamics to advance time.

The dynamics of recurrent memory evolve according to first-order dynamics directly controlled by action $r_{\text{des}}$:

$$r^{t+1} = r^t + r^{t,\text{des}} \Delta t.$$ 

Because my physical state evolution is a result of optimization (similar to an implicit integrator), it does not suffer from instabilities or divergence as Euler integration would, and allows the use of larger timesteps (I use $\Delta t$ of 50ms in all my experiments). In the current work, the dynamics constraints are enforced softly and thus may include some root forces in simulation.

### 7.7 Results

This algorithm was applied to increasingly complex characters with locomotion tasks. The goal of each experiment was to learn a policy that allows for interactive locomotion. In terms of cost this means reducing goal position and orientation, minimizing torque usage, minimizing contact
forces, and minimizing the center of mass velocity. Interaction meant that the goal pose relative to the character changes according to user input. The experiments started with a swimming turtle and flying bird creature before evolving into biped and quadruped walking tasks. I used the MuJoCo physics simulator [127] engine for my dynamics calculations. For reproducibility, the values of the algorithmic constants used in all experiments are given in table 7.7.

7.7.1 Swimming

Our swimming creature featured four fins with two degrees of freedom each, centered around a simple box body. This configuration is most akin to a sea turtle. It learned to navigate in a three dimensional volume towards a goal position and orientation. The creature is propelled by lift and drag forces for simulated water density of 1000kg/m³. To maintain itself at a goal position, it would sweep down opposite fins in a cyclical patter, treading water.

| \( \sigma_\varepsilon \) | 1e-2 |
| \( \sigma_\gamma \) | 1e-2 |
| \( \alpha \) | 1e1 |
| \( \lambda \) | 1e2 |
| \( \eta \) | 1e-2 |

Table 7.1: Algorithmic Constants

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>goal pose</td>
<td>1e-1</td>
</tr>
<tr>
<td>center of mass vel.</td>
<td>1e-3</td>
</tr>
<tr>
<td>torque</td>
<td>1e-4</td>
</tr>
<tr>
<td>contact force</td>
<td>1e-4</td>
</tr>
</tbody>
</table>

Table 7.2: Optimization Cost Weights
7.7.2 Flying

Our bird creature was a modification of the swimmer, with opposing two-segment wings. The creature was similar to the swimmer, but the medium density is changed to that of air (1.2kg/m$^3$). Position goal was be maintained with a cyclical flapping motion (more vigorous now, because of the lower density). While state-machines or central pattern generators can utilize cyclic motions, my characters also learned to utilize lift forces to coast to distant goal positions, as well as modulate flapping speed to change altitude.

7.7.3 Biped Locomotion

Three bipedal creatures were created to explore the algorithm’s function with respect to contact forces. Two creatures were akin to a humanoid - one large and one small, both with arms - while the other had a very wide torso compared to its height. All characters learned to walk to the target pose and would utilize a limit cycle gait. This alternating left/right footstep cycle behavior emerged without any user input or hand-crafting.

7.7.4 Quadruped Locomotion

This algorithm learned a stereotypical trot gait for a dog-like quadruped. For a spider-like quadruped, the gait maintained a typical opposite legged activation pattern. Again, these gaits emerged without user input and reflect what is generated by optimal trajectories for similar tasks.

7.7.5 Neural Network Training

To test the efficacy of my joint optimization technique, I compared this algorithm to naive neural network training on a static optimal trajectory dataset. I used the scene parameters of a biped character walking and disabled neural network training, generating trajectories as according to 7.4. Then, I performed my regression on this static data set with no new trajectories being optimized.

While the training error does decrease with the separately trained neural network, it plateaus much more quickly than my joint optimization. (See figure 7.6.) By enforcing my joint optimiza-
Instead of training a policy network and generating trajectories simultaneously, I first generated a large set of trajectories without a policy before training a neural network policy. To ensure that these trajectories are not inconsistent with what was previously trained on, while still completing the desired task. As a result, the joint optimization training error is significantly lower.

The result of separately trained neural networks is the likelihood of a policy returning action states that diverge from the optimal trajectories, as seen in figure 7.7. Joint optimization’s policy returns actions near optimal throughout the trajectory; separate training results in actions that often diverge quickly to extreme results.

**7.7.6 Effect of state noise and feedback**

I wish to further compare policies trained without state noise, and those trained with state noise and action feedback. In figure 7.8 one can see typical ball trajectories generated by rolling out policies trained without state noise and those trained with state noise, respectively. I find that even though the first type of network matches the target controls very well, the derivatives of network output \( \frac{\partial \pi}{\partial s} \) behave very irregularly (red plot in 7.9). On the other hand, feedback gains \( \bar{U}_X \)
are a much more regular signal that my method matches in addition to controls.

7.7.7 Comparison to Model-Predictive Control

Model-predictive control (MPC) allows another real-time controller for task-driven character behavior. In fact, the trajectory costs for both MPC and my method are very similar. The resulting trajectories, however, end up being different: MPC creates effective trajectories that are not cyclical. This suggests a significant nullspace of task solutions, but from all these solutions, my joint optimization - especially the cost terms of matching the neural network output - act to regularize trajectory optimization to regularly sensible actions.

7.8 Discussion and Future Work

I have presented an automatic way of generating neural network parameters that represent a control policy for physically consistent interactive character control, only requiring a dynamical character model and task description. Using both trajectory optimization and stochastic neural networks together combines correct behavior with real-time interactive use. Furthermore, the same algorithm and controller architecture can provide interactive control for multiple creature morphologies.

While the behavior of the characters reflected efficient task completion in this work, additional modifications could be made to affect the style of behavior – costs during trajectory optimization can affect how a task is completed. Incorporation of muscle actuation effects into my character models may result in more biomechanically plausible actions for that (biologically based) character. In addition to changing the character’s physical characteristics, I could explore different neural network architectures and how they compare to biological systems. With this work, I have networks that enable diverse physical action, which could be augmented to further reflect biological sensorimotor systems [56]. This model could be used to experiment with the effects of sensor delays and the resulting motions, for example [37].

The work in this chapter focused on locomotion of different creatures with the same algo-
rithm. Previous chapter has demonstrated behaviors such as getting up, climbing, and reaching with contact-invariant optimization. Real-time policies using this chapter’s algorithm could allow interactive use of these behaviors as well. Extending beyond character animation, this work could be used to develop controllers for robotics applications that are robust to sensor noise and perturbations if the trained character model accurately reflects the robot’s physical parameters.
Figure 7.7: As a result, the deviation of the policy rollout from the optimized trajectory is significant, and may grow through the action.
Figure 7.8: Ball trajectories generated by training without (left) and with (right) injecting state noise and feedback.

Figure 7.9: Optimal feedback gains for a typical ball trajectory (dashed green) and the corresponding $\frac{\partial \pi}{\partial a}$ produced by a standard neural network trained without injecting state noise (red).
Figure 7.10: I compare the velocities that result from MPC and my method. While I can assume that both trajectories successfully complete the given task, my method generates trajectories that are cyclic and predictable.
Chapter 8

CONCLUSIONS

I presented a fully automated framework for synthesizing a wide range of movement behaviors and learning neural network parameters that represent a control policy for physically consistent interactive character control, only requiring a dynamical character model and task description. The framework is agnostic to the morphology of the character, and indeed I showed that movement behaviors can be created for significantly different types of characters using the same algorithm and controller architecture. Using both trajectory optimization and stochastic neural networks together combines correct behavior with real-time interactive use.

First key innovation and advantage of my framework is the simultaneous optimization of contacts and smooth portions of the movement. This was made possible by either introducing an auxiliary decision variable or a contact force variable for each potential contact. As a result, it was possible to optimize very long and temporally complex movement sequences that have previously remained beyond the reach of numerical optimization methods.

Second key innovation is a new method for combining the benefits of trajectory optimization and global policy (neural network) learning. The trajectory optimizer was given an augmented cost, making it find solutions that resemble the current output of the neural network - which in turn makes training the network easier. This introduces a trade-off that allows for degradation of task performance in order to make the learning problem easier. One exciting application of this to biological movement control is to investigate how human or animal motion is influenced by considerations of mental effort and capacity (whereas most previous work primarily focused on influence of metabolic energy expenditure). Other exciting avenues of future work include incorporation of other complex high-dimensional sensory modalities, such as vision and touch to the movement policies and inspecting how their influence behavior.
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