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ABSTRACT
As rich sensing applications become pervasive, people increasingly
find themselves with limited ability to determine what sensor data
the applications are collecting about them and how the applications
are using the sensor data. Openness and transparency serve as our
guiding principles in designing the Sensor Tricorder, a system that
enables people to query third party sensors with their smartphones
in order to learn about the data collection activities and privacy poli-
cies of the applications using the sensors. We leverage the increas-
ing ubiquity of QR Codes in mobile applications and utilize them
in a novel way. Our prototype system uses active QR Codes to
visually communicate dynamic data such as the sensor activities
and application privacy policies to smartphone users. Based on our
experiences in building this prototype, we identify the key proper-
ties that sensor platforms must provide to support transparency and
openness and highlight the main challenges involved in realizing
these properties.

1. INTRODUCTION
Rich sensing devices equipped with cameras and microphones

are increasingly adopted by new services and products used in ev-
eryday environments such as homes, offices and public spaces. The
Microsoft Xbox, for example, uses the Kinect [4] add-on (a sen-
sor device capable of full-body 3D motion capture, facial recog-
nition and voice recognition) as the basis for easy-to-use, interac-
tive games and services. Sensor-based domestic elder care systems
leverage distributed motion detectors, cameras and other sensors
situated in the living space to infer daily activities. Video confer-
encing systems make use of distributed cameras and microphones
in the room to provide interactive communication with remote par-
ties. We can only expect these kinds of sensing-based products and
services to become widespread as they provide new functionality
that consumers want.

However, such sensor-rich pervasive computing environments
put people’s privacy at risk. Sensors collecting information about
people in its range could have undesirable outcomes such as dis-
closure of sensitive conversations and leaks of private moments.
Despite this, people are provided with limited or no visibility into
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what data about them are recorded and how the data are used. Con-
sider the example of a smart conference room outfitted with cam-
eras, microphones and speakerphones used for recording meetings
and video conferencing. With current technology, when a person
walks into a room, the only readily available information they can
glean from the sensors is whether sensors are currently on or off
(i.e., through the LED indicator lights commonly found on these
devices). However, beyond this limited information, sensors are
black boxes that provide no additional information about how long
they have been recording, what data is being collected or how the
data is being used. Such continued lack of transparency creates a
barrier to the adoption of sensing environments where sensors may
be used by a wide range of applications.

A common approach is to use an LED on the sensor to indicate
whether the sensor is recording or not and this fails to provide the
transparency needed to address the above problem. This convention
suffices when the sensor functionality is simple and well under-
stood (e.g., take a picture and store to local storage). However, as
sensors become connected, have multiple applications using them
and can potentially be controlled remotely, such an approach be-
comes insufficient.

In this paper, we argue that the Principle of Openness [17] –
which states that policies and procedures regarding how sensor data
is used should be readily available to users – is the key consid-
eration with respect to building transparent sensing systems. We
outline three properties that sensors should seek to achieve. First,
sensors should be able to maintain a log of their activity. Second,
sensors should have access to the privacy policies of the applica-
tions using them. Finally, the third property is that sensors should
make their activity log and the application privacy policies easily
accessible to the people affected by them. These properties taken
together enable users to be more aware of how sensing environ-
ments are making use of their personal data.

To better understand the challenges involved in realizing the re-
quirements for supporting transparency, we have built an initial pro-
totype that seeks to achieve them on a sensor platform1. Our proto-
type system, called Sensor Tricorder2, enables users to query sen-
sor platforms with their smartphone to receive a privacy report con-
taining a record of applications’ data collection activities along
with their privacy policies regarding the collected sensor data. A
key feature of the sensor tricorder is that it makes the privacy re-
port easily accessible to smartphone users through the visual com-

1In the rest of this paper we use the terms sensor or sensor plat-
forms interchangeably to refer to the sensor system that supports
the transparent sensing requirements.
2“In the fictional Star Trek universe, a tricorder is a multi-function
handheld device used for sensor scanning, data analysis, and
recording data.” – Wikipedia



munication channel. The privacy report is periodically updated,
encoded into a QR Code and then displayed on the sensor itself.
We refer to these dynamically changing QR Codes as active QR
Codes. Then, users simply need to point their camera phone at
the sensor to decode the latest information using any standard QR
Code reader application.

There are several alternatives to using QR Codes. However,
unlike wireless communication technologies such as Bluetooth or
Wi-Fi that require dedicated out-of-band mechanisms for device
pairing and controlling range, the use of the visual channel signif-
icantly simplifies pairing and the mapping of sensors to physical
locations. The visual channel is a suitable proxy to the physical
scope of sensors like cameras and microphones that are confined
by walls and doors and is well aligned with users’ mental models
of privacy provided by these physical barriers. To our knowledge,
the sensor tricorder system is the first to propose the use of active
QR Codes to visually communicate the activity logs of sensor plat-
forms as well as the privacy policies of the applications using them.
QR Codes provide an efficient and practical means to communicate
the most data to users through the visual channel.

Based on our experience of building the sensor tricorder proto-
type, we encountered several open research challenges. First, main-
taining a trusted sensor activity log without requiring a large trusted
base is challenging. Second, simultaneously enabling openness
and access control is not straightforward, especially when there are
multiple stakeholders involved in environments like homes and of-
fices. Lastly, it is challenging to enable transparency while pre-
serving privacy at the same time. We highlight these research chal-
lenges that we hope to address as future work.

The rest of the paper is structured as follows. We begin by pre-
senting the three main properties required to realize the sensor tri-
corder in Section 2. We make our threat model explicit in Section 3.
We then describe the design and implementation of the sensor tri-
corder prototype in Section 4 and highlight the research challenges
in Section 5. Finally, we present related work in Section 6 and
conclude in Section 7.

2. REQUIREMENTS FOR TRANSPARENCY
The Principle of Openness (or, Notice) [17] provides a simple,

intuitive guideline in designing privacy-aware ubiquitous systems.
It states that policies and procedures regarding how sensor data
is used should be made readily available to people who are af-
fected by the sensor system. This principle is an interpretation of
the Notice/Awareness code as part of the Fair Information Practice
principles [1] and is applied in many situations today. For exam-
ple, most legal systems require establishments that employ surveil-
lance cameras to properly notify their customers that they are being
recorded. Sensing devices such as cameras and microphones them-
selves employ some form of notification mechanism. Most digital
cameras have LED status indicators that light up (usually green or
red) and make prominent clicking sounds to indicate activity such
as video recording or taking a picture. While these simple noti-
fication mechanisms are good examples, they would not be able
to provide the transparency needed for increasingly rich and con-
nected sensing environments.

Consider an intelligent conference room equipped with cameras,
microphones and display screens that can be used by multiple ap-
plications (e.g., video conferencing application, an application that
records talks, automatic light on/off controller based on people’s
presence, etc). A person entering such a room may have several
questions about the sensors that are difficult to answer using exist-
ing mechanisms:

1. Am I being recorded now? If so, which sensors are being
used by which applications? How long have I been recorded
since I entered the room?

2. Is the recording stored locally or transmitted somewhere by
the applications? If so, what are the applications’ data reten-
tion policies?

3. What was the configuration of the sensors when they were
on? (e.g., was the microphone able to capture my whispering
to co-workers?)

Similar questions can be asked by a person at home, sitting in
the living room where a video game console is set up with cameras
and microphones. From these user-centered questions grounded in
real situations, we identify three main requirements for realizing
the principle of openness in sensor platforms.
Sensors should log their activity. First, there needs to be a log of
sensor activity. Although the camera and microphone would likely
have LED lights to indicate whether they are recording or not, they
would clearly not be sufficient to answer questions such as (1) and
(3). Indeed, even if people were only interested in knowing whether
the sensors are simply on or not, current status indicators could be
easily missed. The LED would light up when recording happens
for a few seconds but turn off before people can realize that the
sensor was recording them. This problem necessitates a recorded
history of sensor activity as opposed to only their current status.
Sensors should maintain the privacy policies of the applications
using them. A log of sensor activities would be limited to identify-
ing when the data was collected and who collected the data. Having
access to the privacy policies of the applications using the sensors
would answer question (2); including detail about the data collec-
tion activity such as what data was collected, for whom it is being
collected, and why it was collected.
The activity logs and privacy policies should be readily acces-
sible to the user. Although there will always be sensors that are
hidden for malicious purposes, the sensor platform must make sure
that its users are informed about what is going on around them. The
platform could either broadcast the information or require users to
query for it explicitly. Whether it is one or the other, the informa-
tion should be available in an easily accessible format.

The Sensor Tricorder embodies the above three properties in a
novel way as follows: (1) a log of sensor activity is maintained, (2)
then the privacy policies of the applications using the sensors are
used to augment the information provided by the log and produce
a more meaningful report about the sensing environment, (3) and
finally the report is visually communicated to the people affected
by the sensor platform through dynamically changing QR Codes.

3. THREAT MODEL
Our primary goal is to improve the state of openness and trans-

parency for compliant sensing systems. Rogue or malicious sensors
are a very challenging problem since they can always be hidden in
the environment, lie about their state or provide bogus data. Hence,
we assume that the sensor hardware and the software that controls
the sensor are trusted. On the other hand, we assume that the appli-
cations using the sensors are untrusted. This assumption is similar
to that of Apple’s iPhone and the Android mobile platform in which
downloaded, third party applications run on trusted firmware.

The main threats we are concerned about are:
Unauthorized modification. We want to prevent unauthorized
modification of the sensor activity logs and preserve its integrity.
Spoofing. We want to prevent users from receiving fake or illicitly
modified privacy reports.



Figure 1: The QR Code encodes the camera’s recent activity
and data retention policy (left). An individual reviews the pri-
vacy report using a barcode reader mobile application (right).

Unauthorized access. We want to limit access to the privacy re-
ports to users who are affected by the sensors i.e., within proximity.

We do not directly address private data leaks although they are
an important consideration as we discuss in Section 5.

4. THE SENSOR TRICORDER
Figure 1 shows our prototype of the sensor tricorder system. The

activity logs and privacy policies of the applications using the sen-
sor are made available to the user by displaying the information as
a QR Code attached on the sensor itself. Users query these sensors
by pointing their smartphone at the QR Code and decoding it with
any standard QR Code scanning application. In a setting where
sensors are too small or are being controlled by a central server in
the room, the QR Code can reflect an aggregate of the information
from the sensors and be displayed on the central server itself.

In the rest of this section we discuss the design requirements of
the three main components of the tricorder system and present an
overview of the implementation of the sensor tricorder prototype.

4.1 Sensor Activity Logs
A foundational piece of the sensor tricorder system is a system-

wide logging component running on the sensor platform. It is re-
sponsible for maintaining a complete, accurate, and ordered log of
all usage of the sensors by applications. Additionally, the logging
component should record all configuration changes made to the
sensors by the applications. Thus, the logging component serves as
a trusted shim layer (independent of the applications) that is able to
intercept all application specific events that change the state of the
sensor.

There are two main requirements involved in designing such a
logging component. First, the logging component must be tamper-
proof and other software components or applications using the sen-
sor platform should not be able to modify the log. Otherwise, mis-
behaving applications could make changes to the log and remove
entries that reveal their malicious behavior. Hence, the tricorder
system should employ necessary mechanisms to ensure that the
log’s integrity (and potentially confidentiality) is intact.

The second requirement is for the logging component to have a
complete view of sensing events occurring on the sensor platform.
This involves determining at what layer of the software stack the
logging component should reside. It could be anywhere from the
application level, the operating system level, the device driver level
or even at the firmware level. In general, there is more context
information (e.g., application name, remote server name) available
when implementing the logging component at higher levels of the
stack.

4.2 Sensor Specific Privacy Policies
Sensor activity logs are able to identify what sensor data is being

collected by an application but would not be able to determine how

the application is using the sensor data. To address this, the appli-
cations using the sensors must be required to provide their privacy
policies such as those provided by websites. The tricorder system
uses the privacy policies of the applications to enhance the infor-
mation available from the sensor activity logs. Likewise, the sensor
activity log gives context to the privacy policies of the applications.

We leverage existing work on a machine-readable format of pri-
vacy policies developed by the Platform for Privacy Preferences
Project (P3P) [3]. However, P3P policies are verbose and make
it cumbersome for the user to effectively find relevant informa-
tion. Hence, the primary design requirement for using P3P-like
machine-readable policies is to provide a concise representation of
the privacy policy that is relevant to the sensor being queried.

4.3 Sensor Privacy Reports
An essential requirement for the sensor tricorder is to effectively

communicate the sensor activities and privacy policies of applica-
tions (“privacy reports” hereafter) to users. There are many poten-
tial approaches such as RF-based wireless communication, infrared
light based data transfer, or even visual light based communication
such as QR Codes or blinking LED lights. We systematically re-
view each of these techniques according to our design goals and
summarize the results in Table 1. We note that these values report
the state-of-the-art for each of the methods listed.

The data rate determines how long the user must engage in com-
munication with the tricorder hence, is an important consideration
for the tricorder system. To limit access to privacy reports to users
within proximity of the sensors, the range and device pairing at-
tributes must be considered. Service discovery pertains to how easy
it would be for users to find out about the privacy reports upon en-
tering an environment where a tricorder is deployed. The visibility
attribute is an important consideration as a human factor because
it helps improve people’s awareness of sensors in the environment.
For example, although in a different setting, a study showed im-
provement in people’s awareness of privacy risks associated with
the use of unencrypted WiFi networks when a stock ticker like dis-
play (in real time) showed personal information broadcasted over
the network [9].
Radio Communication: Radio based communication techniques
like Bluetooth and WiFi are now pervasive across a wide range
of consumer electronics and provide high data rates. However,
due to the broadcast nature of the wireless medium it is difficult
to map the radio signals to a physical region. This makes pairing
and range difficult to control. Additionally, these techniques often
require out-of-band mechanisms to address these problems. Near
Field Communication (NFC) is another RF-based communication
technique but requires the sensors to be in very close proximity (<
0.2 meters) of the user.
Infrared Communication: Infrared based data transfer is both di-
rectional, reasonably ranged and would require a line-of-sight path
between the sensor and user. However, the inability to visualize
the communication hinders discovery and makes pairing difficult
in situations where multiple sensors are deployed right next to each
other.
Visible Light Communication: Visible light based communica-
tion techniques such as blinking LEDs and QR Codes [6] are desir-
able because they are aligned with users’ mental models of privacy
provided by physical barriers such as doors, walls and windows,
and enables explicit pairing and discovery. Visible light based com-
munication also provides proximity based access control as the user
needs to be in line-of-sight of the sensor within some bounding
distance. These methods do have their own limitations however.
For example, cameras with a zoom feature could easily violate the



QR Codes Blinking LED WiFi Bluetooth Infrared Near Field
Data Rate 6 Mbps 500 Mbps 300 Mbps 24 Mbps 1024 Mbps 848 Kbps

Range 5m 5m 250m 100m 1m <0.2m
Pairing Easy Easy Hard Hard Easy Easy

Discovery Hard Hard Easy Easy Hard Hard
Visible Yes Yes No No No No

Table 1: Comparing QR Codes with other potential approaches. The state-of-the-art for each technology is given.

proximity rule and we discuss this issue further in Section 5.2.
Why QR Codes? The blinking LED based approach is an emerg-
ing technology that makes use of a large number of LEDs that tog-
gle at a high frequency that is not perceivable by the human eye.
While this is a promising approach, decoding the information re-
quires specialized cameras on the user’s device that are not avail-
able on commodity computing platforms. On the other hand, QR
Codes are becoming ubiquitous due to its popularity as an adver-
tising medium and growing support on mobile platforms. Further-
more, compared to methods such as simply displaying the text of
the privacy report, QR Codes are able to encode up to 4,296 al-
phanumeric characters in a single barcode. We note that this is
characteristic to 2D barcodes in general however, QR Codes seem
to be the most popular and accessible 2D barcode algorithm at the
moment. Hence, we use QR Codes that are lightweight to encode
and decode and can leverage existing commodity cameras and dis-
plays.

Pervasive applications have traditionally used QR Codes to sim-
ply encode static web links to which users are redirected to. We
utilize them in a novel way and dynamically generate them to re-
flect the current state of the sensing environment. Moreover, using
QR Codes allow the decoding application to be customized e.g.,
to display the encoded information in a more usable and friendly
manner. Recent research has also shown that QR Codes can be
made significantly smaller, can be read from distances as far as 10
to 15 meters [21], and can also support high data rates [22]. We re-
fer interested readers to [14] for a more detailed discussion on 2D
barcodes and other pervasive applications.

4.4 Prototype Implementation
This section presents an overview of the implementation of our

prototype. Commodity sensor platforms are typically closed pro-
prietary systems therefore, we implement the sensor tricorder using
the Android 2.1 platform. Thus, each sensor in our system runs in
the Android operating system and implements the three compo-
nents of the tricorder described in the previous section.

4.4.1 Logging Sensor Activities
We integrate the logging component into the operating system

(OS) controlling the sensor platform. This allows us to leverage
traditional OS mechanisms for access control. The Android ar-
chitecture serves us well since all access to sensors on the phone
is mediated by the operating system. This allows us to carefully
place logging statements in the privileged Android source code and
detect all application level requests to use sensor data.

The sensor activity log is a fixed-sized circular append-only buffer
implemented as a Linux kernel device driver. The circular buffer is
exported as a /dev/log/main device and applications or other
non-privileged code cannot directly access the buffer without proper
permissions. In addition to sensor activity, the logging infrastruc-
ture also logs the process ID of the application that is accessing the
sensor. This helps in managing different application requests to use
the same sensor. The tricorder can then query the /dev/log/main

device and identify the relevant sensing events.

4.4.2 Privacy Policy
In order to make P3P policies concise and relevant to the sen-

sor being queried by the user we make two key changes to the
way P3P policies are integrated with the tricorder system. First,
the P3P specification structures policies in a hierarchical manner
where the actual data being described is at the bottom of the hierar-
chy. The hierarchical structure does not lend itself to retrieving the
policy given a piece of data. For the tricorder, it is more desirable to
specify policies in a flatter structure such that given a type of data
(e.g., photo), it could easily find the privacy policy pertaining to it.
Hence, privacy policies in the tricorder system are specified simply
as tuples of the data together with its properties.

The second observation is motivated by the “Nutrition Label”
for privacy [15] concept. We include all of the required properties
contained by the <STATEMENT> elements of P3P policies. More
specifically, we choose to describe data by their purpose, recipient
and retention policy. Additionally, we also include the category
property since it is commonly used by P3P policies when specify-
ing collected data.

We refer interested readers to the P3P specification [3] for a more
complete treatment of these properties but provide some examples
here. The category property provides a hint to users about the in-
tended use of the data. Categories include “physical” for informa-
tion that allows an individual to be contacted or located in the real
world, or “online” for information that allows an individual to be
contacted or located on the Internet. The purpose property tells
users the purpose of the data collection or the uses of the data. For
example, a purpose of “current” lets one know that the data was
collected to complete or support the activity for which the data was
provided, while “admin” tells the user that the data was collected
for administration purposes. The recipient property designates one
or more entities who will receive the collected data. For example,
a value of “public” means the data would be shared with anyone.
Lastly, the retention property describes how long the data might be
kept by the recipients. That is, the data might be retained “indef-
initely”, retained as long as required legally (“legal-requirement”)
or not stored at all (“no-retention”).
Privacy Reports. When an application is installed on the sensor,
the tricorder loads the privacy policy provided by the application
in a simple list format. Each policy entry consists of the name of
the application, the sensor it uses, the data it collects, and the four
tuple of the category, purpose, recipient, and retention properties
for the data. The tricorder then uses this policy database to extend
the information available from the activity log. For each sensing
event recorded by the logging component, the tricorder finds the
corresponding privacy policy using the application’s name and data
type. Finally, the privacy report is generated as a list of events
comprised of the timestamp of when an event occurred, the name
of Android application that generated the event, the sensor that was
used, the kind of data collected as a result of the event, and the
application’s policy towards the data.



Figure 2: The QR Code encoding for the most recent events in
the following example privacy report:

1 3:31:02 PM|Skype|Connected|Photo/Video
2 |Sensor Data|Current|Ours|No Retention
3 3:31:12 PM|Skype|Video started recording|Video
4 |Sensor Data|Current|Ours|No Retention
5 3:40:03 PM|Skype|Picture taken|Photo
6 |Sensor Data|Current|Ours|No Retention
7 3:47:03 PM|Skype|Video stopped recording
8 |Video|Sensor Data|Current|Ours|No Retention
9 3:47:20 PM|Skype|Disconnected|Photo/Video

10 |Sensor Data|Current|Ours|No Retention

4.4.3 Active QR Codes
Our sensor tricorder system uses dynamically generated QR Codes

to communicate the privacy reports to people. The tricorder system
periodically (i.e., every 5 minutes) builds a privacy report from the
sensor activity logs and application privacy policies then encodes
it into a QR Code. Hence, the QR Code being displayed on the
sensor is periodically refreshed to reflect the most recent state of
the sensing environment. In order to encode the privacy reports,
the tricorder makes use of a well-known barcode image processing
library called zxing [5]. Users can then query the sensor to learn
about its recent sensing activities simply by pointing their smart-
phones at the QR Code and then decoding it with any standard QR
Code reader application.

Figure 2 shows an example of a privacy report with the QR
Code encoding of the most recent events for a simple application
that periodically uses the camera to take a picture. We wrote a hy-
pothetical privacy policy for this application.

The privacy report shown in Figure 2 addresses the questions
posed in Section 2. The timestamps in the log show that the camera
is currently off and was on for about 15 minutes in the past. The log
entries include the application name that made use of the camera
data (i.e., “Skype”). The data retention policy of the application
encoded in the report shows that the camera data was not stored
locally or remotely (i.e., “No Retention”). The sharing policy of the
application is also encoded in the report and shows that the camera
data is not shared to any third parties (i.e., “Ours”). Moreover,
“Current” indicates that the application developer is not using the
data for any other purpose other than the Skype application.

Clearly, users would not be interested in reading such detailed
logs. However, tools like the “Nutrition Label” for privacy [15]
could summarize this information in a more friendly format.

5. RESEARCH CHALLENGES
Our experiences in prototyping the sensor tricorder and apply-

ing it to different real-world scenarios uncovered a wide spectrum
of research challenges ranging from trust, authorization, and the
tradeoff between privacy and transparency. This section outlines
some of these key challenges along with possible solutions.

5.1 Reducing Trust in Sensors and Applica-
tions

Trust is a major challenge for computer systems and sensor plat-
forms are no exception. Our prototype of the tricorder includes the
complete software stack that controls the sensors (i.e., all of An-
droid) as part of the trusted computing base (TCB). Smaller TCBs
are ideal because they are easier to check for errors or bugs, which
means there are less vulnerabilities in the TCB. A key challenge is
to be able to reduce the size of the TCB while enabling the three
requirements for transparent sensing.

The requirement for a tamper-proof sensor activity log also presents
a challenge. While a tamper-proof log would be difficult to achieve,
there is a significant amount of research into tamper-evident log-
ging which include a scheme that utilizes cryptographic hash chains
[23], a scheme utilizing a tree-based data for efficient verification
[10], and a technique that requires trusted platform modules [8].

The software that generates QR Codes from the activity logs
must also be trusted. Other applications and software components
should not be able to modify the QR Code. To address this, we
hope to leverage existing research on trusted execution as well as
reducing the size of the TCB [24, 20, 19]. Another promising ap-
proach is to integrate the logging component into the sensor plat-
form hardware itself. Events detected by the logging component
on the hardware platform like hardware interrupts, sensing a busy
data channel or configuration changes to the sensor could be used
to generate the activity log. We are exploring efficient ways of
adapting these techniques to a typically resource-constrained sen-
sor platform in our future work.

Privacy policies can inform users about what an application might
do with their data, however, they are mere claims or statements (al-
beit with legal implications) and it remains a challenge to ensure
that the applications adhere to their privacy policies. There have
been several recent approaches to solve this problem. Privacy Or-
acle provides a framework for analyzing applications and finding
privacy leaks using an approach suited for software testing [13]. A
more active approach is to employ dynamic taint analysis and track
the flow of sensor data [11] and enforce the policies specified by
the application. Leveraging these additional verification steps can
further enhance the trustworthiness of the privacy reports provided
by the sensor tricorder.

5.2 Authorization
Although QR Codes can already provide some level of access

control through proximity, some situations require stronger guaran-
tees. To support more complex scenarios, utilizing cryptographic
methods is one possible approach. For example, recall our confer-
ence room example for an office scenario, visitors might use the
conference room as well but should not necessarily be allowed to
read the contents of the QR Code. In this case, the QR Code may re-
veal information about proprietary company applications using the
sensor platform. This simple binary policy could be implemented
by having the sensor platform encrypt its privacy reports before en-
coding them into a QR Code. Hence, only employees who have the
decryption keys would be able to read the sensor platform’s reports.
Even in situations in which more than a two-level access control is
required, cryptography can certainly provide the technical tools for
enabling access restrictions. However, as we will discuss in the fol-
lowing section, the main challenge lies within determining the right
balance between privacy and transparency.

5.3 Balancing Transparency and Privacy
If not carefully designed, enabling openness and transparency

could easily result in private information leaks in the system. Sen-



sor activity logs are typically verbose and contain unnecessary de-
tails that must be filtered out or otherwise result in privacy leaks.
For instance, if the sensor platform recorded unique identifiers for
people captured by a camera and inadvertently made them available
through the log, then the sensor tricorder could potentially enable
tracking an individual’s location. The unique identifier could show
up through the investigation of the privacy reports from sensor plat-
forms at different locations such as the home, the office, a coffee
shop or even a shopping mall. Another example is that revealing
details in sensor activity logs that have been previously unexposed
by the system could create new privacy issues for the users of the
sensing platform. The users may not be aware that their use of
the sensing platform (e.g., which applications they choose to run,
when, and for how long) could be revealed to anyone by the sen-
sor tricorder. Deployments of a tricorder system should carefully
consider issues such as the above.

Exploring other potential privacy risks introduced by the sensor
tricorder involves understanding peoples’ mental models and how
people might interact with the system. One direction is to evaluate
the prototype in a field study via interviews of the participants and
logs of how the system was actually used. Another direction is to
design and implement mechanisms to limit the exposure of detailed
logs. For example, as our prototype does, privacy reports could
only include the most recent sensing events by default (e.g., only
the past 5 minutes). Furthermore, the system could even provide an
option for authorized users to delete certain portions of the recorded
history of sensing events.

6. RELATED WORK
There has been much research in designing ubiquitous comput-

ing systems that take user privacy into consideration. Perhaps the
closest to our proposal is the privacy awareness system (pawS) de-
scribed in [18]. Their system also recognizes the importance of an
announcement mechanism and encourages openness by using P3P
policies. However, they focus more on allowing users to keep track
of their personal data through privacy proxies. Moreover, they use
P3P policies directly and use Bluetooth radio or IrDa to announce
their system’s data usage policies. Similarly, the Sentry@Home
system leverages the Smart Home to act as a privacy proxy for
users and serve as a central enforcement point for accesses to sensi-
tive data [7]. Hong and Landay take a different approach and build
the Confab toolkit to help developers design ubiquitous computing
applications that take privacy into consideration [12].

There is also research on developing ways to communicate pri-
vacy policies more effectively to users. Kelley et al. develop a “nu-
trition label” for privacy [15]. Their goal was to learn from existing
mechanisms such as nutrition labels and design a visual presenta-
tion of privacy policies that would help improve users’ understand-
ing of them. In a much larger study, they found that the standard-
ization of privacy policy formats improve the ability of users to find
information and have positive effects on reader enjoyment of pri-
vacy policies [16]. In an effort improve the auditability of privacy
policies of websites, a suite of tools called the IdM Policy Audit
System was developed and released for the public [2].

The use of 2D barcodes in pervasive computing has become in-
creasingly popular. Kato and Tan discuss this trend in [14]. They
also analyze six 2D barcode algorithms and compare them using
first read rate as a metric. In terms of novel applications, McCune
et al. utilized 2D barcodes to solve several problems in computer
security including secure device pairing.

7. CONCLUSION

The continued lack of transparency provided by sensor platforms
put peoples’ privacy at risk as rich sensing applications become
more complex and pervasive. People increasingly find themselves
with limited ability to determine how applications use the data gath-
ered by the sensors around them. We advocate that in order to pro-
vide transparency, sensors should maintain a log of their activity,
require privacy policies from the applications using them, and make
this information readily accessible to the interested user. To enable
this vision, we have developed a prototype of the Sensor Tricorder
system which realizes these properties. Users can use their smart-
phones to decode the dynamically updated QR Codes on the sen-
sors which reflect the sensor usage activities of applications as well
as their privacy policies. Our experiences in building this prototype
uncovered several unique challenges related to reducing the TCB
for sensor activity logging, enforcing application provided privacy
policies of sensor data use, building trusted displays for QR Codes,
and maintaining a balance between transparency and privacy. We
hope to address these challenges as part of our future work.
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