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● Benchmarks might not have label noise characteristic of “real-world” data
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is it necessary in the overparameterized regime?
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Overall Summary

● Framework: random design linear regression with independent noise
● Setting 1: estimator linear in y (least norm, ridge, etc.)
● Setting 2: square integrable estimators.

Findings

● Asymptotic characterization of optimal solution to problem
● Memorization of label noise is necessary for generalization

○ The threshold for optimal prediction risk goes to zero asymptotically faster than the variance of 
label noise

○ Consequence: fit linear regression models to accuracy much better than the noise floor
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Assumptions



Isotropic Setting

● Notice that this problem has quadratic objective and a quadratic constraint – 
this lets us leverage strong duality
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Linear Algebra before RMT



Two RMT Lemmas
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