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(The talk involved discussion using the whiteboard also)



Double Descent, Interpolation Regime

● Smallest risk can be in the overparameterized regime
● Overfitting is “benign” when highly overparameterized



Benign Overfitting



Double Descent Sample-wise ● n=p is the interpolation threshold
● More data can hurt linear regr



Today we will discuss:



Empirically observed optimal ridge penalty for a 
“real-world” dataset



Simulation using spiked covariance model

● n=64
● ρ=0.1



Definition of the ridge estimator with negative λ?

● λ ≥ 0 ● λ < 0
○ Can’t define using argmin problem, 

because its solution is not defined 
(since ||β|| → ∞)



Simulation using spiked covariance model (contd)



Simulation using spiked covariance model (contd)



Analysis for the spiked covariance model



Discussion


