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## Probability Review

We start by reviewing a couple of useful facts from probability theory.

Lemma 1 (Markov's inequality). If X is a non-negative random variable, then $\operatorname{Pr}[X>\ell \cdot \mathbb{E}[X]]<1 / \ell$.

Proof

$$
\begin{aligned}
\mathbb{E}[X] & =\sum_{k} k \cdot \operatorname{Pr}[X=k] \\
& \geq \sum_{k>\ell}(\ell \mathbb{E}[X]) \cdot \operatorname{Pr}[X=k] \\
& =\ell \mathbb{E}[X] \cdot \sum_{k>\ell} \operatorname{Pr}[X=k],
\end{aligned}
$$

proving that $\operatorname{Pr}[X>\ell] \leq 1 / \ell$.
We shall need to appeal to the Chernoff-Hoeffding Bound:
Theorem 2. Let $X_{1}, \ldots, X_{n}$ be independent random variables such that each $X_{i}$ is a bit that is equal to 1 with probability $\leq p$. Then $\operatorname{Pr}\left[\sum_{i=1}^{n} X_{i} \geq\right.$ $p n(1+\epsilon)] \leq 2^{-\epsilon^{2} n p / 4}$.

Finally, we need the following trick. Suppose we toss a coin which has a probability $p$ of giving heads and $1-p$ of giving tails. Let $H$ denote the number of coin tosses before we see heads. Then

Fact 3. $\mathbb{E}[T]=1 / p$.
Proof

$$
\begin{aligned}
& \mathbb{E}[T]=p \cdot 1+(1-p) \cdot(\mathbb{E}[T]+1) \\
& \Rightarrow \mathbb{E}[T]=1+(1-p) \cdot \mathbb{E}[T] \\
& \Rightarrow \mathbb{E}[T] p=1 \\
& \Rightarrow \mathbb{E}[T]=1 / p .
\end{aligned}
$$

## Randomized Classes

There are several different ways to define complexity classes involving randomness. A turing machine with access to randomness is just like a normal turing machine, except it is allowed to toss a random coin in each step, and read the value of the coin that was tossed.

## BPP

We say that the randomized machine computes the function $f$ if for every input $x, \operatorname{Pr}_{r}[M(x, r)=f(x)] \geq 2 / 3$, where the probability is taken over the random coin tosses of the machine M. BPP is the set of functions that are computable by polynomial time randomized turing machines in the above sense.

## RP

We shall say that $f \in \mathbf{R P}$ if there is a randomized machine that always compute the correct value when $f(x)=0$, and computes the correct value with probability at least $2 / 3$ when $f(x)=1$.

## ZPP

Finally, we define the class ZPP to be the set of boolean functions that have an algorithm that never makes an error, but whose expected running time is polynomial in $n$.

## Error reduction

The choice of the constant $2 / 3$ in these definitions is not crucial, as the following theorem shows:

Theorem 4 (Error Reduction in BPP). Suppose there is a randomized polynomial time machine $M$, a boolean function $f$ and a constant $c$ such that $\operatorname{Pr}_{r}[M(x, r)=f(x)] \geq 1 / 2+n^{-c}$. There for every constant $d$, there is a randomized polynomial time machine $M^{\prime}$ such that $\operatorname{Pr}_{r}\left[M^{\prime}(x, r)=\right.$ $f(x)] \geq 1-2^{-n^{d}}$.

Proof of Theorem 4: On input $x$, the algorithm $M^{\prime}$ will run $M$ repeatedly $n^{k}$ times for some constant $k$ (that we shall fix soon), and then output the majority of the answers. Let $X_{i}$ the binary random variable that takes the value 1 only if the output of the $i^{\prime}$ th run is incorrect.

We have that $X_{1}, \ldots, X_{n^{k}}$ are independent random variables, and each is equal to 1 with probability at most $1 / 2-n^{-c}$. Thus,

$$
\begin{aligned}
\operatorname{Pr}\left[\sum_{i} X_{i}>n^{k} / 2\right] & =\operatorname{Pr}\left[\sum_{i} X_{i}>n^{k}\left(1 / 2-n^{-c}\right)(1 / 2) /\left(1 / 2-n^{c}\right)\right] \\
& \leq \operatorname{Pr}\left[\sum_{i} X_{i}>n^{k}\left(1 / 2-n^{-c}\right)\left(1+2 n^{-c}\right)\right] \\
& <2^{-O\left(n^{-2 c}\right) n^{k} / 8}
\end{aligned}
$$

Set $k$ to be large enough so that this probability is less than $2^{-n^{d}}$.
By brute force search, we can easily prove:

## Theorem 5. BPP $\subseteq$ EXP.

Since RP is the same as the set of functions for which a random witness is a good witness,

Theorem 6. RP $\subseteq$ NP.
We also have:
Theorem 7. $\mathbf{Z P P}=\mathbf{R P} \cap c o \mathbf{R P}$.
Proof Suppose $f \in$ ZPP, via a randomized algorithm $M$ whose expected running time is $t(n)$. Consider the algorithm that simulates $M$ for $10 t(n)$ steps, and outputs 0 if the simulation halts. Then clearly, the algorithm only makes an error if the correct answer is 1 . On the other hand, the probability that running time of $M$ exceeds $10 t(n)$ is at most $1 / 10$ (or else the expected running time would exceed $t(n)$. Thus we obtain an RP algorithm. The same idea (reversing the roles of 0 and 1) gives a co $\mathbf{R P}$ algorithm.

For the other direction, suppose $f$ has an $\mathbf{R P}$ algorithm $M_{1}$ and a coRP algorithm $M_{0}$. Then on input $x$ consider the algorithm that alternatively runs $M_{0}(x), M_{1}(x), M_{0}(x), \ldots$ until either $M_{1}(x)$ outputs 1 , or $M_{0}(x)$ outputs 0 . If $M_{1}(x)=1$, then it must be that $f(x)=1$. Similarly if $M_{0}(x)=0$, it must be that $f(x)=0$. In any case, one of these two algorithms will verify the value of $x$ in an expected constant number of runs.

Theorem 8. Every function in BPP has polynomial sized circuits.
The above theorem again easily following from the ChernoffHoeffding bound. We can first amplify the error probability so that the probability of error is less than $2^{-n}$. Then by the union bound, for each input length, there must be some fixed string $r$ such that $M(x, r)=f(x)$ for each of the $2^{n}$ choices of $x$. Then we can use a circuit to hardcode this $r$ and compute $f$ in polynomial size.

We do not know whether BPP $=\mathbf{P}$ and this is a major open question. However, there have been some interesting conditional results. For example, work of Impagliazzo, Nisan and Wigderson has led to the following theorem:

Theorem 9. If there is some function $f \in \mathbf{E X P}$ such that for every constant $\epsilon>0, f$ cannot be computed by a circuit family of size $2^{\epsilon n}$, then $\mathbf{B P P}=\mathbf{P}$.

The theorem is interesting because the assumptions don't seem to say anything about useful. The assumption is that there is a function that can be computed by exponential time turing machines but cannot be computed by subexponential sized circuits. This fact is cleverly leveraged to derandomize any randomized computation. The proof of this theorem is outside the scope of this course.

## Randomized Algorithm review

We did not discuss this material in class. I include it here for your reference:

## Probability Spaces

A probability space is a set $\Omega$ such that every element $a \in \Omega$ is assigned a number $0 \leq \operatorname{Pr}[a] \leq 1$ (called the probability of $a$ ), and $\sum_{a \in \Omega} \operatorname{Pr}[a]=1$.

An event in this space is a subset $E \subseteq \Omega$. The probability of the event is $\sum_{a \in E} \operatorname{Pr}[a]$. For example, imagine we toss a fair coin $n$ times. Then the probability space consists of the $2^{n}$ possible outcomes of the coin tosses. If $E$ is the event that the first $k$ coin tosses are heads, this event has probability exactly $2^{-k}$. Given two events $E, E^{\prime}$, we write $\operatorname{Pr}\left[E \mid E^{\prime}\right]$ to denote $\operatorname{Pr}\left[E \cap E^{\prime}\right] / \operatorname{Pr}\left[E^{\prime}\right]$. This is the probability that $E$ happens given that $E^{\prime}$ happens. We say that $E, E^{\prime}$ are independent if $\operatorname{Pr}\left[E \cap E^{\prime}\right]=\operatorname{Pr}[E] \cdot \operatorname{Pr}\left[E^{\prime}\right]$. In other words, $E$, $E^{\prime}$ are independent if $\operatorname{Pr}\left[E \mid E^{\prime}\right]=\operatorname{Pr}[E]$.

A real valued random variable is a function $X: \Omega \rightarrow \mathbb{R}$. The number of heads in the coin tosses is a random variable. The expected value of a random variable $X$ is defined as $\mathbb{E}[X]=\sum_{a \in \Omega} \operatorname{Pr}[a] \cdot X(a)$. The following lemma is a very useful fact about random variables.

Lemma 10 (Linearity of expectation). If $X, Y$ are real random variables, then $\mathbb{E}[X+Y]=\mathbb{E}[X]+\mathbb{E}[Y]$.

## Proof

$$
\begin{aligned}
\mathbb{E}[X+Y] & =\sum_{a \in \Omega} \operatorname{Pr}[a] \cdot(X(a)+Y(a)) \\
& =\sum_{a \in \Omega} \operatorname{Pr}[a] \cdot Y(a)+\sum_{a \in \Omega} \operatorname{Pr}[a] \cdot X(a) \\
& =\mathbb{E}[X]+\mathbb{E}[Y]
\end{aligned}
$$

For example, let us calculate the expected number of runs of seeing 7 contiguous heads or tails in a 200 coin tosses. Let $X_{i}$ be 1 if there are 7 heads or tails that start at the $i^{\prime}$ th position, and 0 otherwise. If $1 \leq i \leq 194$, then $\mathbb{E}\left[X_{i}\right]=\operatorname{Pr}\left[X_{i}=1\right]=2 \cdot 2^{-7}=1 / 64$. If $i \geq 196$, then $X_{i}=0$. On the other hand, the total number of such runs is $\sum_{i=1}^{194} X_{i}$. So by linearity of expectation, the expected number of such runs is $194 / 64 \approx 3.031$.

In class, we discussed the waiting time to see the first heads. Suppose you keep tossing a fair coin until you see heads. Let $T$ be the
number of tosses you make. What is the expected value of $T$ ? The key observation is that if the first toss is a heads, you stop with $T=1$. Otherwise, the rest of the experiment is exactly the same as the original random experiment. So, we get:

$$
\begin{aligned}
& \mathbb{E}[T]=(1 / 2) \cdot 1+(1 / 2) \cdot(1+\mathbb{E}[T]) \\
\Rightarrow & \mathbb{E}[T] \cdot(1-1 / 2)=1 \\
\Rightarrow & \mathbb{E}[T]=2 .
\end{aligned}
$$

## Randomized Algorithms

We shall give a few examples of problems where randomness helps to give very effective solutions.

## Matrix Product Checking

Suppose we are given three $n \times n$ matrices $A, B, C$, and want to check whether $A \cdot B=C$. One way to do this is to just multiply the matrices, which will take much more than $n^{2}$ time. Here we give a randomized algorithm that takes only $O\left(n^{2}\right)$ time.

```
Input: \(3 n \times n\)-matrices \(A, B, C\)
Result: Whether or not \(A \cdot B=C\).
Sample an \(n\) coordiante column vector \(r \in\{0,1\}^{0,1}\) uniformly at
    random;
if \(A(B(r))=C(r)\) then
    Output "Equal";
else
    Output "Not equal";
end
```

Algorithm 1: Algorithm for Multiplication Checking

The algorithm only takes $O\left(n^{2}\right)$ time. For the analysis, observe that if $A B=C$, then the algorithm outputs "Equal" with probability 1. If $A B \neq C$, the algorithm outputs "Equal" only when $A B r=C r \Rightarrow$ $(A B-C) r=0$. We shall show that this happens with probability at most $1 / 2$.

Let $D=A B-C$. Then $D \neq 0$, so let $d_{i j}$ be a non-zero entry of $D$. Then we have that the $i^{\prime}$ th coordinate $(D r)_{i}=\sum_{k} d_{i k} \cdot r_{k}$. This
coordinate is 0 exactly when $r_{j}=\left(1 / d_{i j}\right) \sum_{k \neq j} d_{i k} r_{k}$. Finally, observe

$$
\begin{aligned}
& \operatorname{Pr}\left[r_{j}=\left(1 / d_{i j}\right) \sum_{k \neq j} d_{i k} r_{k}\right] \\
& =\sum_{a} \operatorname{Pr}\left[a=\left(1 / d_{i j}\right) \sum_{k \neq j} d_{i k} r_{k}\right] \cdot \operatorname{Pr}\left[r_{j}=a \mid a=\left(1 / d_{i j}\right) \sum_{k \neq j} d_{i k} r_{k}\right] \\
& \leq 1 / 2 \sum_{a} \operatorname{Pr}\left[a=\left(1 / d_{i j}\right) \sum_{k \neq j} d_{i k} r_{k}\right] \\
& =1 / 2
\end{aligned}
$$

Exercise: Modify the above algorithm so that the probability the algorithm outputs "Equal" when $A B \neq C$ is at most $1 / 4$.

2-SAT
A two SAT formula is a CNF formula where each clause has exactly 2-variables. Here we give a randomized algorithm that can find a satisfying assignment to such a formula, if one exists.

```
Input: A two sat formula \(\phi\)
Result: A satisfying assignment for \(\phi\) if one exists
Set \(a=0\) to be the \(n\)-bit all 0 string;
for \(i=1,2, \ldots, 100 n^{2}\) do
    if \(\phi(a)=1\) then
        Output \(a\);
    end
    Let \(a_{i}, a_{j}\) be the variables of an arbitrary unsatisfied clause.
        Pick one of them at random and flip its value ;
end
Output "Formula is not satisfiable";
```

Algorithm 2: Algorithm for 2 SAT

If $\phi$ is not satisfiable, then clearly the algorithm has a correct output. Now suppose $\phi$ is satisfiable and $b$ is a satisfying assignment, so $\phi(b)=1$. We claim that the algorithm will find $b$ (or some other satisfying assignment) within $100 n^{2}$ steps with high probability. To understand the algorithm, let us keep track of the number of coordinates that $a, b$ disagree in during the run of the algorithm. Observe that during each run of the for loop, the algorithm picks a clause that is unsatisfied under $a$. Since $b$ satisfies this clause, $a, b$ must disagree in one of the two variables of this clause. Thus the algorithm reduces the distance from $a$ to $b$ with probability $1 / 2$.

Thus we can think of the algorithm as doing a random walk on the
line. There are $n+1$ points on the line, and at each step, if the algorithm is at position $i$ it moves to position $i+1$ with probability $1 / 2$ and to position $i-1$ with probability at least $1 / 2$. We are interested in the expected time before the algorithm hits position 0 . Let

$$
t_{i}=\mathbb{E}[\# \text { steps before hitting position } 0 \text { from position } i] .
$$

Then we have the following equations:

$$
\begin{aligned}
t_{0} & =0, \\
t_{i} & =(1 / 2) t_{i+1}+(1 / 2) t_{i-1}+1 \quad i \neq 0, n \\
\Rightarrow t_{i}-t_{i-1} & =t_{i+1}-t_{i}+2 \\
t_{n} & =1+t_{n-1} .
\end{aligned}
$$

Thus we can compute:

$$
\begin{aligned}
t_{n} & =\left(t_{n}-t_{n-1}\right)+\left(t_{n-1}-t_{n-2}\right)+\ldots+\left(t_{1}-t_{0}\right) \\
& =1+3+\ldots \\
& =\sum_{j=1}^{n}(2 j-1)=2\left(\sum_{j=1}^{n} j\right)-n=n(n+1)-n=n^{2} .
\end{aligned}
$$

Thus the expected time for the algorithm to find a satisfying assignment is $n^{2}$.

## Lemma 11.

$\operatorname{Pr}\left[\right.$ algorithm does not find satisfying assignment in $100 n^{2}$ steps $]<1 / 100$.
Proof We have that

$$
\begin{aligned}
n^{2} & \geq \mathbb{E}[\# \text { steps to find assignment }] \\
& =\sum_{s=0}^{\infty} s \cdot \operatorname{Pr}[s \text { steps to find assignment }] \\
& \geq \operatorname{Pr}\left[\text { at least } 100 n^{2} \text { steps are taken }\right] \cdot 100 n^{2} .
\end{aligned}
$$

Therefore,
$\operatorname{Pr}\left[\right.$ more than $100 n^{2}$ steps are taken $]<1 / 100$.

## Max Cut

Given a graph $G=(V, E)$, a subset $S \subset V$ is called a cut of the graph. The size of the cut is the number of edges that cross from $S$ to $V-S$.

It is known to be NP-hard to compute the MAX-cut of a graph. Here we give a simple randomized algorithm that will compute a cut that is half as big as the biggest cut in expectation.

The algorithm is just to pick the subset $S$ at random, by including every vertex in $S$ with probability half. For each edge $e$, let $X_{e}$ be the random variable that is 1 if $e$ goes from $S$ to $V-S$, and 0 otherwise. Then we see that the size of the cut is exactly $\sum_{e \in E} X_{e}$. We can compute $\mathbb{E}\left[X_{e}\right]=1 / 2$, and so by linearity of expectation,

$$
\mathbb{E}\left[\sum_{e \in E} X_{e}\right]=\sum_{e \in E} \mathbb{E}\left[X_{e}\right]=|E| / 2 .
$$

## Fingerprinting

Suppose Alice has an $n$-bit string $x$ and Bob has an $n$-bit string $y$, and they want to check that they are equal. Naively this takes $n$ bits of communication between them. We can do much better using randomization.

Alice samples a random prime number $p$ from the set of primes that are less than $c n \ln n$, for some constant $c$ that we shall pick later. She then sends $p$ and $x \bmod p$ to Bob. Bob checks that $x \bmod p$ is equal to $y \bmod p$. Thus they only need to communicate $O(\log n)$ bits in this process.

If $x=y$, this will always produce the right outcome. We shall argue that if $x \neq y$, the probability that they make a mistake is going to be very small. To do this, we need a theorem:

Theorem 12 (Prime number theorem). Let $\pi(a)$ denote the number of primes that are at most $a$. Then $\lim _{a \rightarrow \infty} \frac{\pi(a)}{a / \ln a}=1$.

When $x \neq y$, the above process fails only when $p$ divides $x-y$. Since $|x-y| \leq 2^{n}, x-y$ can have at most $n$ prime factors. On the other hand, by the prime number theorem, the number of primes of size up to $c n \ln n$ is at least $c n \ln n /(\ln (c n \ln n))=\Omega(c n)$. Thus the probability that the prime Alice picks divides $x-y$ is at most $O(1 / c)$.

