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ABSTRACT

We consider the problem of incorporating security mecha-
nisms into routing protocols for ad hoc networks. Canned
security solutions like IPSec are not applicable. We look
at AODV [21] in detail and develop a security mechanism
to protect its routing information. We also briefly discuss
whether our techniques would also be applicable to other
similar routing protocols and about how a key management
scheme could be used in conjunction with the solution that
we provide.

Categories and Subject Descriptors

C.2.2 [Computer-Communication Networks]: Network
Protocols—Routing protocols

General Terms
Security, Algorithms

Keywords
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1. INTRODUCTION

An ad hoc network is often defined as an “infrastructure-
less” network, meaning a network without the usual rout-
ing infrastructure like fixed routers and routing backbones.
Typically, the ad hoc nodes are mobile and the underlying
communication medium is wireless. Each ad hoc node may
be capable of acting as a router. Such ad hoc networks
may arise in personal area networking, meeting rooms and
conferences, disaster relief and rescue operations, battlefield
operations, etc.

Some aspects of ad hoc networks have interesting security
problems [1, 31, 28]. Routing is one such aspect. Several
routing protocols for ad hoc networks have been developed,
particularly in the MANET working group of the Internet
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Engineering Task Force (IETF). Surveys of routing protocols
for ad hoc wireless networks are presented in [25] and [26].

In this paper, we consider the security of routing proto-
cols for ad hoc networks. Section 2 takes a look at related
work. Section 3 analyzes the security requirements in ad hoc
networks. Section 4 discusses how ad hoc protocols should
be secured. Section 5 focuses on AODV, its security flaws
and describes our proposed security mechanism to protect
AODV’s routing information: Secure AODV (SAODV) [6].
Section 6 studies how the approach shown in this paper
could be ported to other ad hoc routing protocols. Sec-
tion 7 considers different ways to achieve the required key
management for SAODV. Section 8 summarizes and shows
what is the current status of this work.

2. RELATED WORK

There is very little published prior work on the security is-
sues in ad hoc network routing protocols. Neither the survey
by Ramanathan and Steenstrup [25] nor the survey by Royer
and Toh [26] mention security. None of the draft proposals in
the IETF MANET working group have a non-trivial “secu-
rity considerations” section. Actually, most of them assume
that all the nodes in the network are friendly, and a few
declare the problem out-of-scope by assuming some canned
solution like IPSec may be applicable.

There are some works on securing routing protocols for
fixed networks that also deserved to be mentioned here.
Perlman, in her thesis [22], proposed a link state routing
protocol that achieves Byzantine Robustness. Although her
protocol is highly robust, it requires a very high overhead
associated with public key encryption. Secure BGP [13] at-
tempts to secure the Border Gateway Protocol by using PKI
(Public Key Infrastructure) and IPsec.

In their paper on securing ad hoc networks [31], Zhou
and Haas primarily discuss key management (we discuss key
management in Section 7). They devote a section to secure
routing, but essentially conclude that “nodes can protect
routing information in the same way they protect data traf-
fic”. They also observe that denial-of-service attacks against
routing will be treated as damage and routed around.

Security issues with routing in general have been addressed
by several researchers (e.g., [27, 8]). And, lately, some work
has been done to secure ad hoc networks by using misbe-
havior detection schemes (e.g., [17]). This approach has two
main problems: first, it is quite likely that it will be not fea-
sible to detect several kinds of misbehaving (especially be-
cause it is very hard to distinguish misbehaving from trans-
mission failures and other kind of failures); and second, it



has no real means to guarantee the integrity and authenti-
cation of the routing messages.

Dabhill et al. [5] proposed ARAN, a routing protocol for
ad hoc networks that uses authentication and requires the
use of a trusted certificate server. In ARAN, every node
that forwards a route discovery or a route reply message
must also sign it, (which is very computing power consuming
and causes the size of the routing messages to increase at
each hop), whereas the proposal presented in this paper only
require originators to sign the message. In addition, it is
prone to reply attacks using error messages unless the nodes
have time synchronization.

Papadimitratos and Haas [20] proposed a protocol (SRP)
that can be applied to several existing routing protocols (in
particular DSR [12] and IERP [7]). SRP requires that, for
every route discovery, source and destination must have a
security association between them. Furthermore, the paper
does not even mention route error messages. Therefore, they
are not protected, and any malicious node can just forge
error messages with other nodes as source.

Hash chains have being used as an efficient way to ob-
tain authentication in several approaches that tried to se-
cure routing protocols. In [8], [4] and [24] they use them in
order to provide delayed key disclosure. While, in [30], hash
chains are used to create one-time signatures that can be
verified immediately. The main drawback of all the above
approaches is that all of them require clock synchronization.

In SEAD [9] (by Hu, Johnson and Perrig) hash chains are
also used in combination with DSDV-SQ [2] (this time to
authenticate hop counts and sequence numbers). At every
given time each node has its own has chain. The hash chain
is divided into segments, elements in a segment are used to
secure hop counts in a similar way as we do in SAODV. The
size of the hash chain is determined when it is generated.
After using all the elements of the hash chain a new one
must be computed.

SEAD can be used with any suitable authentication and
key distribution scheme. But finding such a scheme is not
straightforward. In Section 7 we suggest some non-standard
approaches that can be used to achieve key distribution.

Ariadne [10], by the same authors, is based on DSR [12]
and TESLA [23] (on which it is based its authentication
mechanism). It also requires clock synchronization, which
we consider to be an unrealistic requirement for ad hoc net-
works.

It is quite likely that, for a small team of nodes that trust
each other and that want to create an ad hoc network where
the messages are only routed by members of the team, the
simplest way to keep secret their communications is to en-
crypt all messages (routing and data) with a “team key”.
Every member of the team would know the key and, there-
fore, it would be able to encrypt and decrypt every single
packet. Nevertheless, this does not scale well and the mem-
bers of the team have to trust each other. So it can be only
used for a very small subset of the possible scenarios.

Looking at the work that had been done in this area pre-
viously, we felt that the security needs for ad hoc networks
had not been yet satisfied (at least for those scenarios where
everybody can freely participate in the network). In the
next section, we specify what are those needs in the format
of a list of security requirements.

3. SECURITY REQUIREMENTS

In most domains, the primary security service is autho-
rization. Routing is no exception. Typically, a router needs
to make two types of authorization decisions. First, when
a routing update is received from the outside, the router
needs to decide whether to modify its local routing informa-
tion base accordingly. This is import authorization. Second,
a router may carry out export authorization whenever it re-
ceives a request for routing information. Import authoriza-
tion is the critical service.

In traditional routing systems, authorization is a matter
of policy. For example, gated, a commonly used routing
program®, allows the administrator of a router to set policies
about whether and how much to trust routing updates from
other routers: e.g., statements like “trust router X about
routes to networks A and B”. In mobile ad hoc networks,
such static policies are not sufficient (and unlikely to be
relevant anyway).

Authorization may require other security services such as
authentication and integrity. Techniques like digital sig-
natures and message authentication codes are used to pro-
vide these services.

In the context of routing, confidentiality and non-repudiation

are not necessarily critical services [8]. Zhou and Haas [31]
argue that non-repudiation is useful in an ad hoc network
for isolating misbehaving routers: a router A which received
an “erroneous message”’ from another router B may use this
message to convince other routers that B is misbehaving.
This would indeed be useful if there is a reliable way of de-
tecting erroneous messages. This does not appear to be an
easy task.

We do not address the problem of compromised nodes
since we believe that it is not critical in non military scenar-
ios. Availability is also outside of the scope of this paper.
Although of course it would be desirable, it does not seem to
be feasible to prevent denial-of-service attacks in a network
that uses wireless technology (where an attacker can focus
on the physical layer without bothering to study the routing
protocol).

Therefore, in this paper we consider the following require-
ments:

e Import authorization: It is important to note that
in here we are not referring to the traditional meaning
of authorization. What we mean is that the ultimate
authority about routing messages regarding a certain
destination node is that node itself. Therefore, we will
only authorize route information in our routing table if
that route information concerns the node that is send-
ing the information. In this way, if a malicious node
lies about it, the only thing it will cause is that others
will not be able to route packets to the malicious node.

e Source authentication: We need to be able to verify
that the node is the one it claims to be.

e Integrity: In addition, we need to be able to verify
that the routing information that it is being sent to us
has arrived unaltered.

e The two last security services combined build data
authentication, and they are requirements derived
from our import authorization requirement.

"ttp://www.gated.org



4. SECURING AD HOC PROTOCOLS

In an ad hoc network, from the point of view of a routing
protocol, there are two kinds of messages: the routing mes-
sages and the data messages. Both have a different nature
and different security needs. Data messages are point-to-
point and can be protected with any point-to-point security
system (like IPSec). On the other hand, routing messages
are sent to immediate neighbors, processed, possibly modi-
fied, and resent. Moreover, as a result of the processing of
the routing message, a node might modify its routing ta-
ble. This creates the need for the intermediate nodes to be
able to authenticate the information contained in the rout-
ing messages (a need that does not exist in point-to-point
communications) to be able to apply their import authoriza-
tion policy.

Another consequence of the nature of the transmission of
routing messages is that, in many cases, there will be some
parts of those messages that will change during their prop-
agation. This is very common in Distance-Vector routing
protocols, where the routing messages usually contain a hop
count of the route they are requesting or providing. There-
fore, in a routing message we could distinguish between two
types of information: mutable an non-mutable. It is desired
that the mutable information in a routing message is secured
in such a way that no trust in intermediate nodes is needed.
Otherwise, securing the mutable information will be much
more expensive in computation, plus the overall security of
the system will greatly decrease.

If the security system we are using to secure the network
transmissions in a MANET network is [PSec, it is necessary
that the IPSec implementation can use as a selector the
TCP and UDP port numbers. This is because it is necessary
that the IPSec policy will be able to apply certain security
mechanisms to the data packets and just bypass the routing
packets (that typically can be identified because they use a
reserved transport layer port number).

5. AODV

5.1 Overview

Ad Hoc On-Demand Vector Routing (AODV) protocol [21]
is a reactive routing protocol for ad hoc and mobile net-
works that maintains routes only between nodes which need
to communicate. The routing messages do not contain in-
formation about the whole route path, but only about the
source and the destination. Therefore, routing messages do
not have an increasing size. It uses destination sequence
numbers to specify how fresh a route is (in relation to an-
other), which is used to grant loop freedom.

Whenever a node needs to send a packet to a destination
for which it has no ‘fresh enough’ route (i.e., a valid route
entry for the destination whose associated sequence number
is at least as great as the ones contained in any RREQ that
the node has received for that destination) it broadcasts a
route request (RREQ) message to its neighbors. Each node
that receives the broadcast sets up a reverse route towards
the originator of the RREQ (unless it has a ‘fresher’ one).
When the intended destination (or an intermediate node
that has a ‘fresh enough’ route to the destination) receives
the RREQ), it replies by sending a Route Reply (RREP). It
is important to note that the only mutable information in
a RREQ and in a RREP is the hop count (which is being
monotonically increased at each hop). The RREP travels

back to the originator of the RREQ (this time as a unicast).
At each intermediate node, a route to the destination is
set (again, unless the node has a ‘fresher’ route than the
one specified in the RREP). In the case that the RREQ is
replied to by an intermediate node (and if the RREQ had
set this option), the intermediate node also sends a RREP
to the destination. In this way, it can be granted that the
route path is being set up bidirectionally. In the case that a
node receives a new route (by a RREQ or by a RREP) and
the node already has a route ‘as fresh’ as the received one,
the shortest one will be updated.

If there is a subnet (a collection of nodes that are identi-
fied by a common network prefix) that does not use AODV
as its routing protocol and wants to be able to exchange
information with an AODV network, one of the nodes of
the subnet can be selected as their ‘network leader’. The
network leader is the only node of the subnet that sends,
forwards and processes AODV routing messages. In every
RREP that the leader issues, it sets the prefix size of the
subnet.

Optionally, a Route Reply Acknowledgment (RREP-ACK)
message may be sent by the originator of the RREQ to ac-
knowledge the receipt of the RREP. RREP-ACK message
has no mutable information.

In addition to these routing messages, Route Error (RERR)
message are used to notify the other nodes that certain nodes
are not anymore reachable due to a link breakage. When
a node rebroadcasts a RERR, it only adds the unreach-
able destinations to which the node might forward messages.
Therefore, the mutable information in a RERR are the list
of unreachable destinations and the counter of unreachable
destinations included in the message. Anyway, it is pre-
dictable that, at each hop, the unreachable destination list
may not change or become a subset of the original one.

5.2 Security flaws of AODV

Since AODV has no security mechanisms, malicious nodes
can perform many attacks just by not behaving according
to the AODV rules. A malicious node M can carry out the
following attacks (among many others) against AODV:

1. Impersonate a node S by forging a RREQ with its
address as the originator address.

2. When forwarding a RREQ generated by S to discover
a route to D, reduce the hop count field to increase the
chances of being in the route path between S and D
o it can analyze the communication between them. A
variant of this is to increment the destination sequence
number to make the other nodes believe that this is a
‘fresher’ route.

3. Impersonate a node D by forging a RREP with its
address as a destination address.

4. Impersonate a node by forging a RREP that claims
that the node is the destination and, to increase the
impact of the attack, claims to be a network leader of
the subnet SN with a big sequence number and send
it to its neighbors. In this way it will became (at least
locally) a blackhole for the whole subnet SN.

5. Selectively, not forward certain RREQs and RREPs,
not reply to certain RREPs and not forward certain
data messages. This kind of attack is especially hard



Value Hash function

0 Reserved
1 MD5HMAC96 [15]
2 SHATHMACY6 [16]

3-127 Reserved
128-255 | Implementation dependent

Table 1: Possible values of the Hash Function field

to even detect because transmission errors have the
same effect.

6. Forge a RERR message pretending it is the node S
and send it to its neighbor D. The RERR message
has a very high destination sequence number dsn for
one of the unreachable destinations (U). This might
cause D to update the destination sequence number
corresponding to U with the value dsn and, therefore,
future route discoveries performed by D to obtain a
route to U will fail (because U’s destination sequence
number will be much smaller than the one stored in
D’s routing table).

7. According to the current AODV draft [21], the orig-
inator of a RREQ can put a much bigger destina-
tion sequence number than the real one. In addition,
sequence numbers wraparound when they reach the
maximum value allowed by the field size. This allows
a very easy attack in where an attacker is able to set
the sequence number of a node to any desired value by
just sending two RREQ messages to the node.

5.3 Securing AODV

We assume that there is a key management sub-system
that makes it possible for each ad hoc node to obtain public
keys from the other nodes of the network. Further, each
ad hoc node is capable of securely verifying the association
between the identity of a given ad hoc node and the pub-
lic key of that node. How this is achieved depends on the
key management scheme. We discuss key management in
Section 7.

Two mechanisms are used to secure the AODV messages:
digital signatures to authenticate the non-mutable fields of
the messages, and hash chains to secure the hop count in-
formation (the only mutable information in the messages).
For the non-mutable information, authentication is perform
in an end-to-end manner, but the same kind of techniques
cannot be applied to the mutable information. The figures
in Appendix A show the structure of the AODV messages
and indicate what are the mutable fields of the messages.

The information relative to the hash chains and the sig-
natures is transmitted with the AODV message as an exten-
sion message that we will refer to as Signature Extension.
The format of the SAODV Signature Extensions is shown
in Appendix B.

5.3.1 SAODV hash chains

SAODYV uses hash chains to authenticate the hop count of
RREQ and RREP messages in such a way that allows every
node that receives the message (either an intermediate node
or the final destination) to verify that the hop count has not
been decremented by an attacker. This prevents an attack
of type 2. A hash chain is formed by applying a one-way
hash function repeatedly to a seed.

Every time a node originates a RREQ or a RREP message,
it performs the following operations:

e Generates a random number (seed).

e Sets the Max_Hop_Count field to the TimeToLive value
(from the IP header).

Maz_Hop_Count = TimeT oLive

e Sets the Hash field to the seed value.
Hash = seed

e Sets the Hash_Function field to the identifier of the
hash function that it is going to use. The possible
values are shown in Table 1.

Hash_Function = h

e Calculates Top_Hash by hashing seed Max_Hop_Count
times.

Top_Hash — h]Max_Hop_Count (seed)

Where:

— h is a hash function.

— h'(z) is the result of applying the function h to =
1 times.

In addition, every time a node receives a RREQ or a
RREP message, it performs the following operations in order
to verify the hop count:

e Applies the hash function h Maximum_Hop_Count mi-
nus Hop_Count times to the value in the Hash field,
and verifies that the resultant value is equal to the
value contained in the Top_Hash field.

Top_Hash P hMaz_Hop_CountfHop_Count (HG,Sh,)
Where:
— a == b reads: to verify that a and b are equal.

e Before rebroadcasting a RREQ or forwarding a RREP,
a node applies the hash function to the Hash value in
the Signature Extension to account for the new hop.

Hash = h(Hash)

The Hash_Function field indicates which hash function
has to be used to compute the hash. Trying to use a dif-
ferent hash function will just create a wrong hash without
giving any advantage to a malicious node. Hash_Function,
Max_Hop_Count, Top_Hash, and Hash fields are transmit-
ted with the AODV message, in the Signature Extension.
And, as it will be explained in the next subsection, all of
them but the Hash field are signed to protect its integrity.

5.3.2 SAODV digital signatures

Digital signatures are used to protect the integrity of the
non-mutable data in RREQ and RREP messages. That
means that they sign everything but the Hop_Count of the
AODV message and the Hash from the SAODV extension.

The main problem in applying digital signatures is that
AODYV allows intermediate nodes to reply RREQ messages
if they have a ‘fresh enough’ route to the destination. While



this makes the protocol more efficient it also makes it more
complicated to secure. The problem is that a RREP message
generated by an intermediate node should be able to sign
it on behalf of the final destination. And, in addition, it
is possible that the route stored in the intermediate node
would be created as a reverse route after receiving a RREQ
message (which means that it does not have the signature
for the RREP).

To solve this problem, this paper offers two alternatives.
The first one (and also the obvious one) is that, if an in-
termediate node cannot reply to a RREQ message because
it cannot properly sign its RREP message, it just behaves
as if it didn’t have the route and forwards the RREQ mes-
sage. The second is that, every time a node generates a
RREQ message, it also includes the RREP flags, the prefix
size and the signature that can be used (by any interme-
diate node that creates a reverse route to the originator of
the RREQ) to reply a RREQ that asks for the node that
originated the first RREQ. Moreover, when an intermediate
node generates a RREP message, the lifetime of the route
has changed from the original one. Therefore, the intermedi-
ate node should include both lifetimes (the old one is needed
to verify the signature of the route destination) and sign the
new lifetime. In this way, the original information of the
route is signed by the final destination and the lifetime is
signed by the intermediate node.

To distinguish the different SAODV extension messages,
the ones that have two signatures are called RREQ and
RREP Double Signature Extension.

When a node receives a RREQ), it first verifies the signa-
ture before creating or updating a reverse route to that host.
Only if the signature is verified, will it store the route. If
the RREQ was received with a Double Signature Extension,
then the node will also store the signature for the RREP
and the lifetime (which is the ‘reverse route lifetime’ value)
in the route entry. An intermediate node will reply to a
RREQ with a RREP only if it fulfills the AODV’s require-
ments to do so and the node has the corresponding signature
and old lifetime to put into the Signature and Old Lifetime
fields of the RREP Double Signature Extension. Otherwise,
it will rebroadcast the RREQ.

When a RREQ is received by the destination itself, it will
reply with a RREP only if it fulfills the AODV’s require-
ments to do so. This RREP will be sent with a RREP
Single Signature Extension.

When a node receives a RREP, it first verifies the signa-
ture before creating or updating a route to that host. Only
if the signature is verified, will it store the route with the
signature of the RREP and the lifetime.

Using digital signatures prevents attack scenarios 1 and 3.

5.3.3 SAODYV error messages

Concerning RERR messages, someone could think that
the right approach to secure them should be similar to the
way the other AODV messages are (signing the non-mutable
information and finding out a way to secure the mutable in-
formation). Nevertheless, RERR messages have a big amount
of mutable information. In addition, it is not relevant which
node started the RERR and which nodes are just forwarding
it. The only relevant information is that a neighbor node
is informing another node that it is not going to be able to
route messages to certain destinations anymore.

Our proposal is that every node (generating or forward-

ing a RERR message) will use digital signatures to sign the
whole message and that any neighbor that receives it will
verify the signature. In this way it can verify that the sender
of the RERR message is really the one that it claims to be.
And, since destination sequence numbers are not signed by
the corresponding node, a node should never update any
destination sequence number of its routing table based on
a RERR message (this prevents a malicious node from per-
forming attack type 6). Implementing a mechanism that will
allow the destination sequence numbers of a RERR message
to be signed by their corresponding nodes would add too
much overhead compared with the advantage of the use of
that information.

Although nodes will not trust destination sequence num-
bers in a RERR message, they will use them to decide
whether they should invalidate a route or not. This does
not give any extra advantage to a malicious node.

5.3.4 When a node reboots

The attack type 7 was based on the fact that the originator
of the RREQ can set the sequence number of the destination.
This should have not been specified in AODV because it
is not needed. In the case everybody behaves according
to the protocol the situation in which the originator of a
RREQ will put a destination sequence number bigger than
the real one will never happen. Not even in the case that
the destination of the RREQ has rebooted. After rebooting,
the node does not remember its sequence number anymore,
but it waits for a period long enough before being active, so
that when it wakes up nobody has stored its old sequence
number anymore.

To avoid this attack, in the case that the destination se-
quence number in the RREQ is bigger than the destination
sequence number of the destination node, the destination
node will not take into account the value in the RREQ. In-
stead, it will realize that the originator of the RREQ is mis-
behaving and will send the RREP with the right sequence
number.

In addition, if one of the nodes has a way to store its
sequence number every time it modifies it, it might do so.
Therefore, when it reboots it will not need to wait long
enough so that everybody deletes routes towards it.

5.3.5 Analysis

The digital signature Digital_signaturex (routing-message)

can be created only by X. Thus, it serves as proof of validity
of the information contained in the routing message. This
prevents attack scenarios 1, 3, 4, and 6.

The hop authenticator reduces the ability of a malicious
intermediate hop for mounting the attack type 2 by arbi-
trarily modifying the hop count without detection. A node
that is n hops away from T’ will know the n*" element in
the hash chain (h"(z)), but it will not know any element
that comes before this because of the one-way property of
h(). However, the malicious node could still pass on the re-
ceived authenticator and hop count without changing them
as specified in the previous section. Thus, the effectiveness
of this approach is limited.

In addition, there is another type of attack that cannot
be detected by SAODV: tunneling attacks. In that type
of attack, two malicious nodes simulate that they have a
link between them (that is, they can send and receive mes-
sages directly to each other). They achieve this by tunneling



AODV messages between them (probably in an encrypted
way). In this way they could achieve having certain traffic
through them.

In our opinion, no security scheme has been able, so far,
to detect this. Misbehaving detection schemes could, in
principle, detect the so-called tunnel attacks. If the mon-
itor sees a routing message with Hop_Count = X + 1 be-
ing sent by a node but did not see a routing message with
Hop_Count = X being sent to the same node, then the node
is either fabricating the routing message or there is a tunnel.
In either case it is cause for raising the alarm. Nevertheless,
this kind of scheme has as main problems that there is no
way for any node to validate the authenticity of the mis-
behavior reports and the there is the possibility of falsely
detecting misbehavior nodes. Therefore, we don’t consider
it as a feasible solution so far.

The way the hop count is authenticated could be changed
to a more secure one. For instance, intermediate nodes for-
warding the routing messages could include the address of
the next hop to which the message it is forwarded and sign
it [27]. Another possibility would be to use forward-secure
signature schemes [14]. A forward-secure signature scheme
is like a hash chain, except that to prove that you are n hops
away from the target you should sign the routing message
with the key corresponding to the n‘" link. Unlike in the
hash chain case, the same signing key is not given to the
next hop. Only the next signing key is given. This pre-
vents the attack based on the possibility that a malicious
node does not increase the hop count when it forwards a
routing message. With this scheme, at any time the routing
message has only one signature. The problem is, of course,
efficiency. There are schemes where the message sizes are
reasonably small, but signing and verification are quite ex-
pensive. Then there are other schemes where RSA signing
could be used, but the public key needed to verify the signa-
tures is size O(m), where m is the diameter of the network.
All those approaches would be very expensive (probably not
even feasible) and, still, it would not prevent tunneling at-
tacks at all. Therefore, we consider that the use of hash
chains might be, so far, the option that deals best with the
tradeoff between security and performance.

The use of sequence numbers should prevent most of the
possible reply attacks. A node will discard a replied mes-
sage if it has received a original message because the replied
message won’t be “fresh enough”. In order to make the pre-
vention of reply attacks stronger, a node could consider to
increase its sequence number in more situations than what
AODV mandates (or even periodicaly).

Papadimitratos and Haas suggest in [20] that it is pos-
sible to mount an attack by maliciously modifying the IP
header of the SAODV messages. This is not true because
SAODYV does not trust the contents of the IP header, and all
the information that needs to operate is inside the AODV
message and the SAODV extension.

6. OTHER ROUTING PROTOCOLS

In principle, the same approach that SAODV takes to
protect AODV could be used to create a “secure version”
of other routing protocols: Signing the non-mutable routing
information by the node to which the route will be processed,
and securing the hop count by hash chains. In the case there
are some other mutable fields, it should be studied how to
protect each of them.

Nevertheless, if the routing protocol has some other muta-
ble information than the hop count (and it does not mutate
in a predictable way), protecting this information might end
up being quite complex. It will probably require that the in-
termediate nodes that mutate part of the message also have
to sign it. This will, typically, imply a reduction of per-
formance (due to all the additional cryptographic computa-
tions) and also a possible decrease of the overall security.

We look now roughly, just as an example, to the Dy-
namic Source Routing Protocol for Mobile Ad Hoc Networks
(DSR) [12], trying to see how it could be secured.

SRP [20] and Ariadne [10] (both refered in Section 2) also
attempt to secure DSR. Nevertheless, SRP requires that,
for every route discovery, source and destination must have
a security association between them and does not protect
error messages. And, Ariadne requires clock synchroniza-
tion, which we consider to be an unrealistic requirement for
ad hoc networks.

When trying to secure DSR, the main difference with re-
spect to AODV is that DSR includes in its routing messages
the IP addresses of all the intermediate nodes that have for-
warded the packet.

A first approach to secure DSR, with the scheme proposed
in this paper, would be to make each of the intermediate
nodes sign the routing message after adding its own IP ad-
dress, and also to verify all the signatures in the routing
message. But this would greatly decrease the performance
of the routing discovery. And it is not really worthwhile if
we think that the routes to the intermediate nodes are going
to be used very seldom. Anyway, hash chains should be used
to avoid that a malicious node would eliminate intermediate
nodes and their signatures from the routing message (a very
similar technique is also used in [10]).

Another solution would be that intermediate nodes would
sign the routing message, but that a node would only verify
the signature of an intermediate node in the case it needs
to send a packet to this route. But it still requires all inter-
mediate nodes to sign the message (which is not good when
the message is a route request).

Therefore, maybe a better solution would be that inter-
mediate nodes do not sign the message. And if later a node
wants to use a route to one of the intermediate nodes it
should ask with a unicast message for a signature that cer-
tifies that it is the one who it claims to be.

Obviously, a much more detailed analysis should be made
to study the different attacks that can be performed against
DSR and against this “secure DSR” to see if there are new
attacks as a consequence of differences between AODV and
DSR.

7. KEY MANAGEMENT

In Section 5.3, we assumed that each ad hoc node has a
trustworthy means of checking the association between the
address of some other node and the signature verification key
of that node. Let us now consider how such key management
could be achieved.

Bindings between public keys and other attributes is typi-
cally achieved by using public key certificates. One approach
could be for a certification authority (CA) to issue such cer-
tificates. This is reasonable if ad hoc nodes could have per-
manent addresses. However, addressing in ad hoc networks
is likely to follow recent trends towards dynamic address
allocation and autoconfiguration [29, 3]. In these schemes,



typically a node picks a tentative address and checks if it
is already in use by broadcasting a query. If no conflict is
found, the node is allowed to use that address. If a con-
flict is found, the node is required to pick another tentative
address and repeat the process.

One solution that has been proposed [18, 19] would be
to pick a key pair, and map the public key to a tentative
address in some deterministic way; if there is a collision,
pick a new key pair and try again. This is relatively secure,
although potentially expensive.

The approach of distributing the Certification Authority
functionality among ad hoc nodes (by dividing the private
keys into shares) discussed in [31] implies a huge overhead,
and it may be ineffective in a network were partitions occur
or where there is high mobility. In addition, it won’t work
at all in trivial scenarios like when a network partition is
composed of only two nodes.

Besides how key distribution is achieved, when distribut-
ing a public key, this should be binded to the identity of
the node (of course) and also to its netmask (in the case the
node is a network leader). Another alternative is to assume
that there are no network leaders in scenarios were it is not
needed to have connectivity outside the AODV network. Ei-
ther of both alternatives prevents the type attack 4 in which
a malicious node becomes a black hole for a whole subnet
by claiming that it is their network leader.

8. STATUS

For more detailed information about the format of the
Signature Extensions and the Secure AODV operation we
recommend that the reader take a look at the Secure Ad hoc
On-Demand Distance Vector (SAODV) Routing draft [6].

SAODYV is still a work in progress. We are currently trying
to reduce the processing power requirements of SAODV due
to the use of asymmetric cryptography. There has been
some concern (e.g., [20], [9], [10]) that SAODV’s signatures
might require a processing power that might be excessive for
certain kinds of ad hoc scenarios.

One of the authors, Manel Guerrero, has created an AODV
implementation called NRC-AODV (NRC standing for Nokia
Research Center). NRC-AODV, which already has all the
basic AODV features, was tested in the first AODV inter-
operability test. SAODV is planned to be added to the
NRC-AODV implementation in the near future.
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APPENDIX
A. AODV MESSAGE FORMATS
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Figure 1: Route Request (RREQ) Message Format
Mutable fields: Hop Count
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Figure 2: Route Reply (RREP) Message Format

Mutable fields: Hop Count
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e e S R S e A et e

| Type || Reserved | DestCount

e e e e e e Tt et s B B e e B e R Gt Sl
| Unreachable Destination IP Address (1)

B T T S S o B e S it ek el SR S
| Unreachable Destination Sequence Number (1)

s et S et B ek et St
| additional Unreachable Destination IP addresses (if needed) |
B el ot e S B S et e B S
|additional Unreachable Destination Sequence MNumbers (if needed)
B e e e s e R ek b T

Figure 3: Route Error (RERR) Message Format
Mutable fields: None
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Figure 4: Route Reply Acknowledgment (RREP-
ACK) Message Format
Mutable fields: None



B. SECURE AODV EXTENSIONS
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Figure 5: RREQ (Single) Signature Extension
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Figure 6: RREP (Single) Signature Extension
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Figure 7: RREQ Double Signature Extension

Field Value
Type 66
Length The length of the type-specific data,

not including the Type and Length
fields of the extension.

Hash Function

The hash function used to compute
the Hash and Top Hash fields.

Max Hop Count

The Maximum Hop Count sup-
ported by the hop count authenti-
cation.

Field Value

Type 64 in RREQ-SSE and 65 in RREP-
SSE

Length The length of the type-specific data,

not including the Type and Length
fields of the extension.

Hash Function

The hash function used to compute
the Hash and Top Hash fields.

Max Hop Count

The Maximum Hop Count sup-
ported by the hop count authenti-
cation.

Top Hash

The top hash for the hop count au-
thentication. This field has vari-
able length, but it must be 32-bits
aligned.

R Repair flag for the RREP.

A Acknowledgment required flag for
the RREP.

Reserved Sent as 0; ignored on reception.

Prefix Size The prefix size field for the RREP.

Top Hash The top hash for the hop count au-
thentication. This field has vari-
able length, but it must be 32-bits
aligned.

Signature The signature of the all the fields in

the AODV packet that are before
this field but the Hop Count field.
This field has variable length, but it
must be 32-bits aligned.

Signature

The signature of the all the fields in
the AODV packet that are before
this field but the Hop Count field.
This field has variable length, but it
must be 32-bits aligned.

Hash

The hash corresponding to the ac-
tual hop count. This field has vari-
able length, but it must be 32-bits
aligned.

Table 2:
Fields

RREQ and RREP Signature Extension

Signature for the
RREP

The signature that should be put
into the Signature field of the RREP
Double Signature Extension when
an intermediate node (that has pre-
viously received this RREQ and cre-
ated a reverse route) wants to gener-
ate a RREP for a route to the source
of this RREQ. This field has vari-
able length, but it must be 32-bits
aligned. Both signatures are gener-
ated by the requesting node.

Hash

The hash corresponding to the ac-
tual hop count. This field has vari-
able length, but it must be 32-bits
aligned.

Table 3: RREQ Double Signature Extension Fields
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Figure 8: RREP Double Signature Extension

Field Value
Type 67
Length The length of the type-specific data,

not including the Type and Length
fields of the extension.

Hash Function

The hash function used to compute
the Hash and Top Hash fields.

Max Hop Count

The Maximum Hop Count sup-
ported by the hop count authenti-
cation.

Top Hash The top hash for the hop count au-
thentication. This field has vari-
able length, but it must be 32-bits
aligned.

Signature The signature of all the fields of the

AODV packet that are before this
field but the Hop Count field, and
with the Old Lifetime value instead
of the Lifetime. This signature is
the one that was generated by the
final destination. This field has vari-
able length, but it must be 32-bits
aligned.

Old Lifetime

The lifetime that was in the RREP
generated by the final destination.

Signature of the
new Lifetime

The signature of the RREP with
the actual lifetime (the lifetime of
the route in the intermediate node).
This signature is generated by the
intermediate node. This field has
variable length, but it must be 32-
bits aligned.

Hash

The hash corresponding to the ac-
tual hop count. This field has vari-
able length, but it must be 32-bits
aligned.

Table 4: RREP Double Signature Extension Fields
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Figure 9: RERR Signature Extension
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Figure 10: RREP-ACK Signature Extension

Field Value

Type 68 in RERR-SE and 69 in RREP-
ACK-SE

Length The length of the type-specific data,
not including the Type and Length
fields of the extension.

Reserved (Only in RERR-SE). Sent as 0; ig-
nored on reception.

Signature The signature of the all the fields
in the AODV packet that are be-
fore this field. This field has vari-
able length, but it must be 32-bits
aligned.

Table 5: RERR and RREP-ACK Signature Exten-
sion Fields



