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Abstract
The global scale and challenging requirements of modern
cloud applications have led to the development of complex,
widely distributed, service-oriented applications. One enabler
of such applications is the remote procedure call (RPC),
which provides location-independent communication and
hides the myriad of cloud communication complexities and
requirements within the RPC stack. Understanding RPCs is
thus one key to understanding the behavior of cloud appli-
cations. While there have been numerous studies of RPCs
in distributed systems, as well as attempts to optimize RPC
overheads with both software and hardware, there is still a
lack of knowledge about the characteristics of RPCs “in the
wild” in the modern cloud environment.

To address this gap, we present, to the best of our knowl-
edge, the first large-scale fleet-wide study of RPCs. Our study
is conducted at Google, where we measured the infrastructure
supporting Google’s user-facing, billion-user web services,
such as Google Search, Gmail, Maps, and YouTube, and the
information and data management systems that support them.
To carry out the study, we examined over 10,000 different
RPC methods sampled from over one billion traces, along
with statistics collected every 30 minutes over a period of
nearly two years. Among other things, we consider the vol-
ume, throughput and growth rate of RPCs in the datacenter,
the latency of RPCs and their components (the “RPC latency
tax”), and the structure of RPC call chains. Our analysis
shows that the characteristics, scope and complexity of RPCs
at hyperscale differ significantly from the assumptions made
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in prior research. Overall, our work provides new insights
into RPC usage and characteristics at the largest scale and
motivates further research on optimizing the diverse behavior
of this crucial communication mechanism.
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1 Introduction
Modern cloud computing plays an increasingly critical role in
today’s Web services, data storage, analytics, and emerging
applications like AI/ML and AR/VR. A key advantage of the
cloud is the ability for applications to dynamically scale out
to meet changing workloads. Cloud applications can achieve
high availability, fault isolation, and easier maintenance, in
part, through deployment and replication of computation and
data across datacenters and geographical regions.

To scale out, a single application is divided into multiple
distributed communicating services. Currently, the standard
inter-communication layer for cloud services is Remote Pro-
cedure Call (RPC) [10, 12, 13, 48, 73, 76]. RPC greatly sim-
plifies application development in a distributed system. In
particular, a function call to a remote machine looks similar
to a function call within the same application [14], and com-
plexities such as connection management, network protocols,
parameter marshalling/demarshalling, encryption/decryption,
and thread scheduling are handled by the RPC stack, which
is typically implemented as a userspace library [44, 66, 68].

498

https://doi.org/10.1145/3600006.3613156
https://doi.org/10.1145/3600006.3613156
https://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3600006.3613156&domain=pdf&date_stamp=2023-10-23


In effect, RPC is the fundamental control structure that
defines the flow of both computation and data in a distributed
system.1 For this reason, RPC is a valuable lens for view-
ing the behavior and performance of modern cloud-based
widely-distributed applications. While prior work has ana-
lyzed the behavior of datacenter networks [7, 11, 60] and
the microarchitectural CPU behavior of datacenter applica-
tions [42], there is little analysis and understanding of RPCs
at cloud scale. This is a significant limitation, because RPCs
generate the work performed by the network, the CPUs, and
the storage systems. For example, it is necessary to consider
the RPC communication graphs to understand the dependen-
cies across network flows, e.g., co-flows [21].

This paper presents, to our knowledge, the first analysis
of RPCs from geo-distributed applications running across
a fleet of datacenters. Our study is unique in its massive
scale: we evaluate RPC calls in Google’s internal-application
environment collected over a period of 23 months, using
multiple tools and data sources describing RPC characteristics
and behavior. For example, we examine counters collected
every 30 minutes from over 10,000 different unique RPC
methods (procedures) running in 100s of different clusters,
and we analyze over 722 billion RPC samples collected from
a single day. This data, which we describe more in following
sections, allows us to discover key properties such as the
volume of RPCs and its growth over time, the contributions
of different RPC components to latency, and the depth and
structure of RPC call trees. Together, these different analysis
methodologies allow us to conduct a thorough and in-depth
analysis of the behavior of RPCs and global-scale applications
in one of the world’s largest hyperscalers.

In more detail, the contributions of this paper include the
following:
• We show that the use of RPC is increasing rapidly, indi-

cating the importance of RPC optimization.
• We characterize the latency, frequency, size, and nested

hierarchy of over 10,000 distinct RPC methods, showing
that their characteristics differ significantly from those
assumed by prior work. For example, on average, RPCs
in our environment operate at millisecond timescales and
kilobyte sizes with relatively deep nested hierarchies.

• We analyze the latency components in RPC completion
time and find that the RPC latency bottleneck differs
from prior assumptions. On average, the majority of this
time is spent on application processing, but tail latency is
dominated by the RPC latency tax, i.e., the time spent on
queues, RPC processing, and network transfers.

• We characterize the latency components in eight top ser-
vices and show the latency variation within and across
physically co-located clusters of servers distributed across

1RDMA [1, 25, 34, 70, 77] systems are increasingly used along with RPC
for data movement, but we focus here on RPC.

datacenters. We find that high server and memory utiliza-
tion leads to high variation within clusters, while network
latency dominates the variation across clusters.

• Finally, we analyze the CPU cycle variation in processing
RPCs across the fleet and find that there is a significant
variance in CPU cycles used for RPCs, indicating the
opportunity for better load-balancing.

Overall, our characterization of RPCs provides a perspec-
tive on the scope, complexity, and variance of the cloud ser-
vices that implement some of the world’s largest-scale web
applications. We also hope to motivate future research on
designing effective optimizations of applications and RPCs.

The remainder of the paper is organized as follows. Sec-
tion 2 explores the scope and complexity of RPCs in Google’s
hyperscale environment. In Section 3, we examine the RPC
latency and its major components that affect RPC completion
time and variance. Section 4 considers resource utilization
in RPC services across the datacenter, focusing on the op-
portunity for load-balancing. We discuss implications of our
research in Section 5, present previous work in Section 6, and
conclude in Section 7.

2 Characteristics of RPCs at Hyperscale
This section analyzes the properties of the RPCs used to imple-
ment Google’s external services and internal data processing
systems in aggregate across its datacenters. For each RPC
that we analyze, we measure the behavior of the RPC stack
and the RPC handler (i.e., the invoked method). Specifically,
we measure RPCs from Google’s first-party commercial prod-
ucts, including both user-facing web services (e.g., Google
Search, Google Maps, Gmail, and YouTube), as well as the
massive internal services and data processing systems that
support these web services (e.g., Spanner [22], BigQuery [26],
Bigtable [17], F1 [64], GFS [30], and Chubby [15]). Our
study does not include Google’s external Cloud product
(GCP) or RPCs issued by its customers.

These Google internal services are all built with similar
design patterns. In particular, they are widely distributed,
e.g., they consist of many replicated parallel tasks running
in multiple geo-distributed datacenters to ensure high avail-
ability. Nearly all of the services we study are built with the
Stubby RPC stack [12], a Google-internal RPC library that
provides features similar to gRPC. To operate at a massive
scale, many of these services utilize a partition/aggregate de-
sign pattern [24, 64]. Data for these services is stored remotely
in a network filesystem that replicates blocks across multiple
machines in different datacenters for fault tolerance [30]. In
these applications, computation flows from front-end applica-
tions to back-end services and then to the network filesystem.
The individual RPCs that compose these applications can
handle large amounts of data and are often computationally
intensive. As such, these applications are based on a service-
oriented architecture rather than a microservice architecture
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in that they are not decomposed into the smallest possible
functional units. While we expect to see an increase in mi-
croservices in the future, the rapid growth in data collection
and processing may well offset that trend.

Because this is the first study of its kind, it is difficult to
know the extent to which the behavior of Google’s internal
applications generalizes to the behavior of the distributed sys-
tems used in other hyperscalars. Different cloud and commu-
nications architectures can lead to different design decisions,
and it would be interesting to understanding other designs
and their implications. However, this study is an important
first step toward understanding RPC in the context of massive
scale applications and their supporting services.

2.1 Methodology
In our analysis, we primarily focus on the most common RPC
stacks at Google: Stubby [12] and gRPC [44]. Our analysis is
performed using three different Google-internal monitoring
tools, Monarch [4], Dapper [65], and GWP [58]. We particu-
larly focus on the distribution of RPC completion time, size,
and depth, as prior works propose optimizations based on
these RPC properties [8, 40, 41, 46, 47, 53, 56, 72, 74].

Monarch is a monitoring database that performs periodic
sampling of various metrics exported by individual applica-
tion instances (tasks). These samples provide distributions
of RPC behavior across various levels and dimensions of
aggregation, e.g., per-cluster or network-traffic class.2 Not
all metrics in this database have the same retention policies.
Some metrics are retained for 700 days with metric samples
every 30 minutes. Over shorter time scales like the past 30
days, it is possible to get samples with shorter windows, e.g.,
one every minute. Our results are based on metrics from a 700-
day period between December 2020 and November 2022. We
use this timescale of 700 days primarily to observe changes
in RPCs over time.

Aggregate time-series data does not provide complete infor-
mation about the behavior of individual RPCs, so we employ
Dapper to conduct some aspects of our analysis. Dapper is
an internal service that collects samples of entire RPC trees
(traces), where each node in the tree represents an individual
child RPC call [65]. For each RPC call, the service collects
information about the latency of various components, includ-
ing the time spent in the client, server, and network. For RPCs
that make nested RPC calls, the time of the nested calls is
included in the application processing time of the parent RPC.
From the RPC handler’s perspective, waiting for application
processing and waiting for the responses from nested RPCs
are the same, as the nesting is invisible to the caller. Similarly,
we exclude the latency of error RPCs from the measurement.
However, the caller of erroneous RPCs needs to handle er-
rors (unless canceled by the caller), and the latency of these

2The sampling omits some RPC classes, such as streaming RPCs that are
used for some bulk-data transfers.

Figure 1. Normalized RPS per CPU cycles consumed over time.

callers is included in the latency measurement. Note that TCP
retransmissions are not counted as errors.

Our analysis that utilizes the Dapper tracing service focuses
on RPCs from a single day. When we use tracing to look at
different RPC methods, we only consider methods with at
least 100 samples so that the 99th percentile is well defined.

We use GWP (Google-Wide Profiling) [58] to study the
number of CPU cycles spent processing RPCs in our fleet.
GWP collects daily CPU profiles of sampled application exe-
cution, and these profiles can be used to identify RPC cycles.

2.2 Why is RPC Evaluation Important?
We evaluate the growth rate of RPCs to demonstrate the im-
portance of RPC and its efficiency in the cloud. Equally
important, RPC gives us insight into the organization of a
widely distributed system and its dynamic functioning. Fig-
ure 1 shows the number of RPCs per second (RPS) in our
fleet divided by the number of CPU cycles consumed over the
700-day period. The daily RPS/CPU value in this figure is
normalized to the first day of our observation, which shows
the growth rate of the ratio.

From Figure 1, RPC throughput relative to CPU cycle uti-
lization is increasing at an annual rate of approximately 30%,
for a total increase of 64% over the measurement interval.
That is, RPC usage is growing faster than compute in our
cloud. This change is the result of two trends. The first is that
increasing the hardware optimization of the RPC stack over
time has reduced the CPU cycle cost of each RPC invocation.
The second is that the growth of microservice-based design
[2, 3, 59] is reducing the number of CPU cycles consumed
per RPC, and this is likely to accelerate this trend even more
in the future.

This growth rate puts a tremendous demand on network and
compute resources, creating major challenges to sustaining
this growth.

In the rest of this section we analyze high-level RPC char-
acteristics to understand the basic properties of RPCs and
RPC-based services. The deeper analysis in future sections
will help to expose potential optimization and acceleration
opportunities for cloud-based RPC systems.

2.3 Not all RPCs are the same.
We analyze the distribution of completion times and the pop-
ularity of common RPC methods in order to understand the
variance in the timescale on which they operate. Figure 2a
shows, for our 10K methods, the RPC completion time (RCT)
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(a) RPC Latency Distribution
Heatmap

(b) RPC Latency CDF

Figure 2. Per-Method RPC latency, sorted by median latency.

(a) RPC method frequency (b) CDF of method frequencies
Figure 3. Per-Method RPC frequency, sorted by median

latency.

per method, sorted by the median latency. The RPC comple-
tion time includes all latency from the client’s RPC invocation
until the client receives the response; this includes execution
of the method on the server. We show the latency distributions
of each method as a heatmap, where brighter colors (e.g., red)
indicate P90+ tail latencies, and cooler colors (e.g., blue) in-
dicate P10- latencies of each method. Figure 2b shows a CDF
of the tail latencies of different methods.

These figures show that there is significant variance in
the amount of time taken to process RPCs across different
methods. Most methods are capable of completing RPCs
within hundreds of microseconds. For 90% of the methods,
the 1st percentile latency is 657 µs or less. However, services
often operate at the millisecond scale in our fleet. 90% of the
services have a median latency that is 10.7 ms or greater.

At the tail, almost all methods have slow RPCs that operate
on the scale of milliseconds. Over 99.5% of methods have a
P99 latency of 1 ms or greater; 50% of methods have a P99
latency of 225 ms or greater. Further, the slowest methods
are even slower. Of the slowest 5% of methods, the P1 and
P99 latencies are 166 ms and 5 s or greater, respectively. We
conclude that there is a major variation in the latency of hy-
perscale RPCs, and it ranges from hundreds of microseconds
to seconds.

The latencies of hyperscale RPCs are significantly higher
than what has been assumed in recent RPC benchmarks [29]
and RPC optimization [35, 38, 41, 46, 72] works. Most of
these studies assumed micro-second level RPCs and opti-
mized the RPC stack for better performance. It is clear that

(a) Descendants sorted in increasing
order

(b) CDF

Figure 4. Per-Method Number of Descendants

(a) Per-method number of ancestors
sorted by median in increasing order

(b) CDF of ancestor count

Figure 5. Per-Method RPC Ancestors.

we need to better understand the latency bottlenecks in hy-
perscalar RPCs; we dive deeper into latency components and
variation of RPCs in Section 3.

Given the large variation in method latency, we also investi-
gate the popularity of RPC methods. Knowing the popularity
distribution tells us the expected benefit of optimizing a small
number of methods. Figure 3a shows the popularity (rela-
tive frequency) of all 10K methods, and Figure 3b shows the
popularity CDF; both graphs are again sorted in latency order.

From Figure 3a we see that not all RPC methods are equally
popular, but in particular, many of the low-latency methods
(on the left) are extremely popular. In fact, the 100 lowest
latency RPC methods account for 40% of all RPC calls. As an
extreme point, the “Write” RPC for the Network Disk alone
accounts for 28% of all RPC calls.

Sorting by popularity rather than latency (not shown) gives
another view of the skew. The 10 most popular methods ac-
count for 58% of all calls, and the top-100 account for 91% of
all calls. While many long-latency methods may be less fre-
quent, collectively they consume more resources than shorter,
more popular methods. The slowest 1000 RPC methods ac-
count for only 1.1% of all calls, but they take 89% of the
total RPC time. Clearly not all RPCs are the same, and we
should target different services and methods for optimization
depending on our goals.

2.4 Nested RPCs are Wider than Deep
The distributed nature of service-oriented applications in the
fleet results in nested RPC call graphs, where each RPC can
fan out to multiple child RPCs. To better understand the shape
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of nested RPC calls, we analyze the number of descendants
and ancestors of different RPC methods. Looking at the num-
ber of descendants shows the scale of distributed computation
performed by an RPC, and the number of ancestors provides
insights into how the properties of RPCs change as they get
deeper into the call graph of a root RPC.

Figure 4 plots the number of descendants for different
RPC methods. Half of RPC methods have a median of 13
or fewer descendants. On the other hand, the descendant tail
can be quite large: 90% of RPC methods have P90 and P99
descendant counts of over 105 and 1155, respectively.

Figure 5 shows the number of ancestors for each invoked
method, i.e., the return distance from a called method to the
root RPC in the tree. Compared to the number of descen-
dants, the number of ancestors for a given invocation is much
smaller, implying that the typical RPC call tree is wider than
it is deep. For example, half of the methods have fewer than
10 ancestors at 99th percentile.

In early RPC systems, calls typically went to simple, dis-
crete services. However, from our measurements, RPCs in
the cloud environment may invoke general computations that
include complex call trees and nested RPCs. Understanding
this call structure has important implications, e.g., in creat-
ing benchmarks for hyperscale services that can accurately
represent the shape of complex, nested RPC call graphs.

As a point of comparison, Luo et al. [48] performed an
analysis of RPC call graphs from more than 20,000 microser-
vices at Alibaba (Figure 3). In both this study and the Alibaba
study, the call graphs are wider than they are deep. There is
a heavy tail many times larger than the median, and the call
tree depths are also similar at both the median and the tail.
The biggest difference is that the RPC methods that we study
have a larger number of descendants, especially at the tail.

Huye et al. [37] report properties about the number of
service blocks in the request workflows for a few of Meta’s
internal applications, and they similarly find that these service
graphs are much wider than they are deep. Their P99 depth
ranges from 5–6 and their maximum depth ranges from 9–19,
and this is similar to our findings. Their median total number
of blocks per trace ranges from 2–498, and the P99 ranges
from ∼1K–10K, and there are RPC methods that we study
that also have similarly sized RPC trees.

Gan et al. [29] report the depth and size of the service
graphs used by the applications in the DeathStarBench (DSB)
benchmark. The applications service graph depths range from
3–9, and the total number of services in an application ranges
from 21–41. These service graphs are similar in depth to
those of the methods that we studied, but the total size of
these graphs are smaller, especially at the tail.

2.5 RPC Size Matters
Characterizing flow sizes and their heavy tail in datacenter
workloads has been important in shaping the design of traffic
engineering in datacenter networks. At the RPC layer, the

(a) Request Sizes. (b) Request Sizes (CDF)
Figure 6. Per-Method Request Size

(a) Response/Request Size Ratio (b) Response/Request Size
Ratio (CDF)

Figure 7. Per-Method Response/Request Size Ratio

individual RPC is the smallest unit that can be load balanced.
As such, it is also important to understand the distribution of
RPC sizes. For example, knowledge of the RPC size distribu-
tion is needed to evaluate changes to how RPCs are mapped
onto network flows.

Figure 6 plots the RPC request size distribution in bytes for
the 10K methods. The figure shows that most RPCs are small
— with the smallest a single cache line (64 B). The smallest
10% have median requests and responses under 2030 B and
188-B, respectively. Half of the methods have median requests
under 1530 B, with responses under 315 B.

Although most RPCs are small, most methods have a large
heavy tail. For example, P90 request and response sizes are
11.8 KB and 10 KB, respectively; P99 requests and responses
are 196 KB and 563 KB — an order-of-magnitude increase
over the median. This finding can predict the effectiveness of
accelerators that have a maximum message size. For example,
an on-NIC deserialization offload such as Zerializer [74],
which can only process messages contained in a single MTU,
would be able to accelerate the majority of RPCs but would
miss the tail.

Although there is no previous study that characterizes the
sizes of RPCs in general, our findings can be compared
against other more directed studies of KV-Stores and dat-
acenter networks. The RPC sizes in Figure 6 are similar to
the distributions reported by prior studies. For example there
are two studies of KV-Stores from Meta [9, 16]. Both of these
studies show similar trends, where most of the transfers range
from 100 B to 100 KB. There is wide range of median values
across methods in Figure 6, and the Meta distributions for
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(a) By number of
RPC invocations.

(b) By bytes
transferred.

(c) By CPU cycles
used

Figure 8. Fraction of top RPC services.

KV-Stores show median values that are on the smaller side
of median values shown in Figure 6. This is to be expected
given that KV-Stores typically persist small amounts of state
for otherwise stateless applications [5, 12].

When compared against studies of network flows that iden-
tify elephants and mice [6, 7, 11], we similarly find that there
are a few RPC elephants and many mice, although the RPC
and flow sizes are much different. This has implications for
the mappings of RPCs to flows and the scheduling of RPCs
inside the network. A mouse RPC that is queued behind an
elephant RPC will experience a significant increase in latency.
As such, avoiding elephant head-of-line (HOL) blocking is an
important component of reducing tail RPC network latency.

To understand the relationship between requests and re-
sponses, Figure 7 plots the distribution of RPC response/re-
quest ratio for each of the 10K methods. A ratio of greater
than 1 indicates that an RPC was read-dominant, e.g., an RPC
that reads data or performs a computation that expands data.
Write-dominant RPCs have a ratio lower than 1, and this in-
cludes RPCs that write or aggregate data. This figure shows
that most RPC methods service both write- and read-dominant
RPCs with there being a heavy tail of both large responses and
large requests for all RPC methods. However, the majority of
RPCs for most methods are writes because the median ratio
for most methods is below 1. This finding implies that most
RPC methods should expect both ingress and egress dataflow.
Interference between write- and read-dominant RPCs could
potentially be a problem, and this motivates future work on
providing knowledge about expected request and response
sizes to an RPC scheduler.

2.6 Storage RPCs are Important
Here we categorize the fleet-wide RPCs into application ser-
vices. This categorization provides insights into services that
consume the most resources. Figure 8 shows the fraction of
RPC services by the number of RPC invocations, number of
bytes transferred, and number of CPU cycles consumed by
each service. As this figure shows, the top 8 applications in
terms of method popularity account for 60% of total invoca-
tions. The single most popular application is Network Disk,
which receives both the most RPCs and transfers the most
bytes. The next most popular are Spanner, KV-Store, and F1.
In addition, Figure 8b shows that the distribution of bytes

RPC Proc + 
Network Stack

Send queue

Application

RPC Proc + 
Network Stack

RPC Proc + 
Network Stack

RPC Proc + 
Network Stack

Network Send queue

Network Recv queue

Recv queue
Client Server

Figure 9. Components in RPC latency breakdown.

transferred differs significantly from the number of RPC calls.
The Network Disk sends and receives proportionally more
bytes than other applications, while the analytics services
transfer fewer bytes than the other most popular services.

On the other hand, while those storage services consume
a significant number of fleet CPU cycles, they proportion-
ally use fewer cycles per RPC call compared to other ap-
plications. For example, Network Disk, which is the most
popular low-latency RPC service (35% of RPCs), dispropor-
tionately utilizes less than 2% of the fleetwide CPU cycles.
Longer-latency RPCs, e.g., ML Inference and F1 in our study,
consume 0.89% and 1.8% CPU cycles but contribute to only
0.17% and 1.8% of RPC invocations, respectively.

These findings motivate application-specific optimizations,
especially on storage systems, as storage is by far the largest
distributed application in the fleet.

3 RPC Latency
The previous section showed that the RPC completion time
varies significantly, ranging from hundreds of microseconds
to hundreds of milliseconds. Therefore, optimizing an RPC
requires an understanding of the RPC’s components and their
latencies. This section provides a fleet-wide breakdown of
RPC component latencies and then analyzes individual RPC
bottlenecks in eight popular cloud services.

3.1 RPC Components
We measured the latencies of different RPC components with
Dapper. Although different RPC stacks may have different
structures, Figure 9 illustrates the major components of the
RPC stack that we measured, which are described in more
detail below.
• Client Send Queue: Client-side RPC code places re-

quests in a queue where they wait for transmission when
local CPU and network resources are available.

• Request RPC Processing and Network Stack: This
includes the processing and serialization latency for the
RPC packets, i.e., the latency taken for marshalling and
sending multiple packets, as well as the time needed for
message encryption and compression.

• Request Network Wire: RPC request propagation la-
tency, including wire and queuing delay in the network.

• Server Receive Queue: When the server receives an RPC
request, it places it in a request queue, where a server
thread eventually removes and processes it. Latency for
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(a) Fleet-wide Latency spent by
RPC Tax.

(b) Fleet-wide RPC Tax Latency
breakdown.

(c) Latency spent by RPC Tax
in P95 tail

(d) RPC Latency Tax
breakdown of RPC with P95 tail

latency.
Figure 10. RPC Latency Tax

this stage includes the costs of decrypting and parsing the
request message.

• Server Application: The server thread dequeues an RPC
from the request queue and executes the handler for the ap-
propriate method. If an RPC method calls another method,
this latency includes the time for the subsequent calls to
complete.

• Server Send Queue: When the application completes,
the RPC system places its response in a send queue, where
it waits until the network is available for transmission.

• Response Network Wire: Response propagation latency,
which includes wire and queuing delay in the network.

• Response RPC Processing and Network Stack: This
step includes the processing and serialization latency for
the RPC responses.

• Client Receive Queue: When the response arrives back
at the client it is placed in a response queue for processing,
where it may wait if the client is busy.

With the exception of the application processing time, all
other components are a result of using RPCs to access a
remote service. We therefore describe these non-application
latencies as the RPC latency tax (or more simply, the RPC
tax).

3.2 Fleet-Wide Latency Variation
We describe how the major components contribute to the RPC
completion time. In particular, we show the fraction of RPC
time spent on the latency tax, and then break down the tax
into RPC processing and network stack, network wire, and
queuing components.

Application-processing time dominates but RPC tax can
be significant. Figure 10a gives an overview of the average
RPC latency tax across all RPCs. Overall, the average tax is

(a) Distribution Heatmap (b) CDF
Figure 11. Per-Method Ratio of the RPC Latency Tax (RLT) to

RPC Completion Time (RCT).

(a) Distribution Heatmap (b) CDF
Figure 12. Per-Method RPC Latency Distribution for Network

Wire (RW) and RPC Processing and Network Stack (RN).

only 2.0% of the total completion time. Of that 2.0%, Fig-
ure 10b shows that the network accounts for roughly half
(1.1% of total time), while the RPC processing and network
stack component and the queuing component each contribute
nearly one quarter (0.49%, and 0.43% of total time, respec-
tively). However, for RPCs with P95-tail latency, the tax
component is significant, as shown in Figures 10c and 10d.
Here the distribution skews toward network-induced delay,
suggesting that network congestion and/or global distribution
(i.e., speed-of-light propagation delays) may be limiting tail
performance.

To better understand how much of completion time is due
to the RPC latency tax, Figure 11 plots the RPC latency tax
ratio distributions for all RPC methods; the tax ratio is the
fraction of RPC service time for which the tax is responsible.
Most RPCs are bottlenecked by application-processing time;
for the RPC method with the median ratio, the tax makes
up only 8.6% of the total completion time. As noted before,
though, the RPC tax is more significant at the tail. For the 10%
of methods with the highest overheads, the median RPC tax
is 38%, while the 90th-percentile RPC tax is 96%. The 99th-
percentile RPC tax ratio for the top and bottom 1% of methods
ranges from 0.5% to 99.99% with a median of 66%. We
conclude that optimizing RPC latency requires a two-pronged
approach. Optimizing server processing time is extremely
important to reduce the completion time of most RPCs. At
the tail, however, most method types have RPC invocations
where latency comes almost entirely from the RPC tax.
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(a) Distribution Heatmap (b) CDF
Figure 13. Per-Method Queuing Latency.

RPC tax breakdown. To quantify the relative contributions
of the different RPC tax components, Figure 12 shows a per-
method breakdown of the latency distribution for combined
Network Wire (RW) and RPC Processing and Network Stack
(RN). Figure 13 shows the per-method queuing latencies. We
expect tail network latencies near the longest round-trip time
across the WAN between datacenters, which is about 200 ms
in our fleet. As Figure 12 shows, tail network latencies can
be around this expected latency for many methods. The P99
latency for the fastest 50% of methods in network latency
is 115 ms or less. There are some methods that have much
lower tail latencies, with the fastest 1% and 10% of meth-
ods having a P99 latency of 6 and 19 ms, respectively; this
implies that some methods avoid the cost of geographic dis-
tribution in most cases. However, at the tail, combined RPC
processing and networking stack latencies are high. The slow-
est 10% of methods have a P99 latency of at least 271 ms.
Finally, the slowest 1% have a P99 latency of 826 ms, which
is significantly higher than the longest network propagation
delays, suggesting that there is room for improvement in RPC
processing and network performance.

Queuing latency is also a significant contributor to the RPC
tax. Figure 13 shows that queuing latency is high at the tail,
although on the whole it is comparable to the combined RPC
processing and network latency. Half of the methods have
median and P99 queuing latencies under 360 µs and 102 ms,
respectively, compared to median and P99 latencies under
398 µs and 115 ms for combined RPC processing and net-
work stack. However, for the 10% of methods that experience
the highest queuing latency, median and P99 latencies are
1.1 ms and 611 ms, respectively. Thus, for many methods, tail
queuing latency is much worse than median queuing latency.
This implies that it may be possible to reduce tail latency for
many methods by improving tail queuing with better schedul-
ing and load balancing.

3.3 Service-Specific Latency Variation
Our fleet-wide analysis finds that there can be significant
variance across different RPC services (i.e., methods); here
we perform an in-depth analysis of some important RPC ser-
vices, most of which are leaf RPCs. In particular, we select
representative RPC methods from eight production systems,
listed in Table 1. These services can be categorized into three

0 20 40 60 80 100
CDF (Percentile)

0

1

2

La
te

nc
y 

(m
s)

Client Send Queue
Request Network Wire
Request Processing+Net Stack

Server Recv Queue
Server Application
Server Send Queue

Resp Processing+Net Stack
Resp Network Wire
Client Recv Queue

L
at

en
cy

(m
s)

0 50 100
Percentile

0.0

1.0

2.0

(a) Bigtable

0 50 100
Percentile

0.0

1.0

2.0

(b) Network
Disk

0 50 100
Percentile

0.0

2.5

5.0

(c) F1

0 50 100
Percentile

0.0

2.0

4.0

(d) SSD cache

L
at

en
cy

(m
s)

0 50 100
Percentile

0.0

0.5

(e) KV-Store

0 50 100
Percentile

0.0

2.0

4.0

(f) ML
Inference

0 50 100
Percentile

0.0

1.0

(g) Spanner

0 50 100
Percentile

0.0

0.5

1.0

(h) Video
Metadata

Figure 14. CDF of RPC completion time breakdown.
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Network Disk 0.65 0.35 1.90 4.13 22.43 0.11 0.89 0.57 5.02

SSD cache 0.78 0.18 11.30 33.58 1.64 1.98 4.13 0.00 1.59

F1 0.01 0.00 1.18 13.98 21.33 0.01 1.81 0.29 28.56

BigQuery 0.13 0.48 0.02 3.34 36.34 0.13 2.87 0.48 0.17

KV-Store 1.06 1.67 0.04 2.18 4.55 0.11 15.47 0.95 2.96

ML Interference 0.09 0.02 0.25 0.43 67.97 1.08 0.46 0.00 0.33

Spanner 0.03 0.63 1.61 2.95 26.56 0.41 3.51 0.35 0.84

Video Metadata 0.86 2.23 0.97 17.35 2.73 0.22 5.56 2.63 18.01

Figure 15. Percent improvement of tail latency (P95) with a
what-if analysis.

types: storage applications, which include Bigtable, Network
Disk, SSD cache, Video Metadata and Spanner; compute-
intensive applications, which include F1 and ML inference;
and a latency-sensitive in-memory cache KV-Store. We eval-
uate the distribution of latency breakdowns for each RPC
across several dimensions.

3.3.1 Latency Variation Within a Cluster. We first study
the latency variation of intra-cluster RPC calls to our 8 ser-
vices. For each service, we included only RPC calls (1) to the
method shown for that service in Table 1, and (2) from clients
located in the same cluster and datacenter as the server. Figure
14 shows the CDF of RPC latency for the selected service
methods. The colors in the graphs show the breakdown of the
RPC latencies into the nine latency components described in
Section 3.1.

As the graphs show, not all RPCs with the same total la-
tency have the same per-component latencies. Overall, most
workloads have one dominant latency component. Based on
the dominant component, we categorize the eight RPCs as
application-processing-heavy (Bigtable, Network Disk, F1,
ML Inference, and Spanner), queuing-heavy (SSD cache and
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Category Server Client RPC Size Method Description

Storage

Bigtable KV-Store 1 kB Search value
Network Disk Bigtable 32 kB Read from SSD
SSD cache BigQuery 400 B Look up streaming data
Video Metadata Video Search 32 kB Get metadata
Spanner Network information service 800 B Read rows

Compute-intensive
F1 F1 75 B Process data packet
ML Inference ML Client 512 B Perform inference

Latency-sensitive KV-Store Recommendation service 128 B Search value

Table 1. RPC services in this study

Video Metadata), and RPC-stack-heavy (KV-Store). The dom-
inant latency components take 25–66% of the total latency
at the median but increase to 30–83% at P95. However, tail
latencies are significantly higher than the median: the P95 la-
tency is 1.86–10.6× higher than the median. F1 has the largest
difference, primarily because the database executes queries
of varying complexity using the same RPC method.

3.3.2 Component Impact on Tail Latency. To better un-
derstand how each component impacts tail latency, we per-
form a “what-if” analysis by replacing each latency compo-
nent of (P95) tail RPCs with its median value, one-by-one.
Figure 15 shows the percentage of tail RPCs that become
non-tail (i.e., move below the prior P95 latency) when the
corresponding latency component is reduced to its median.
We find that the impact is largely consistent with the catego-
rization, i.e., the latency component that dominates the RPC
latency in general is also the main cause of tail latency.

The key findings of this experiment are that, not surpris-
ingly, the major cause of tail RPC latency in the datacenter
differs among RPCs and types of applications. Prior work has
focused on reducing the latency of the computation of the
RPC stack [41] or the network [31] to improve RPC times.
In contrast, these measurements demonstrate the importance
of other RPC components, such as application service time
and client/server queuing. As a result, reducing RPC latency
will likely require an application-specific approach, both to
choose the component to optimize and often to reduce execu-
tion time of the application methods, which dominate RPC
tax mechanisms for some important applications.

3.3.3 Service Latency of Different Clusters. We now
show how the latencies for each service can vary within dif-
ferent clusters in the cloud. To do this, for each service, we
examine RPC data from dozens of different clusters and data-
centers. As in Section 3.3.1, in all cases the client and server
are within the same cluster, and we ensure that all RPCs
are based on the same underlying hardware/software system
platform.

Figure 16 shows the latency breakdown of P95-tail laten-
cies for RPCs for each of the 8 services across different
clusters. The x axis represents unique clusters in which the

0 20 40 60 80 100
CDF (Percentile)

0

1

2

La
te

nc
y 

(m
s)

Client Send Queue
Request Network Wire
Request Processing+Net Stack

Server Recv Queue
Server Application
Server Send Queue

Resp Processing+Net Stack
Resp Network Wire
Client Recv Queue

L
at

en
cy

(m
s)

0 12 22
Cluster

0

1

2

(a) Bigtable

0 14 26
Cluster

0

2

(b) Network
Disk

0 22 44
Cluster

0.0

2.5

5.0

(c) F1

0 12 22
Cluster

0

2

4

(d) SSD cache
L

at
en

cy
(m

s)

0 3 5
Cluster

0.0

0.5

(e) KV-Store

0 22 44
Cluster

0

5

10

(f) ML
Inference

0 8 14
Cluster

0

1

(g) Spanner

0 8 16
Cluster

0.0

0.5

1.0

(h) Video
Metadata

Figure 16. Distribution of latency components across clusters.

selected RPCs execute; different services run on different
numbers of clusters, and in these figures the results are sorted
by median latency for between 5 and 44 clusters.

The dominant component of RPC latency remains largely
the same across different clusters,

yet the latency varies significantly among different clusters,
with the difference ranging from 1.24 to 10×. As the system
platform, RPC methods, and RPC sizes are all the same, this
experiment indicates that the state of the cluster is the major
cause of the differences. We refer to the system-level variables
that capture this cluster state as exogenous variables.

3.3.4 Exogenous Variables Affecting Latency Variation.
Figure 17 demonstrates the relationship between the value of
these exogenous variables (x axis) and RPC latency break-
down (y axis). We pick three applications (one from each
category) and four exogenous variables that have the highest
variations (Table 2). Because network latency is fairly stable
across different clusters, we focus on exogenous variables
that capture server state.

Similar to before, RPCs with the same exogenous variable
may have different component latencies, so this figure shows
the average of all of the RPCs with equal exogenous variable
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Figure 17. Relation between exogenous variable and latency
components.

values. Specifically, we collected samples of exogenous vari-
ables and RPC latency and aggregated them over 30 minutes.
Then we bucket RPC latency samples according to the ex-
ogenous variables (x axis). For each bucket, we select RPC
latency samples with total latency near P95 (+/-1%) and plot
the per-component average (y axis).

Each application category reacts differently towards these
exogenous variables. Bigtable is a server-processing-heavy
workload, and its performance is highly dependent on CPU
utilization, memory bandwidth, wake-up time, and cycles per
instruction. Video Metadata is queuing heavy, which follows a
similar trend. In comparison, KV-Store, an RPC-stack-heavy
workload, is most impacted by variation in cycles per in-
struction. We note, however, that KV-Store runs on reserved
cores in our fleet, which may partially explain the lack of
correlation with overall server CPU and memory bandwidth
utilization. Additionally, among the applications we studied,
branch misprediction and LLC miss rates are not correlated
with RPC latency and their result are not shown here.

To confirm our hypothesis that exogenous variables corre-
late with RPC latency, we further monitor the (P95) tail RPC
latency together with the value of exogenous variables of
Bigtable over a 24-hour period. Figure 18 plots these values
in representative fast and slow clusters. RPC latency fluctuates
following the same trend as most exogenous variables, which
confirms our previous findings. For example, in both the fast
and slow clusters, CPU and memory bandwidth utilization
both show similar trends as RPC latency. We conclude that
system-level optimizations, including both the hardware plat-
form and low-level OS details like scheduling, may benefit
from application specificity. We expect future work to explore
cross-layer designs that are specialized for not only different
applications but for different RPCs.

Variable Description

CPU util % CPU utilized
Memory BW Total memory bandwidth utilized (GB/s)

Long wakeup rate
Fraction of scheduling events
longer than 50 µs

Cycles per Inst. CPU’s cycles per instruction

Table 2. Exogenous variables

3.3.5 Latency of Cross-Cluster RPCs. For some RPCs,
the client and server are frequently located in different clus-
ters. To study the impact of traversing the WAN, Figure 19
shows the median latency of an RPC to Spanner servers lo-
cated in 21 different clusters. This demonstrates that when the
client and server are within the same cluster or are in clusters
that are close geographically, the latency is low and follow
the same trend as same-cluster breakdowns. As the distance
between client and server increases, the network component
begins to dominate the RPC latency.

Unfortunately, most of this latency is unavoidable as the
network latency is bounded by the speed of light. We cross-
validated the cross-cluster latency in Figure 19 and found that
the latency closely matches the actual wire latency. Therefore
wire latency, not congestion, contributes to the majority of
the network latency of the average RPC.

We conclude that, on average, the room for network la-
tency optimization in a global cloud environment is limited as
some communication latency is unavoidable. However, one
of the main reasons for cross-cluster RPC is a lack of data lo-
cality, i.e., RPC servers are not located close to the data being
processed. As such, it is critical to optimize data locality in
large-scale distributed RPC systems.

4 Resource Utilization of RPCs
This section studies the CPU costs of RPCs, which we refer
to as the RPC cycle tax. We also examine the effectiveness
of RPC load balancing. Understanding these costs can help
future research make RPCs more efficient.

4.1 CPU Cycle Breakdown
Figure 20 shows the RPC cycle tax across the entire fleet with
respect to CPU cycles consumed: roughly 7.1% of all cycles.
Further, the right-hand pie chart shows that there are many
different components that contribute a significant fraction of
the cycles. The single biggest consumer of CPU cycles is
compression, at 3.1% of all cycles. The next-most-significant
consumers of CPU cycles are networking and serialization,
at 1.7% and 1.2% of all total cycles, motivating research on
serialization offload [56, 74].

4.2 Fleet-Wide CPU Cycle Variation
Figure 21 shows a per-method breakdown of RPC costs. In
this figure, costs are measured in terms of normalized CPU
cycles, a unit that reflects the varying performance across
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Figure 18. Comparison of exogenous variable and latency
between different clusters (Bigtable)
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(a) Total cycles consumed by
the RPC cycle tax.

(b) RPC cycle tax breakdown.

Figure 20. RPC Cycle Tax.

different CPU architectures and generations present in our
fleet. Not all RPC samples collected by our tracing service
are annotated with CPU cost information, so this figure has
fewer methods than our previous analyses.

(a) Per-Method CPU Usage
Distribution.

(b) CDF

Figure 21. Per-Method RPC CPU Cycles.

Similar to our previous per-method analysis, this figure
shows that RPC CPU utilization is heavy tailed, with less dif-
ference between the minimum and maximum values on a per-
method basis. For example, the cheapest 10% of RPC calls
only change from 0.017 normalized cycles or less to 0.02 nor-
malized cycles or less when moving from the cheapest-10%
to cheapest-90% of methods. However, in contrast, the most-
expensive 10% of calls span 0.02–0.16 normalized cycles or
more between the cheapest 10% and 90% of methods.

When RPC calls are cheap, there tends to be low variance:
the difference between the P1 and P99 throughput for the
cheapest 1% of methods is within a factor of two. In contrast,
almost all other methods have a heavy tail where the P99
RPC costs are one-to-two orders of magnitude more than
the median; there are no methods that have high CPU over-
heads with low variance. This high variation has significant
consequences for RPC scheduling, load-balancing, and queu-
ing [27, 40, 53]. If RPC processing times are not known in
advance — which is not always possible because processing-
time prediction is a hard problem in general [28] — then this
heavy-tailed cost distribution is likely to lead to significant
HOL-blocking latency. If an RPC with low CPU cost unluck-
ily ends up queued at a server that is currently processing an
expensive query, then it could see significant latency inflation.
This spread also implies that any load balancing algorithm
that treats different RPCs as being equal is likely going to
lead to significant CPU imbalance. Further, improving load
balancing is a challenging problem because it is difficult to
know in advance which RPCs will be expensive. For example,
we found that neither RPC size nor RPC latency is correlated
with RPC CPU utilization.

4.3 Load-Balancing Resources
RPC load balancing determines how load is distributed across
servers. Figure 22 shows a CDF of the ratio between used
CPU resources and the allocated CPU resource limit across
all clusters (solid lines) and across different machines in the
same cluster (dashed lines) for each application. We observe
that load is significantly imbalanced across clusters. Our load
balancer considers network latency when distributing RPCs
among remote clusters, and balancing server CPU load across
clusters is not an explicit goal. That said, avoiding overload at
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Figure 22. Distribution of CPU usage across different clusters
and different machines in the same cluster.

Figure 23. The relative percentage of different
RPC error types.

any particular cluster is, and we find that, for some services,
tail utilization can approach the limit. This motivates find-
ing new ways to better balance load across cells while still
ensuring network latency is low.

Conversely, the dashed line in Figure 22 shows the CDF of
the same ratio but across different servers in the same cluster.
Overall, the load among servers has a much smaller variation,
except for Spanner, F1, and ML Inference. These applications
have some servers that are nearly fully utilized, suggesting
improvements are needed in intra-cluster load balancing as
well. However, this is a hard problem because load balancing
in some of the applications are data dependent and may suffer
from limited parallelism.

4.4 RPC Cancellations and Errors
RPCs are not guaranteed to complete. We find that 1.9% of
all of the RPCs issued during our period of study resulted in
errors. There are a large variety of reasons that RPCs may
experience an error, but all RPC errors waste resources.

To better understand the sources and costs of RPC errors,
Figure 23 plots the contribution of different error types to
the total in terms of both percentage of errors and wasted

CPU cycles. “Cancelled” is the most-common type of error,
which constitutes 45% in number and 55% of CPU cycles. We
suspect request hedging [23] is responsible for most cancella-
tions in a deliberate attempt to reduce tail latency. Moreover,
we observe that while many error types have relatively sim-
ilar contributions to frequency and CPU cost, cancellations
consume an out-sized fraction of CPU cycles, making them
more expensive than most. Although it is unclear exactly
what fraction of RPCs are canceled due to other reasons like
a user cancelling a job or query, this finding suggests there is
value in further understanding the overheads and trade-offs
associated with request hedging.

Unlike cancellations, which may be side effects of a tail-
latency-reduction strategy, other classes of errors are expected
to increase tail latency. As such, we believe that there is a need
for future research on the topic of reducing the relative num-
ber of RPCs that experience errors in large-scale distributed
systems. The second-most common source of error is “entity
not found”, which comprises 20% of total RPC errors and
consumes 21% of wasted CPU cycles due to RPC errors. It
is one of the error types that can possibly be eliminated or
significantly reduced by preventing requests to unavailable en-
tities. Other errors such as “no resource” and “no permission”
can also be possibly mitigated.

5 Implications
This section briefly highlights the implications of our results
based on the data we presented. It presents our key insights
about RPC behavior and problems with today’s RPC stacks,
and it highlights potential opportunities for improvements
and optimizations at the software and hardware layers.

5.1 RPC Behavior and Problems
This work provides a comprehensive study of the fleet-wide
RPC characteristics and behaviors of Google’s internal ap-
plications. Our findings have important implications with
regards to RPC behavior and problems that can be addressed.
Millisecond, not just microsecond timescales. Many of
the RPCs in our cloud are on the scale of milliseconds, not
microseconds. Reducing CPU utilization is in many cases
more critical than saving tens of microseconds of latency.
Yet many prior proposals focused only on microsecond-scale
latency improvements [38, 41, 53, 55].
Queuing matters. Our study (Fig. 11 and 12) shows that
queuing is a major contributor to tail latency. Prior work has
focused on reducing network tail latency [31, 51, 54], which
only solves part of the latency problem in RPC systems.
Congestion still impacts the WAN. We find that tail RPC
network latencies are much larger than the maximum me-
dian inter-datacenter latency. Although prior work on private
WANs suggests that congestion is a solved issue [36, 39, 45,
75], we show that network latency from congestion has a
significant impact on the tail network throughput of RPCs.
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Tail latency is a bigger problem than average latency.
While the RPC latency tax is only 2% on average, it can climb
to 96% at 90th-percentile. Therefore, there is still a need to re-
duce the RPC latency tax at the tail. New RPC optimizations
could provide predictable performance and potentially have a
significant impact.
RPC errors. Our report of real-world errors and their distri-
butions shows that (a) RPC hedging is costly (55% of wasted
CPU cycles), and (b) unavailability of RPCs and other re-
source and permission issues account for 20% of wasted
RPCs. This suggests future research on mitigations, e.g., ser-
vice availability prediction.

5.2 Software Optimizations
There are different software components that impact RPC
processing. Our findings have implications on how these soft-
ware components could be changed to reduce latency or CPU
cycles utilization.
Improved scheduling and placement. Queuing latency con-
sumes 21% of the RPC latency tax, so better scheduling is
likely to reduce RPC completion times. Latency suffers when
clients and servers are not co-located. As a result, adding
support to a cluster manager for co-locating RPCs from the
same RPC tree could significantly reduce latency.
Load balancing. One of the major sources of latency varia-
tion comes from system balance and congestion issues. For
example, if the system exhibits high server and memory band-
width utilization or saturation, then tail latency can increase
significantly, particularly for RPCs that are bottlenecked by
server processing and queueing latency. We expect that a
cross-layer load-balancing mechanism that takes into account
both RPC type information and system resource states will
greatly reduce the latency variation.
Method-specific software optimizations. As previously
noted, the 10 most popular RPC methods account for 58% of
all calls and the top-100 account for 91% of all calls. There-
fore, a small number of targeted method-specific optimiza-
tions could potentially have a significant impact on a large
fraction of RPCs. Our service-based latency analysis shows
that these optimizations must address the main bottlenecks in
each service. For example, compute intensive services are bot-
tlenecked by their processing time (e.g, ML inference), while
light-load services are limited by queuing delay (e.g., video
metadata indexing). Prior work mostly focused on optimizing
light-load services [41, 71], but in reality, future research in
service-specific optimizations targeting each of their main
bottlenecks will be crucial as well.

5.3 Hardware Optimizations
Hardware accelerators have emerged as a promising approach
to scaling the performance of datacenter applications in the
face of Dennard scaling limitations. This is because hardware
acceleration can potentially reduce latency, energy consump-
tion, and total costs.

Optimizing common operations. A number of common
compute or data-intensive operations, such as compression,
encryption and serialization, are used in RPC as well as in the
network stack. Prior work [38, 41, 53, 55] has evaluated opti-
mizations, but without including these operations, which are
required in the cloud environment. On the other hand, hard-
ware accelerators for these operations are common on many
systems or NICs and could be included in RPC processing.
RPC Library acceleration. Figure 20a shows that the RPC
Library only takes a small fraction of total CPU cycles
(1.1%). Therefore, accelerating the RPC Library using a
SmartNIC/xPU may not provide the highest value when com-
pared to other common data center tax operations (e.g., seri-
alization/deserialization and compression).
Storage dataflow accelerators. The majority of our RPC
invocations and data transferred are from two applications
(Figure 8) — Network Disk and Spanner — which are data
intensive. This demonstrates the potential for accelerating
data movement [20, 57].
Method-specific hardware optimizations. Accelerators
must cover a significant fraction of the CPU cycles consumed
by the fleet to provide cost-efficiency benefits [20, 43, 57].
As most CPU cycles are consumed by a few services (the top
8 services account for 60% of all RPC calls), a few method-
specific accelerators could potentially have a significant im-
pact on the fleet.

5.4 Limitations
We briefly note two limitations to this study. First, it analyzes
RPCs from a single hyperscaler. Others may have different
structures that might lead to different results. However, we
believe that it is likely that many of our findings generalize,
and that RPCs in cloud applications at other companies are
likely to share similar properties and behavior, given the sim-
ilarity of services that clouds provide. Our study provides a
basis for understanding this workload and comparing with
later studies. Conducting a cross-cloud study at this level and
magnitude would obviously be challenging.

Second, this study focuses primarily on RPCs sent over
TCP. RDMA has become increasingly important recently as
an alternative transport to TCP for RPCs [19, 25, 34, 41, 50,
77]. However, we have focused on RPC over TCP and leave
the study of RDMA to future work.

6 Related Work
There are two general classes of related work: previous studies
of datacenters and research on improving RPCs.

Generally, this paper is complementary to previous datacen-
ter studies because it adds detailed data and analysis of RPCs
in the modern cloud environment, which was not previously
available. This includes prior studies of the characteristics of
network traffic in datacenters by Roy et al. [60], Alizadeh et
al. [7], and Benson et al. [11]. In this prior work, the TCP
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flow is the base unit. This paper providers further insight
into the behavior of these TCP flows in datacenters that are
sending and receiving RPCs. For example, these prior stud-
ies have found that TCP flows exhibit on/off traffic patterns,
and this can be in part caused by the heavy tailed RPC size
distributions that we observed.

In addition to network studies, there are also datacenter
studies. Kanev et al. [42] perform CPU profiling of Google’s
datacenters, and Gonzalez et al. [32] studied hyperscale big
data processing at Google. These studies look deeper into the
CPU behavior of Google’s internal applications, while this
paper looks into the RPC behavior that is generating the CPU
load for these applications. Further, these other datacenter
studies reach similar conclusions about the potential benefits
of using accelerators for important applications.

Sriraman et al. [69] profile Meta’s microservices for accel-
eration opportunities. Our RPC analysis complements these
studies by focusing on RPC services within the workloads
and providing a detailed analysis of non-application over-
heads from the RPC latency tax. Luo et al. [48] characterize
microservice dependencies and performance. They similarly
find that microservice call graphs are heavy tailed. ServiceR-
outer is a global service mesh used to route RPCs at Meta [62],
and Saokar et al. [62] found that the cloud-scale applications
that use ServiceRouter show similar trends to those used at
Google. Huye et al. [37] study the microservice topologies
and workflows of a few of Meta’s internal applications. Our
study builds upon this study by analyzing more RPC methods
and by performing a more in-depth latency analysis.

Our study is also closely related to efforts to improve RPC
performance. For example, Chen et al. argue that RPCs should
be an OS-managed service [18]. This paper provides insights
into the expected benefits of such an approach.

Wang et al. argue that it is time to add distributed memory
to RPCs [73]. The RPC Chain is a new abstraction that can
reduce network latency by chaining multiple RPC invoca-
tions [67]. This paper helps further motivate these research
directions by showing that nested RPC call trees can be deep.
This is because the potential benefits of both of these systems
increase with the depth of the RPC call tree.

Next, there is related work on reducing the latency and CPU
overheads of RPCs. Erms is an efficient resource management
system for microservices that is intended to guarantee SLAs
in shared microservice environments [49]. CRISP is a tool
for analyzing RPC critical paths that was used at Uber to
reduce tail latency [76]. This paper motivates the need for
these systems and others that can reduce tail latencies by
showing that RPC latencies are high at the tail.

eRPC is a system that onloads transport protocol process-
ing to reduce latency [41]. Our findings rebut some of the
previous understanding of eRPC. As we find that most of our
RPCs are millisecond-scale, this design choice seems worse
in practice than using existing RDMA for transport, which
can reduce the CPU overheads of messaging.

There have been many accelerators for transport and RPC
stacks. For example, Zerializer [74], Raghavan et al. [56]
and Karandikar et al. [43] introduce accelerators for mar-
shalling/demarshalling RPCs. Chiosa et al. [20] demonstrates
an accelerator for offloading compression and encryption
in SAP HANA database. Tonic [8] and AccelTCP [52] are
hardware accelerators for the TCP transport protocol. Dagger
offloads the entire RPC stack to an FPGA-based NIC [46].
NeBuLa is a CPU architecture optimized for accelerating
microsecond-scale RPCs [72]. nanoPU creates faster paths
from the network to CPU [38]. We provide insight into the ex-
pected benefits of these accelerators by showing the expected
percentage of CPU cycles that could be saved across the fleet.

nanoPU also discusses different application classes that
could benefit from a CPU fastpath for messaging, and this
includes µs-scale services. Although we found that most
services at Google at not µs-scale, this does not mean that it
is not possible to use µs-scale services at Google. However,
decomposing existing applications into smaller services to
better utilize new hardware like nanoPU is a challenging
problem, and this helps motivate systems that aim to do this,
like Nu [61] and ServiceWeaver [33].

Shenango is a centralized software RPC load balancer, and
RingLeader [47] and Turbo [63] are hardware accelerators
for RPC load balancing. Shinjuku [40] and Caladan [27] are
CPU schedulers that aim to isolate short- and long-running
applications. Our work motivates systems like these that can
reduce RPC queuing latency, as we show that queuing latency
contributes a significant fraction of the RPC latency tax.

7 Conclusions
This paper presents an analysis of RPCs in Google’s global-
scale cloud environment that supports its billion-user web
applications. We study over 700 billion RPC samples across
10,000 distinct RPC methods, and report on the growth of
RPC usage over a 700-day period. Our findings provide new
insights into the characteristics and behavior of RPCs that
have the potential to help shape the direction of future data-
center systems. For example, we find that RPCs operate on
different timescales than assumed by prior work, and that
latency overheads of RPCs are different from those assumed
by prior work. We also show that RPCs are increasingly im-
portant and their growth is outpacing the growth in compute
cycles in our fleet. This motivates research on reducing both
the RPC latency tax and RPC cycle tax, and we present break-
downs of the components of both to light a path toward reduc-
ing them. Overall, RPC is the fundamental building block for
widely distributed applications in modern computing environ-
ments. Our measurements of some of the largest-scale cloud
applications help us better understand the organization and
behavior of these applications and motivate the improvement
and development of RPC systems in the future.
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