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Abstract

Authoring effective depictions of reality by combining multiple samples of the plenoptic
function

Aseem Agarwala

Chair of the Supervisory Committee:
Professor David H. Salesin

Computer Science & Engineering

Cameras are powerful tools for depicting of the world around us, but the images they produce
are interpretations of reality that often fail to resemble our intended interpretation. The recent digiti-
zation of photography and video offers the opportunity to move beyond the traditional constraints of
analog photography and improve the processes by which light in a scene is mapped into a depiction.
In this thesis, I explore one approach to addressing this challenge. My approach begins by capturing
multiple digital photographs and videos of a scene. I present algorithms and interfaces that identify
the best pieces of this captured imagery, as well as algorithms for seamlessly fusing these pieces
into new depictions that are better than any of the originals. As I show in this thesis, the results are

often much more effective than what could be achieved using traditional techniques.

I apply this approach to three projects in particular. The “photomontage” system is an interac-
tive tool that partially automates the process of combining the best features of a stack of images.
The interface encourages the user to consider the input stack of images as a single entity, pieces
of which exhibit the user’s desired interpretation of the scene. The user authors a composite image
(photomontage) from the input stack by specifying high-level objectives it should exhibit, either
globally or locally through a painting interface. I describe an algorithm that then constructs a depic-
tion from pieces of the input images by maximizing the user-specified objectives while also mini-
mizing visual artifacts. In the next project, I extend the photomontage approach to handle sequences

of photographs captured from shifted viewpoints. The output is a multi-viewpoint panorama that






is particularly useful for depicting scenes too long to effectively image with the single-viewpoint
perspective of a traditional camera. In the final project, I extend my approach to video sequences.
I introduce the “panoramic video texture”, which is a video with a wide field of view that appears
to play continuously and indefinitely. The result is a new medium that combines the benefits of
panoramic photography and video to provide a more immersive depiction of a scene. The key chal-
lenge in this project is that panoramic video textures are created from the input of a single video
camera that slowly pans across the scene; thus, although only a portion of the scene has been imaged
at any given time, the output must simultaneously portray motion throughout the scene. Throughout
this thesis, I demonstrate how these novel techniques can be used to create expressive visual media

that effectively depicts the world around us.
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Chapter 1
INTRODUCTION

Photographs are as much an interpretation of the world as paintings and drawings are.

— Susan Sontag [130]

A depiction is any sort of visual representation of a scene. We create depictions in many forms,
and for many purposes. The mediums of depiction include photography, video, paintings, line draw-
ings, and the rendering of three-dimensional models. The compulsion to portray the visual world
seems innate, as evidenced by the long history of depiction which extends from primitive cave
paintings to the introduction of the rules of perspective in the 1400’s [76]. The invention of the
Daguerrotype in the 1830’s [100] caused an immediate sensation, because it allowed those with no
skill in painting to create images that conveyed an incredibly powerful illusion of reality. In modern
times, photography (for convenience, I will include both still and moving images under the umbrella
of photography) has become our most frequently-used tool for visual communication. Images of all
kinds constantly bombard us with information about the world: advertisements, magazine illustra-
tions, television, and even postage stamps and driver’s licenses.

We create photographic depictions of reality for many reasons. Perhaps the most common mo-
tivation can be found in our snapshots and home movies that we create to embody our visual mem-
ories — to capture an impression of reality that will remind of past locations and events, keep our
memories fresh, and trigger vivid recollections. We also use photographs as visual messages, such
as advertising that encourages you to purchase, or films that entertain you with an imaginary reality.
Cameras play a crucial role in more utilitarian pursuits. Among other things, photographs and video
document the appearance of archaeological specimens, medical ailments, real estate, and tourist
destinations.

Photographs provide a powerful illusion of reality, but it is important to remember that pho-



tographs are not “real”; they are interpretations of reality with many degrees of freedom in their
construction. Traditional cameras map captured light into images in a limited and specific fashion,
and the depictions they produce may not be effective at expressing what the authors hope to com-
municate. For example, many personal snapshots are marred by motion blur and poor lighting, and
don’t look much like what we remember when we experienced the scene with our own eyes.

The recent digitization of photography offers an unprecedented opportunity for computer scien-
tists to rethink the processes by which we create depictions of reality, and to move beyond traditional
photographic techniques to create depictions that communicate more effectively. The tools at our
disposal include digital sensors that capture light in the world, and computational algorithms that
can model and manipulate digitized light. The challenge at hand, then, is to develop novel devices
and software that map from light in a scene to powerful and expressive visual communication that
is easy for a user to create.

In this thesis, I explore one approach to addressing this challenge. My approach begins by cap-
turing multiple samples of light in the world, in the form of multiple digital photographs and videos.
I then develop algorithms and interfaces that identify the best pieces of these multiple samples, as
well as algorithms for fusing these pieces into new depictions that are better than any of the original
samples. As I show in this thesis, the results are often much more powerful than what could be
achieved using traditional techniques.

In the rest of this chapter, I will first describe how to parameterize all of the light that exists
in a scene. I will then use this parameterization to describe how cameras sample light to create
depictions, and how humans sample light during visual consciousness. Finally, I will re-enforce the
notion that both photographs and human visual consciousness are mere interpretations of reality,
and that they represent very different ways to interpret the light in a scene. These differences will
make clear the many degrees of freedom in interpreting light that can be exploited to create better
depictions. In the subsequent chapter I will describe an overall framework for techniques that create
better depictions by combining multiple samples of the light in a scene, as well as related work and
an overview of my own research and contributions within the context of this framework.

Chapters 3- 5 will give technical details and results for each of the three projects that form the
bulk of this thesis. Finally, I will conclude this thesis by summarizing my contributions and offering

ideas for future work.



1.1 Parameterizing light

We see reality through light that reflects from objects in our environment. This light can be modeled
as rays that travel through three-dimensional space without interfering with each other. Imagine
a parameterized function of all the rays of light that exist throughout three-dimensional space and
time, which describes the entire visual world and contains enough information to create any possible
photograph or video ever taken. Adelson and Bergen [1] showed that this function, which they call
the plenoptic function, can be parameterized by seven parameters: a three-dimensional location in
space (Vy, V,, V2), time (), the wavelength of the light (1), and the direction of the light passing
through the location (parameterized by spherical coordinates 6, ¢). Given these seven parameters,
the plenoptic function returns the intensity of light (radiance). Thus, the plenoptic function provides

a precise notion of the visual world surrounding us that we wish to depict.

1.1.1 Photographing light

The etymology of the word “photography” arises from the Greek words phos (“light”) and graphis
(“stylus™); together, the term can be literally translated as “drawing with light.”

The first step in “drawing with light” is to sample the light in a scene. Any photograph or video
is thus formed by sampling the plenoptic function, and it is useful to understand the nature of this
sampling. An ideal camera obscura with an infinitely small pinhole will select a pencil' of rays and
project a subset of them onto a two-dimensional surface to create an image. Assuming the surface
is a black and white photosensitive film, the final image will provide samples of radiance along a
certain interval over two axes of the plenoptic function: x and y (the interval depends on the size
of the film, and the sampling rate depends on the size of the film grain). The pinhole location V,,
Vy, V. is fixed, and variations over a short range of time and wavelength are integrated into one
intensity. The film will only have a certain dynamic range; that is, if the intensity returned by the
plenoptic function is too great or too small, it will be clipped to the limits of the film. Also, films
(and digital sensors) are not perfect at recording light, and thus will exhibit noise; film has a signal-
to-noise ratio that expresses how grainy the output will be given a certain amount of incoming light.

Typically, increasing the light that impinges on the film will increase the signal-to-noise ratio. A

IThe set of rays passing through any single point is referred to as a pencil.



360° panorama extends the sampling of a photograph to cover all directions of light 0, ¢. Color film
samples across a range of wavelengths. A video from a stationary camera samples over a range of
time. Stereoscopic and holographic images also sample along additional parameters of the plenoptic
function. Note, however, that modern cameras do not operate like ideal pinholes. An ideal pinhole
camera has an infinitely small aperture, which in a practical setting would not allow enough light
to reach the film plane to form an image. Instead, cameras use a lens to capture and focus a wider
range of rays. Thus, modern cameras do not interpret a pencil of light rays, but a subset of the rays

impinging upon its lens.

1.1.2  Seeing light

The human eye can be thought of as an optical device similar to a camera; light travels through a pin-
hole (iris) and projects onto a two-dimensional surface. The light stimulates sensors (cones) on this
surface, and signals from these sensors are then transmitted to the brain. Human eyes can sample the
plenoptic function simultaneously along five axes. Our two eyes provide two samples along a single
spatial dimension (V) over a range of time. Information along the wavelength axis is extracted using
three types of cones, which respond to a much larger dynamic range than film or digital sensors. Our
eyes adjust dynamically to illumination conditions, in a process called adaption. Finally, we sample
along a range of incoming directions x,y (though the resolution of that sampling varies spatially).
We fuse our interpretation of these samples across five dimensions into the depiction we see in our

mind’s eye.

1.2 Interpreting light

I have shown that human vision and cameras sample the plenoptic function differently; in this sec-
tion, I show that they also interpret light in drastically different fashions. In this thesis I explore a
computational approach to interpreting light captured by a camera in order to create better depic-
tions; to understand my approach it is first useful to understand how both traditional cameras and
humans interpret light, and the differences between them.

Once light in the world is sampled in some fashion, this light must be processed and interpreted

into an understandable form. Digital cameras convert sampled light into digital signals, and then



further process those signals into images that can be printed or viewed on a display. This processing
can be controlled by a human both by adjusting parameters of the camera before capture and by
manipulating images on a computer after capture. Humans, on the other hand, convert sampled light
into neural signals that are then processed by our brains in real-time to create what we experience

during visual consciousness.

1.2.1 Photographic interpretation of light

A photographer is not simply a passive observer; he or she must make a complex set of inter-related
choices that affect the brightness, contrast, depth of field, framing, noise, and other aspects of the
final image.” Different choices lead to very different samplings and interpretations of the plenoptic
function.

The most obvious choice a photographer must make is framing. The selection of a photograph’s
frame is an act of visual editing, which decides for the viewer which rectangular portion of the
scene he/she can see. In terms of the plenoptic function, framing a photograph involves choosing
a viewpoint V,, V;,V,, and the range of directions 6,¢ that the field of view will cover (which
can be adjusted by zooming). This framing is distinct from the human eye, which has its highest
visual acuity at the center of vision and degrades quickly towards the periphery [106]. The sharp
discontinuity introduced by the frame, referred to by Sontag as the “photographic dismemberment
of reality” [130], is very different from what humans see.

The next most obvious choice is timing; a photograph captures a very thin slice of time, and
the photographer must choose which slice. Henri Cartier-Bresson refers to this slice of time as
the “decisive moment” [26], which he describes as “the simultaneous recognition, in a fraction
of a second, of the significance of an event as well as the precise organization of forms which
gives that event its proper expression.” These frozen moments often appear very different from our
phenomenological experience of a scene. For example, while a photograph might show a friend with
his eyes closed, we don’t seem to consciously notice him blinking. We tend to remember people’s

canonical facial expressions, such as a smile or a serious expression, rather than the transitions

%In contrast, when most of us take snapshots, we simply let the automatic camera determine most of the parameters
and whether or not to flash. We simply hope that the result matches what we visually perceived at the moment, and this
hope is often not satisfied.



between them. Thus, the awkward, frozen expressions in a photograph which fails to capture the

decisive moment can be very surprising.

There are many other knobs a photographer can twist to achieve different interpretations of
reality. A consequence of using lenses is limited depth of field. Objects at a certain distance from
the camera are depicted in perfect focus; the further away an object is from this ideal distance,
the less sharp its depiction. The photographer can choose this ideal distance by focusing. Depth
of field describes the range of depths, centered at this ideal distance, that will be depicted sharply.
Photographs with a large depth of field show a wider range of depths in focus. The depth of field
can be controlled in several ways, but most commonly by choosing the size of the aperture. The
photographer can also choose how much light is allowed to hit the film plane, either by adjusting
aperture, shutter speed, or by attaching lens filters. The more light the photographer allows, the less
noisy the image (as long as the light does not overwhelm the upper limits of the film’s dynamic
range). However, increasing the aperture reduces depth of field, and increased exposure time can
introduce motion blur if the scene contains motion. Finally, the brightness of a point in the image as
a function of the light impinging on that point in the film is called the radiometric response function,
and is generally complicated and non-linear [53]. The choice of film determines this function; for
digital cameras, the function can be chosen and calculated by software after the photograph is taken.
By choosing shutter speed, aperture, and film, the photographer chooses the range of incoming
radiances to depict in the image, and how that range maps to brightness. This selected range is
typically much smaller than what the human eye can see. Finally, beyond simply interpreting the
light coming into the camera, many photographers choose to actively alter it; for example, by using

flash to add light to the scene.

A photographer exploits these degrees of freedom to create his or her desired interpretation of
the light in a scene. For example, an artist can exploit limited depth of field to draw attention to
important elements in a scene (such as a product being advertised), and abstract away unnecessary
details through blur. Framing and zooming can bring our visual attention to details of our world that
we would normally ignore. Long shutter times may blur motion unrealistically, but can be used to
suggest motion in an otherwise static medium. Limited dynamic range can be used to accentuate

contrast or hide detail in unimportant areas.



1.2.2  Human interpretation of light

The human visual system also constructs an interpretation of the light in scene, but one very different
from photography and video. As already described, humans sample the plenoptic function much
more widely than a camera in order to construct visual consciousness; however, this fairly complex
construction process is, for the most part, unconscious. Our brain receives two distinct sets of signals
from two eyes, yet our mind’s eye seems to depict the world as a single entity. This integration of
two signals into one is called binocular fusion. Beyond this, our eyes are constantly moving. These
motions include large-scale movements, which we consciously direct, as well as constant, small-
scale movements called saccades [106]. These movements also slightly change the viewpoint V,,
Vy, V., since we move our head when looking in different directions, even when we think we’re
not [20]. In fact, subjects told to keep their heads still and eyes fixed still show appreciable amounts
of saccades and head movements [131]. This constant shifting means that the signals traveling from
the eyes to our brain are constantly changing; yet, despite this constant motion we perceive a stable
world; understanding this perceptual stability is one of the great challenges of vision science [20,
106]. Even more surprising are experiments that compensate for saccades and project an unmoving
image on the eye (this can be done with a tiny projector attached to a contact lens worn by the
subject [106]). Within a few seconds, the pattern disappears! It seems that this constant movement

is central to how we see the world.

These observations have led perception researchers to believe that we construct our visual con-
sciousness over time [105], even for a static scene. We move our two eyes over the scene, fixating on
different parts, and construct one, grand illusion of reality that is our subjective impression. Further
evidence for this theory is provided by the large blind spot in the center of our vision field where
the optic nerve meets the back of the eye. Our brain fills-in this blind spot when constructing visual
consciousness. Also, like any lens, our eyes have a limited depth of field, yet our mind’s eye seems
to show sharpness everywhere. Finally, our visual acuity varies; except for the blind spot, we have a
much higher density of cones near the center of vision, leading to a high resolution at the center that
degrades radially. In fact, fine detail and color discrimination only exists in a two to five degree wide
region at the fovea [138, 83]. Yet, our mind’s eye sees the entire scene in color, and doesn’t seem to

have any sort of spatially varying resolution. We integrate over a range of viewpoints, time, and fix-
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Figure 1.1: Demonstrations of perceptual constancy. The first image, created by Edward Adelson, demon-
strates brightness constancy. The two checkers labeled A and B are of the same brightness; however, we
perceive B as lighter than A because our brains automatically discount illumination effects. The next two
images demonstrate size constancy. In the middle image, the black cylinder is the same size as the third white
cylinder. In the final image, all three cylinders are the same size. The depth cues in the images cause our
brains to account for perspective foreshortening, and thus we perceive these sizes differently.

ation locations, forming a stable perception of the scene from the very unstable stimuli originating

in the eyes.

Visual consciousness also seems to have some amount of interpretation built-in; when perceiving
a scene we have impressive capabilities for discounting confounding effects such as illumination
and perspective foreshortening. In perception science, this capability is called constancy [106]. A
powerful example of brightness constancy is shown in Figure 1.1. We perceive the white checker in
the shadow(marked B) as lighter than the dark checker (marked A) outside the shadow, when in fact
these areas have the same luminance. Our mind’s eye manages to discount illumination effects so
that we can perceive the true reflectances of the scene. Size constancy refers to our ability to perceive
the true size of objects regardless of their distance from us. A classic example [48] is when we look
at our face in a mirror; the size of the image on the surface of the mirror is half the size of our
real face. When informed of this, most people will disagree vigorously until they test the hypothesis
in front of a mirror. Most people are likewise surprised by the demonstration of size constancy in
Figure 1.1. Shape constancy refers to our ability to perceive the true shape of objects even though
their shape on the retina might be very different due to perspective effects. Note that constancy is

not a defect of our visual system; constancy helps us to interpret the light that enters our retinas and



Figure 1.2: “The School of Athens” by Raphael (1509). Notice the depiction of the sphere as a circle towards
the right.

determine the “true” properties of the scene. It is not surprising that our brains interpret the visual
information that they receive. What is surprising, however, is that our brains alter what we see in
our mind’s eye with this interpretation so unconsciously that we are shocked when confronted with
demonstrations of it; this built-in interpretation is a major difference between what we see in our
mind’s eye and what the photographic process creates.

Visual memories seem very similar to visual consciousness, but are much sketchier. For example,
we can all imagine what the Taj Mahal roughly looks like, but counting its towers from memory is
a challenge. There is still much debate on the nature of visual memories [106], but the prevailing
theories suggest that they are a combination of a visual buffer and semantic information. Thus
suggests that the built-in interpretations might be even stronger in visual memories. When most
of us create drawings or painting of a place we once were, we are trying to reconstruct our visual

memories. These depictions typically have constancy built-in. For example, most of us would draw
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a sphere as a circle, even though the rules of perspective require an ellipse (assuming the sphere is
not perfectly at the center of the image). A famous example of depicting a sphere as a circle can be
seen in Raphael’s painting “The School of Athens” (Figure 1.2). If this sphere had been depicted as
an ellipse, we probably would have thought it was egg-shaped in 3D. Likewise, most of us would
paint the scene in Figure 1.1 with square B lighter than square A.

The depiction we see in our mind’s eye seems very powerful. It has a high dynamic range and
wide field of view. It is sharp and has good depth of of field. Our mind’s eye seems to have some
built-in interpretation that reflects the 3D nature of our world and discounts confounding factors
such as illuminant color and perspective foreshortening. We know that this depiction is constructed
from multiple samples of the plenoptic function captured by our two eyes, over a range of time and
saccadic movements. Thus, it is not surprising that there is a large divide between the outputs of
our cameras and the plenoptic function that we experience during visual consciousness; cameras
and humans interpret the plenoptic function in different ways. The large variety of possibilities in
interpreting the plenoptic function motivates an obvious question: can we use digital technology to
bridge this divide, and move beyond the limitations of traditional cameras to produce more effective
depictions? In the next chapter I describe one approach to addressing this challenge, which begins
by capturing a much wider sampling of the plenoptic function than a camera would. This approach
then combines this wider sampling into depictions that are more effective than traditional images or

videos.
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Chapter 2

A FRAMEWORK

Computer graphics as a field has traditionally concerned itself with depicting reality by mod-
eling and rendering it in three dimensions in a style as “photo-realistic” as possible. Computer
vision as a field has traditionally concerned itself with understanding and measuring reality through
the analysis of photographic images. In the past, computer scientists have paid little attention to
the problems of depicting and communicating reality through photography, precisely because pho-
tographs already provide such a powerful illusion of reality with little user expertise or effort. Just
because a photograph is inherently “photo-realistic”, however, does not mean that it is effective at
depicting what the author hoped to depict. We have seen in the previous chapter that photographs
are interpretations of reality. Unfortunately, however, they may not be the interpretation we want;
thus, even though photographs are already photo-realistic there is considerable latitude to increase
their effectiveness. This observation, coupled with photography’s ease of use and the recent explo-
sion of cheap, consumer-level digital cameras, has made photographic depiction of reality a new
and exciting area of research.

Much of the recent innovation in the field follows the framework in Figure 2.1. The process
begins by taking multiple samples of the plenoptic function with a camera (which are easy and

cheap to capture with the advent of digital photography). The next stage is some sort of alignment

— | ALIGNMENT | —— FUSION —_—

SAMPLES VISUAL MEDIA

Figure 2.1: A diagram of the general process used to create depictions by combining multiple samples of the
plenoptic function. Multiple samples are captured, aligned, and fused into some sort of visual media.
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or registration process that is applied to the samples in order to position them into a single frame of
reference. Next, the aligned samples are integrated or fused into one entity. The final output of the
process is some sort of visual media. This media could resemble a photograph or video, or take the
form of something more complex that requires a specialized viewer.

Note that this process description is coarse, and some techniques will not strictly follow it. The
notion of multiple samples is meant to be broad. For example, a single video sequence can be
considered as multiple photographs, or even multiple videos if it is split into sub-sequences. Also,
I will sometimes misuse the notion of a single sample to mean a simple sample; i.e., a traditional
photograph or video. This is useful to describe specialized hardware devices that instantaneously
capture a single but complex sample of the plenoptic function that contains as much information as

several traditional photographs or videos.

2.1 My approach

A large body of work fits within the framework in Figure 2.1, and there are many alternatives for
the alignment and fusion steps (as I will survey in Section 2.2). My thesis projects, however, all
apply the same, basic, fusion approach that I will now describe. My fusion approach assumes that
none of the individual input samples alone are sufficient to serve as the final depiction that the user
wishes to create, but that parts of those samples exhibit the user’s wishes. Through a combination
of algorithms and user interfaces, the systems I design identify these desirable parts and piece them
together in a natural and seamless fashion; an example is shown in Figure 2.2. I typically apply a

three step process to create depictions from multiple samples:

1. Identify the qualities the final depiction should exhibit. These qualities are often subjective,

so in some cases we’ll design user interfaces that an author uses to specify these qualities.

2. Formulate the qualities in a numerically measurable fashion.

3. Construct a depiction from pieces of the aligned samples such that the result both exhibits the
specified qualities and appears natural. This construction is performed through optimization
that maximizes the numerical formulation in the previous step while simultaneously minimiz-

ing the appearance of artifacts in the result.
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Figure 2.2: A composite image formed from parts of other images (none of which depicts every person well)
in a fashion that renders the transitions between these parts visually unnoticeable.
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I apply this three step process in three different projects discussed in chapters 3- 5. In chapter 3
I describe an interactive, computer-assisted framework for combining parts of a set of photographs
into a single composite picture, a process I call “digital photomontage.” Central to the framework
is a suite of interactive tools that allow the user to specify high-level goals for the composite, either
globally across the image, or locally through a painting interface. The power of this framework lies
in its generality; I show how it can be used for a wide variety of applications, including “selective
composites” (for instance, group photos in which everyone looks their best), relighting, extended
depth of field, panoramic stitching, clean-plate production, stroboscopic visualization of movement,
and time-lapse mosaics. Also, in this chapter I introduce the two technical components that allow me
to accomplish steps 2 and 3 for each of the three projects. In step 2, I formulate the qualities the de-
piction should exhibit as a cost function that takes the form of a Markov Random Field (MRF) [45].
In step 3 I minimize this cost function using graph cuts [18]. The result of this minimization speci-
fies which part of a source sample to use for each pixel of the output depiction. Rather than simply
copy colors from the sources to create a depiction, in many cases improved results can be achieved
by compositing in the gradient-domain [108].

For the most part, I assume in chapter 3 that each source photograph is captured from the same
viewpoint. In chapter 4 I extend the photomontage framework to multiple viewpoints, in the context
of creating multi-viewpoint panoramas of very long, roughly planar scenes such as the facades
of buildings along a city street. This extension requires a different image registration step than in
chapter 3, as well as a technique for projecting the source images into a new reference frame such
that some image regions are aligned. I then formulate the qualities these panoramas should exhibit
in a similar mathematical form as the cost functions in the photomontage system, but customized
to the case of panoramas of long scenes (the same graph cut optimization and gradient-domain
compositing steps are then employed). I also describe a different suite of interactive tools that an
author can use to improve the appearance of the result.

Finally, in chapter 5 I apply this three step process to video inputs. Specifically, I describes a
mostly automatic method for taking the output of a single panning video camera and creating a
panoramic video texture (PVT): a video that has been stitched into a single, wide field of view and
that appears to play continuously and indefinitely. In this case, the qualities the depiction should

exhibit are straight-forward and not subjective. Instead, the key challenge in creating a PVT is that
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although only a portion of the scene has been imaged at any given time, the output must simultane-
ously portray motion throughout the scene. Like the previous two chapters, I use graph cut optimiza-
tion to construct a result from fragments of the inputs. Unlike the previous chapters, however, these
fragments are three-dimensional because they represent video, and thus must be stitched together
both spatially and temporally. Because of this extra dimension, the optimization must take place over
a much larger set of data. Thus, to create PVTs, I introduce a dynamic programming step, followed
by a novel hierarchical graph cut optimization algorithm. I also use gradient-domain compositing in
three dimensions to further smooth boundaries between video fragments. I demonstrate my results

with an interactive viewer in which users can interactively pan and zoom on high-resolution PVTs.

2.2 Previous work

Before describing my approach in detail over the next three chapters, I first discuss related work
within the context of the general framework in Figure 2.1. The common goal of the work I describe
is to create more effective depictions starting with simple samples of visual reality; however, the
work varies in techniques, inputs, and outputs. Perhaps more importantly, there are varying ways a
depiction can be made more effective. Most of the work I will describe tries to help people (espe-
cially amateurs) capture and create imagery that better matches their visual memories. Other work,
however, has the goal of creating imagery that visualizes and communicates specific information

about a scene, such as motion or shape.

2.2.1 Depiction that better matches what we perceive

As discussed in Chapter 1, photographs and video convey an illusion of reality, but are often very
different than what we perceive. This can be frustrating when we take snapshots and movie clips with
the goal that they will match our visual memories; thus, the goal of this research area is to create
visual media better aligned to human visual perception. Our visual perception system integrates
information from multiple visual samples; thus the natural technical approach is to capture multiple
samples of the plenoptic function and somehow integrate them into an output that better depicts the
scene.

One of the most difficult limitations of photography and video is its limited dynamic range. As
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already discussed, a photographic emulsion or digital sensor is able to record a much smaller range
of radiances than the human eye. Radiances below this range yield black, and radiances above this
range yield white; radiances in-between are mapped non-linearly to the final brightnesses in the
image. Thus, photographs typically have much less detail in shadow and highlight regions than the
human eye would normally perceive. A natural approach is to take multiple images under varying
exposure settings, and combine them into one higher dynamic range image (often called a radiance
map). Care must be taken not to move the camera between exposures; otherwise, a spatial alignment
step must first be performed. The next step in the process is radiometric calibration, which solves
for a mapping between each source image’s brightness and the scene radiance values (this can
be considered an alignment step in radiometric space). Finally, the images are combined into one
high-dynamic range radiance map. The most common approaches to creating radiance maps were
proposed by Mann and Picard [86], Debevec and Malik [33], and Mitsunaga and Nayar [91].

Unfortunately, computer display devices and paper prints cannot portray high-dynamic range
(though high-dynamic range LCD displays are starting to appear [126]); thus, a related problem is
the compression of radiance maps into regular images that still portray all the perceptually relevant
details of the scene [138, 34, 38, 117]. This compression step completes the overall process; the
input consists of multiple images with limited dynamic range, and the output is an image that better
depicts the dynamic range that humans visually perceive.

Combining multiple exposures of a scene requires that the scene and camera remain static; sev-
eral researchers have explored the problem of creating high-dynamic range videos and photographs
of moving scenes. Kang et al. [68] use a video camera with rapidly varying exposures and optical
flow to align adjacent frames before integrating their information. Nayar and students demonstrate
several novel hardware systems that are able to instantaneously collect high-dynamic range infor-
mation. These devices include sensors with spatially varying pixel exposures [98], cameras with a
spatially-varying sensor such that camera rotation yields panoramas with multiple samples of radi-
ance for each pixel [123], and cameras with a dynamic light attenuator that changes spatiotemporally
to yield high-dynamic range video [97].

Capturing effective imagery in low light conditions is challenging because the signal-to-noise
ratio improves when more light enters the camera; thus, low-light imagery tends to be noisy. In

contrast, humans can perceive scenes in very low light conditions. The images in our mind’s eye
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do not seem to contain anything resembling film or digital graininess (though human low-light per-
ception is mostly achromatic [83]). One approach to capturing photographs in low light is to use
a long exposure time, which increases the total light impinging on the sensor. Unfortunately, mo-
tion blur results if the camera is moving, or if there is motion in the scene. Ezra and Nayar [13]
address the problem of motion blur by simultaneously capturing two samples of the plenoptic func-
tion; one high-resolution photograph, and one low-resolution video. Alignment is performed on the
video frames to recover camera motion; this motion is then used to deconvolve the high-resolution
photograph and remove the motion blur. Jia et al. [65] instead capture two photographs; one under-
exposed image captured with a short shutter time, and one long exposure image that contains motion
blur. The colors of the long exposure are then transferred to the under-exposed image. They assume
only minor image motion in-between the two photographs; however, their technique does not re-
quire pixel-to-pixel alignment. Motion blur can be removed from a single image using a variational
learning procedure that takes advantage of the statistics of natural images [39]. Active illumination
is the most common approach to low-light photography; a camera-mounted flash is used to illumi-
nate the scene for a brief moment while the sensor is exposed. This approach reduces noise, but
unfortunately results in images that are very different than we perceive. Flash changes the colors of
the scene, adds harsh shadows, and causes a brightness fall-off with increasing distance from the
flash. Thus, Petschnigg et al. [109] and Eisemann and Durand [35] show that fusing two images of
the scene, one with flash and the other without, can result in a more effective and clear photograph.
The authors capture the no-flash image with a short enough exposure to avoid motion blur, and then
fuse it with the low noise of the flash image. If the camera is not on a tripod, spatial alignment is
first required. Other artifacts of flash, such as reflections, highlights, and poor illumination of dis-
tant objects can also be corrected using a flash/no-flash pair [6]. Finally, Bennett and McMillan [15]
address the problem of taking videos of scenes with very little light. They first align the frames of
a moving camera, and then integrate information across the multiple registered frames to reduce
noise.

Another problem with photography and especially video is resolution; visual imagery often
does not contain enough information to resolve fine details. As already discussed, our eyes have
their finest resolving power and color perception only in the fovea. We constantly move our eyes

over a scene, and our brains construct a single high-resolution perception from this input without
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conscious effort. Thus, a natural approach to increasing the sampling of the plenoptic function that
a photograph or video represents is to combine multiple samples. Approaches to this problem [64,
36, 125, 87] begin with either multiple, shifted photographs, or a video sequence with a moving
camera (recent advances in still photography resolution make the case of video significantly more
relevant than still image input). Spatial alignment is performed to align the multiple samples with
subpixel accuracy. Finally, information from the different aliasing of the subpixel-shifted, multiple
samples can be integrated into a high-resolution image. An alternate, hardware-based approach is
to mechanically jitter the digital sensor while recording video [14] in order to acquire multiple,
shifted samples while avoiding the motion blur induced by a moving video camera (the shifts are
done between frame exposures). These multiple samples can then be integrated to create higher
resolution. Finally, Sawhney et al. [122] show how to transfer resolution between a stereo pair of
cameras, where one camera captures high resolution and the other low.

Along with limited resolution, video suffers from its finite duration. While a photograph of
a scene can seem timeless, a video represents a very specific interval of time; this is natural for
storytelling, but isn’t effective for creating a timeless depiction of a scene. For example, imagine
communicating the appearance of a nature scene containing waving trees, a waterfall, and rippling
water. A photograph will not communicate the dynamics of the scene, while a video clip will have
a beginning, middle, and end that aren’t relevant to the goal of the depiction. Schodl et al. [124]
demonstrate a new medium, the video fexture, that resides somewhere between a photograph and
a video. Video textures are dynamic, but play forever; they are used to depict repetitive scenes
where the notion of time is relative. Their system identifies similar frames in the input video that
can serve as natural transitions. The input video is then split into chunks between these transition
frames (thus forming multiple samples of the plenoptic function), and these chunks are played in a
quasi-random order for as long as the viewer desires. Video textures can be seen as hallucinating an
infinite sampling of the time dimension of the plenoptic function. In later work, Kwatra et al. [77]
shows that more complex spatiotemporal transitions between input chunks can produce seamless
results for more types of scenes. In general, the alignment stage is skipped for video textures since it
is assumed that the camera is stationary; this assumption is relaxed in chapter 5, where I show how
to extend video textures to a panoramic field of view from the input of a single video camera.

As discussed in the introduction, the sharp, rectangular frame of a photographic image or video
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is quite different than what humans visually perceive. A single human eye see its fullest resolution
and color discrimination at the fovea, and these capabilities degrade quickly towards the periphery.
However, given two eyes and saccadic motion, our perception is that of a very large field of view.
Panoramic photography, which creates photographs with a wider field of view, has existed since
the late 19th century [89]; more recently, digital techniques for creating panoramas have become
popular. In this approach, multiple photographs are captured from a camera rotating about its nodal
point, and composited into a single image. Thus, multiple samples of the plenoptic function are
combined to a create single result with an increased sampling compared to a traditional photograph.
The first stage of this process is, as usual, alignment. The direction of view of each photograph is
recovered so that the images are in one space. Then, the images are projected onto a surface (usu-
ally a plane, cylinder, or sphere); finally, the images are composited (this step is necessary because
the source images overlap). In the case of cylindrical or spherical panoramas, the resultant media
may be viewed with an interactive viewer that allows the user to rotate and look around within the
scene [27]. There is a significant volume of research on digital panoramic techniques, so I men-
tion only a few, notable examples. One of the first successful and complete approaches to creating
full-view panoramas was developed by Szeliski and Shum [134]. More recently, feature-based tech-
niques for alignment [22] have completely automated the alignment step. A variety of compositing
techniques exist for combining the aligned images. Compositing problems can arise from motion in
the scene while the images are captured, and from exposure variations between the images. Blending
across exposure differences was traditionally handled with Laplacian pyramids [103]; more recently,
gradient-domain techniques have become popular [78]. Motion can be handled with optimal seam
placement through dynamic programming [32], or vertex-cover algorithms [141]. In chapter 3 I
show how motion and exposure differences can be simultaneously handled using graph cuts and
gradient-domain fusion.

Human visual perception sees a dynamic scene in a wide field of view. Thus, a natural exten-
sion to panoramic images is panoramic video. This extension increases the sampling of the plenop-
tic function contained in the visual media to a level that better approximates human vision. One
approach to creating panoramic video is to place multiple, synchronized video cameras into a sin-
gle hardware unit; several companies sell such specialized devices (e.g., [110]), but they are typ-

ically very expensive. Several researchers have explored the depiction possibilities of panoramic
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video [140, 99, 71]. Another approach is to attach a special mirror and lens device to a standard
video camera [96] to capture a coded version of the full, spherical field of view. This coded input is
then unwarped into a panoramic video. The limitation of this approach is that the resultant video is
less than the resolution of the video camera, due to non-uniform sampling; this limitation is signifi-
cant given the already low resolution of video cameras. I will describe my own approach to creating
high-resolution panoramic video textures from the input of a single video camera in chapter 5.
Creating still photographs that depict moving scenes is a challenge because a photograph is
inherently static. Photography has long had an unique relationship with time. The first cameras re-
quired very long exposure times, which essentially wiped out any moving elements. Photographs of
city blocks removed moving people, much to the surprise and sometimes chagrin of early photogra-
phers [100]. Over time, newer technology allowed the introduction of shorter and shorter exposure
times; the result was the ability to “freeze” time. Frozen images of rapidly moving scenes can be
highly informative; we discuss the educational ramifications of motion photography in Section 2.2.2.
However, such frozen images often do a poor job of evoking motion; they appear oddly static. It can
be argued that this inadequacy arises because such images don’t look anything like what we per-
ceive when viewing a moving scene. Because the human eye has sharp spatial precision and color
discrimination only within the three to five degree region at the center of the eye, a depiction of the
entire field of view of a moving scene in sharp detail is incompatible with what we perceive. Instead,
artists use a number of techniques that take advantage of human visual perception to suggest motion
in a static form; Cutting [30] provides an excellent survey of these techniques. Livingstone [83]
contends that impressionist paintings of moving scenes better resemble human perception of mo-
tion because they exhibit similar spatial imprecision; she also argues that the use of equiluminant
colors conveys an illusion of motion when used to depict subtly moving areas such as rippling wa-
ter. Motion blur is quite similar to what we perceive when viewing quickly moving scenes. Motion
blur results in photographs of spinning wheels that are blurrier than their surroundings, and streaks
when objects move across the scene rapidly. These effects are highly evocative of motion. Depicting
moving objects as leaning into their direction of travel also seems to suggest motion. Jacques-Henri
Lartigue’s famous photograph in Figure 2.3 strongly evokes motion, and is actually a very unique
slice of the plenoptic function. He used a special camera with a rolling shutter, such that time travels

continuously forward from the bottom to the top of the image. He also panned the camera to keep
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Figure 2.3: Two famous photographs depicting unique slices of the plenoptic function. The left image, “Grand
Prix” by Jacques-Henri Lartigue, evokes a powerful sense of motion by varying time across the image. The
right image, “Pearblossom Highway” by David Hockney, integrates multiple viewpoints into a single space.

it pointing at the car (a simple approach to object-centered alignment); thus, the car is sharp and
leans forward, while static objects are blurry and lean backwards. This is an excellent example of
how non-traditional slices of the plenoptic function can lead to highly effective depictions. I also
demonstrate in chapter 3 how the photomontage system can be used to similarly depict motion in a

video by creating an image where time varies spatially.

Another limitation of lens-based photographic systems is its depth of field. The human eye is a
lens system and thus also has a shallow depth of field; however, we rarely notice this consciously
since our eyes rapidly move across the scene, focusing at different depths, to construct our visual
perception. Thus, a natural approach to extending depth of field is to focus at different depths and
combine these multiple samples into one, extended depth of field image. Typically, a tripod-mounted
camera is used, obviating the need for alignment. Burt and Kolczynski [25] first demonstrated this
approach; several commercial systems also exist [133], since extended depth of field is especially
important in photographing small specimens such as insects. In chapter 3 I use graph cuts and

gradient-domain fusion to create extended depth of field composites.

There are a number of reasons to combine multiple photographs into one that is more effective
than any of the originals, and I have discussed many here. There are several papers that address
this problem in general; that is, given a metric as to what is desirable in the output composite, it is

possible to design a general framework for creating a seamless composite. Burt and Kolczynski [25]
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were the first to suggest such a framework; they use a salience metric along with Laplacian pyramids
to automatically fuse source images. They demonstrate some of the first results for extended depth
of field, high dynamic range, and multi-spectral fusion. In chapter 3, I show how salience metrics
and user interaction coupled with graph cuts and gradient-domain fusion can yield better results for
a wide variety of problems.

Many of the projects in the preceding paragraphs begin with multiple photographs with varying
parameters and align them spatially; given this input, a wide range of effects and depictions can
be created [3]. This approach is difficult to apply to video, given the difficulty of aligning two
video sequences; the frames of the two video sequences would have to be aligned both spatially and
temporally. Sand and Teller [121] thus present their video matching system to address the problem
of spatiotemporal video alignment. Their work focuses on the alignment phase of my framework,
but also demonstrates that a wide range of effects can be created using simple techniques once
the alignment is computed. These effects included high-dynamic range, wide field of view, and a
number of visual effects that are useful for films.

Photographs obey the laws of perspective and depict a scene from a single viewpoint; our mind’s
eye, however, integrates multiple viewpoints. Our visual consciousness may resemble a photograph,
but it actually integrates two viewpoints from our two eyes. Also, as we move our eyes over a scene
to build our perception of it, our heads move [131]. If we are walking, this integration of multiple
viewpoints is accentuated. Also, our mind’s eye has some interpretation built-in, and discounts some
perspective effects. Thus, given the departures of our mind’s eye from strict perspective, the best de-
piction of a scene may not be a perspective photograph. Artists have a long history of incorporating
multiple perspectives in paintings to create better depictions [76, 59]. Artist David Hockney creates
photocollages such as “Pearblossom Highway” (Figure 2.3) that show multiple viewpoints in the
same space because he feels that they better match human visual perception [58]. Krikke [75] ar-
gues that axonometric perspective, which is an oblique orthographic projection used in Byzantine
and chinese paintings, as well as many modern video games such as SimCity, presents imagery that
resembles human visual consciousness. Axonometric perspective is more similar to what we “know”
rather than what we “see”; parallel lines are parallel, and objects are the same size regardless of their
distance from the viewer (which resembles the effects of size constancy in human visual perception).

We can comprehend axonometric images even though they appear very different from the input to
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Figure 2.4: Sunset 1-16th Ave, #1 by artist Michael Koller. A multi-perspective panorama composite from a
series of photographs of a San Francisco city block.

our eyes. Computer graphics researchers have explored the issues and motivations of rendering non-
perspective images from 3D models [7, 148, 46]; however, little attention has been paid to depiction
using multiple perspectives from photographs. Images with continuously varying viewpoints are
used as a means of generating traditional perspective views [147, 111]. In the field of photogramme-
try [69], aerial or satellite photographs of the earth are combined into multi-perspective images that
are meant to appear as if the earth were rendered with an orthographic camera. Along a similar vein,
researchers create multi-perspective panoramas from video such as pushbroom panoramas [54, 127]
and adaptive manifolds [107] that have continuously varying perspective. Artist Michael Koller [73]
manually creates multi-perspective images of San Francisco city blocks (Figure 2.4); however, un-
like the multi-perspective panoramas just discussed, the images exhibit locally linear perspective
rather than continuously varying perspective. In the art world, most paintings and drawings that
contain multiple perspectives also exhibit locally linear perspective [146, 59]; arguably, this ap-
proach creates better depiction. Inspired by the work of Koller, Roman et al. [120] describes an
interactive system to create multi-perspective panoramas from video of a city street; however, the
result only exhibits locally linear perspective horizontally and not vertically, and requires significant
user effort. I describe my own approach to creating multi-perspective panoramas from photographs

in chapter 4.

There is a large body of work concerned with constructing higher dimensional slices of the
plenoptic function by combining multiple, aligned photographs or video; this field is generally called
image-based rendering. Constructing panoramas is part of this effort; however, most of this work
creates slices that are too high-dimensional for a human to directly perceive. Instead, these slices
are used as an intermediate data structure from which any lower-dimensional slice (such as a photo-

graph) can be constructed. Since this body of work is large, I mention only a few, notable examples;
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see Kang and Shum [66] for a survey. Light field rendering [81] and the Lumigraph [52, 24] con-
struct a complete 4D sample of the plenoptic function and thus are able to render photographs of
a static scene from any viewpoint outside the scene’s convex hull. Capturing videos from multiple
viewpoints and constructing interpolated views allows users to see a dynamic scene from the view-
point of their choice [151, 112]. Large arrays of cameras can be used to acquire multiple samples
and simulate denser samplings along one or more axes of the plenoptic function, such as spatial res-
olution, dynamic range, and time (video frame rate) [80, 145]. These systems, along with a recent
hand-held light field camera [101], can also simultaneously sample at different focusing planes and

simulate a wide range of depths of field.

2.2.2 Communicating information

A common reason to depict reality is to communicate specific information; examples include surveil-
lance imagery, medical images, images that accompany technical instructions, educational images
such as those found in textbooks, forensic images, and photographs of archaeological specimens.
Sometimes a simple photograph is very effective for the desired task. In other cases, such as tech-
nical illustration [49], non-realistic depiction can prove to be more effective. The field of non-
photorealistic rendering (NPR) [50] contains a wealth of techniques to create non-photorealistic

imagery that can communicate more effectively than realistic renderings.

Given that a simple photograph or video may not be the most effective at communicating the
goal of the author, there are several projects that combine multiple samples of the plenoptic func-
tion to convey information. Typically, these approaches assume that the samples are taken from a
camera on a tripod, thus skipping the alignment phase. Burt and Kolczynski [25] demonstrate that
combining infrared imagery with visible spectrum photographs is helpful for surveillance tasks or
for landing aircraft in poor weather. Raskar et al. [113] take two videos or images of a scene under
different illumination; typically under daylight and moonlight. Then, the low-light nighttime video
is enhanced with the information of the daylight imagery, in order to make it more comprehensible.
They demonstrate the usefulness of this approach for surveillance. Akers et al. [8] note that lighting
of complex objects such as archaeological specimens in order to convey shape and surface texture is

a challenging task; as a result, many practitioners prefer technical illustrations. In their system, they
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begin with hundreds of photographs from the same viewpoint but with a single, varying light source
(the position of the light source is controlled by a robotic arm); these images are then composited
interactively by a designer to create the best possible image. Their system requires significant user
effort in choosing lighting directions. My own approach to this problem using the photomontage
framework is described in chapter 3. In more recent work, Mohan et al. [92] describe a table-top rig
and software for controlling the lighting of complex objects. The rig first captures low-resolution
images for a wide range of lighting directions; the user then sketches the desired lighting. This
sketch is approximated as a weighted sum of several source images, which are finally re-captured at
high-resolution to create a final result.

Along with relighting, multiple images under varying illumination can be useful for a variety
of tasks. An intrinsic image [12] decomposes a photograph into two images; one showing the re-
flectance of the scene, and the other showing the illumination. Recovering intrinsic images from a
single photograph is ill-posed; however, given multiple images of the scene under varying illumina-
tion, the decomposition becomes easier [143]. Intrinsic images are most often used to communicate
the reflectance of the scene without the confounding effects of illumination (much like human per-
ception compensates for the effects of illumination); but they can also be used for depiction. For
example, one can modify a scene’s reflectance and then re-apply the illumination to achieve more
realistic visual effects. Finally, we have already seen that combining a flash and no-flash image can
create a more effective depiction. Raskar et al. [114] show that a no-flash image plus four flash
images in which the flash is located to the left, right, top, and bottom of the camera lens can yield
highly accurate information about the depth discontinuities of the scene. Rather than directly inte-
grate these five images, they use them to infer information. This information is then applied to one
of the images to increase its comprehensibility. For example, photographs can be made to look more
like technical illustrations or line drawings, improving their depiction of shape.

Conveying the details of moving scenes is also an interesting depiction challenge. I discussed in
Section 2.2.1 how photographs of motion depict frozen moments in time and appear quite different
than what we perceive; I then surveyed techniques to create images that suggest motion. In contrast,
such frozen moments in time can be very educational precisely because we cannot perceive them;
they reveal and communicate details about rapid movements that the human eye cannot discern.

Eadward Muybridge captured some of the first instantaneous photographs [95]; he photographed
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quickly moving subjects at a rapid rate, and laid out the images like frames of a comic book. These
visualizations of motion communicated the mechanics of motion, and the result was surprising;
the popular conception of a galloping horse, as seen in many paintings, turned out to be incorrect.
Harold Edgerton [70] developed the electronic flash, and shocked the world with images of a drop
of milk splashing, and a bullet bursting through an apple. Dayton Taylor [135] photographs rapidly
moving scenes with rails of closely-spaced cameras; this results in the ability to capture a frozen a
moment from multiple angles'. The output is a unique slice of the plenoptic function; a movie that
depicts a single moment of time from multiple viewpoints. The ability to rotate a frozen moment
is, of course, nothing that a human could perceive if he/she were standing there; thus, the effect
can be both shocking and highly informative. This technology has been used in several films and
television advertisements, such as the famous bullet-time sequence in the Matrix. A dense array of
cameras can also be used to capture extremely high frame rate video [145]. This frame rate allows
rapidly evolving phenomena such as a bursting balloon to be visualized not just at an instant, as in
Edgerton’s work, but over a short range of time.

Stroboscopic images combine multiple samples of a scene over a short range of time into a
single image that communicates motion. Some of the first stroboscopic photographs were created
by Jules-Etienne Marey [19]. Salient Stills [87] are single images that depict multiple frames of a
video sequence; they are created by aligning and then compositing the video frames. Their resultant
images are often stroboscopic. My photomontage system (chapter 3) provides another approach to
creating seamless stroboscopic images from video. Assa et al. [9] present a system for automatically
selecting the key poses of a character in a video or motion capture sequence to create a stroboscopic
image that visualizes its motion. Cutting [30] points out that stroboscopy in art can be found as early
as the paleolithic era, and that even preschoolers can understand stroboscopic visualization. This
universal comprehensibility of stroboscopy is perhaps surprising, since human visual perception
does not seem to resemble it.

Stroboscopy is not the only way to convey information about motion. Motion lines, such as
those found in comic books [88], are a diagrammatic approach to communicating motion. Motion

lines seem to be a universally comprehensible metaphor for motion, but they are not believed to bear

"More widely spaced cameras are possible using algorithms that reconstruct the depth of the scene in order to inter-
polate novel viewpoints [151].
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much resemblance to visual perception of motion. Shape-time photography [43], like stroboscopy,
takes a video sequence of a moving object and composites the movement into a single image. How-
ever, rather than depicting a uniform sampling over time, their composite shows the object surface
that was closest to the camera over all time frames. Film storyboards are drawn using an established,
visual language for conveying details about motion. Goldman et al. [47] use this language to au-
tomatically summarize the content of a short video clip in static form. Finally, some motions in a
video sequence are too small for the human eye to perceive; motion magnification [82] amplifies

these motions to better visualize them.

2.2.3 What doesn'’t fit?

It may seem from the previous sections that nearly every technique fits the framework in Figure 2.1.
Indeed, it is a more commonly followed process than I originally thought. However, there are tech-
niques that lie outside of the framework. Many techniques operate on a single photograph or video,
and attempt to hallucinate the information that would be provided by multiple samples in order to
enrich the depiction. Tour into the Picture [61], for example, creates the illusion of 3D navigation
from a single photograph or painting. Oh et al. [104] take a similar approach to the interactive
authoring of 3D models from a single photograph. Both of these systems require significant user
effort; Hoiem et al. [60] present a completely automatic approach to the same problem. Chuang et
al. [29] apply hallucinated motion to single photographs or video to make them seem like video
textures. Zorin and Barr [153] notice that wide-angle lens create photo-realistic but perceptually
distorted images; they apply a warp to such images to improve the depiction.

These approaches are able to create compelling results, especially on older paintings and pho-
tographs for which we have no additional samples of the plenoptic function. However, the ubiquity
of digital sensors and their economy of scale suggest that acquiring multiple samples of the plenoptic
function is a better approach for depicting existing scenes.

In the next three chapters I describe my own research into creating better depictions by integrat-

ing multiple samples of the plenoptic function.
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Chapter 3
INTERACTIVE DIGITAL PHOTOMONTAGE

The means by which these pictures could have been accomplished is Combination
Printing, a method which enables the photographer to represent objects in different
planes in proper focus, to keep the true atmospheric and linear relation of varying dis-
tances, and by which a picture can be divided into separate portions for execution, the
parts to be afterwards printed together on one paper, thus enabling the operator to de-
vote all his attention to a single figure or sub-group at a time, so that if any part be
imperfect from any cause, it can be substituted by another without the loss of the whole
picture, as would be the case if taken at one operation. By thus devoting the attention to
individual parts, independently of the others, much greater perfection can be obtained
in details, such as the arrangement of draperies, refinement of pose, and expression.

— Henry Peach Robinson, 1869 [119]
3.1 Introduction

Seldom does a photograph record what we perceive with our eyes.! Often, the scene captured in a
photo is quite unexpected — and disappointing — compared to what we believe we have seen. A
common example is catching someone with their eyes closed: we almost never consciously perceive
an eye blink, and yet, there it is in the photo — “the camera never lies.” Our higher cognitive
functions constantly mediate our perceptions so that in photography, very often, what you get is
decidedly not what you perceive. “What you get,” generally speaking, is a frozen moment in time,
whereas “what you perceive” is some time- and spatially-filtered version of the evolving scene.

In this chapter, I look at how digital photography can be used to create photographic images
that more accurately convey our subjective impressions — or go beyond them, providing visual-

izations or a greater degree of artistic expression. My approach is to utilize multiple photos of a

IThe work described in this chapter was originally presented as a paper [3] at SIGGRAPH 2004.
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scene, taken with a digital camera, in which some aspect of the scene or camera parameters varies
with each photo. (A film camera could also be used, but digital photography makes the process
of taking large numbers of exposures particularly easy and inexpensive.) These photographs are
then pieced together, via an interactive system, to create a single photograph that better conveys
the photographer’s subjective perception of the scene. I call this process digital photomontage, after
the traditional process of combining parts of a variety of photographs to form a composite picture,
known as photomontage.

The primary technical challenges of photomontage are 1) to choose good seams between parts
of the various images so that they can be joined with as few visible artifacts as possible; and 2)
to reduce any remaining artifacts through a process that fuses the image regions. To this end, my
approach makes use of (and combines) two techniques: graph cut optimization [18], which I use
to find the best possible seams along which to cut the various source images; and gradient-domain
fusion (based on Poisson equations [108, 38]), which I use to reduce or remove any visible artifacts
that might remain after the image seams are joined.

This chapter makes contributions in a number of areas. Within the graph cut optimization, one
must develop appropriate cost functions that will lead to desired optima. I introduce several new cost
functions that extend the applicability of graph cuts to a number of new applications (listed below).
I also demonstrate a user interface that is designed to encourage the user to treat a stack of images as
a single, three-dimensional entity, and to explore and find the best parts of the stack to combine into
a single composite. The interface allows the user to create a composite by painting with high-level
goals; rather then requiring the user to manually select specific sources, the system automatically
selects and combines images from the stack that best meet these goals.

In this chapter, I show how my framework for digital photomontage can be used for a wide

variety of applications, including:

o Selective composites: creating images that combine all the best elements from a series of
photos of a single, changing scene — for example, creating a group portrait in which everyone
looks their best (Figure 3.2), or creating new individual portraits from multiple input portraits

(Figures 3.4 and 3.5).

o Extended depth of field: creating an image with an extended focal range from a series of
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images focused at different depths, particularly useful for macro photography (Figure 3.8).

e Relighting: interactively lighting a scene, or a portrait, using portions of images taken under

different unknown lighting conditions (Figures 3.7 and 3.6).

e Stroboscopic visualization of movement. automatically creating stroboscopic images from a

series of photographs or a video sequence in which a subject is moving (Figure 3.12).

e Time-lapse mosaics: merging a time-lapse series into a single image in which time varies

across the frame, without visible artifacts from movement in the scene (Figure 3.13).

e Panoramic stitching: creating panoramic mosaics from multiple images covering different
portions of a scene, without ghosting artifacts due to motion of foreground objects (Fig-

ure 3.9).

e Clean-plate production: removing transient objects (such as people) from a scene in order to

produce a clear view of the background, known as a “clean plate” (Figures 3.11 and 3.10).

3.1.1 Related work

The history of photomontage is nearly as old as the history of photography itself. Photomontage has
been practiced at least since the mid-nineteenth century, when artists like Oscar Rejlander [118] and
Henry Peach Robinson [119] began combining multiple photographs to express greater detail. Much
more recently, artists like Scott Mutter [94] and Jerry Uelsmann [139] have used a similar process
for a very different purpose: to achieve a surrealistic effect. Whether for realism or surrealism, these
artists all face the same challenges of merging multiple images effectively.

For digital images, the earliest and most well-known work in image fusion used Laplacian pyra-
mids and per-pixel heuristics of salience to fuse two images [103, 25]. These early results demon-
strated the possibilities of obtaining increased dynamic range and depth of field, as well as fused
images of objects under varying illumination. However, these earlier approaches had difficulty cap-
turing fine detail. They also did not provide any interactive control over the results. Haeberli [55]

also demonstrated a simplified version of this approach for creating extended depth-of-field images;
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however, his technique tended to produce noisy results due to the lack of spatial regularization. He
also demonstrated simple relighting of objects by adding several images taken under different il-
luminations; I improve upon this work, allowing a user to apply the various illuminations locally,
using a painting interface.

More recently, the texture synthesis community has shown that representing the quality of pixel
combinations as a Markov Random Field and formulating the problem as a minimum-cost graph cut
allows the possibility of quickly finding good seams. Graph cut optimization [18], as the technique
is known, has been used for a variety of tasks, including image segmentation, stereo matching, and
optical flow. Kwatra et al. [77] introduced the use of graph cuts for combining images. Although
they mostly focused on stochastic textures, they did demonstrate the ability to combine two natural
images into one composite by constraining certain pixels to come from one of the two sources. I
extend this approach to the fusion of multiple source images using a set of high-level image objec-
tives.

Gradient-domain fusion has also been used, in various forms, to create new images from a variety
of sources. Weiss [143] used this basic approach to create “intrinsic images,” and Fattal et al. [38]
used such an approach for high-dynamic-range compression. My approach is most closely related
to Poisson image editing, as introduced by Perez et al. [108], in which a region of a single source
image is copied into a destination image in the gradient domain. My work differs, however, in that
I copy the gradients from many regions simultaneously, and I have no single “destination image”
to provide boundary conditions. Thus, in this case, the Poisson equation must be solved over the
entire composite space. I also extend this earlier work by introducing discontinuities in the Poisson
equation along high-gradient seams. Finally, in concurrent work, Levin et al. [78] use gradient-
domain fusion to stitch panoramic mosaics, and Raskar et al. [113] fuse images in the gradient
domain of a scene under varying illumination to create surrealist images and increase information
density.

Standard image-editing tools such as Adobe Photoshop can be used for photomontage; how-
ever, they require mostly manual selection of boundaries, which is time consuming and burden-
some. While interactive segmentation algorithms like “intelligent scissors” [93] do exist, they are
not suitable for combining multiple images simultaneously.

Finally, image fusion has also been used, in one form or another, in a variety of specific applica-
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tions. Salient Stills [87] use image fusion for storytelling. Multiple frames of video are first aligned
into one frame of reference and then combined into a composite. In areas where multiple frames
overlap, simple per-pixel heuristics such as a median filter are used to choose a source. Image mo-
saics [134] combine multiple, displaced images into a single panorama; here, the primary technical
challenge is image alignment. However, once the images have been aligned, moving subjects and ex-
posure variations can make the task of compositing the aligned images together challenging. These
are problems that I address specifically in this chapter. Akers et al. [8] present a manual paint-
ing system for creating photographs of objects under variable illumination. Their work, however,
assumes known lighting directions, which makes data acquisition harder. Also, the user must manu-
ally paint in the regions, making it difficult to avoid artifacts between different images. Shape-time
photography [44] produces composites from video sequences that show the closest imaged surface
to the camera at each pixel. Finally, in microscopy and macro photography of small specimens such
as insects and flowers, scientists struggle with a very limited depth of field. To create focused images
of three-dimensional specimens, it is common for scientists to combine multiple photographs into
a single extended-depth-of-field image. The commercial software package Auto-Montage [133] is

the most commonly used system for this task.

Thus, most of the applications I explore in this chapter are not new: many have been explored,
in one form or another, in previous work. While the results of my framework compare favorably
with — and in certain cases actually improve upon — this previous work, I believe that it is the
convenience with which my framework can produce comparable or improved output for such a
wide variety of applications that makes it so useful. In addition, I introduce a few new applications

of image fusion, including selective composites and time-lapse mosaics.

In the next section, I present my digital photomontage framework. Sections 3.3 and 3.4 discuss
the two main technical aspects of my work: the algorithms I use for graph cut optimization, and
for gradient-domain fusion, respectively. Section 3.5 presents our results in detail, and Section 3.6

suggests some areas for future research.
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Figure 3.1: A flow diagram of a typical interaction with my photomontage framework. In this example, the
user starts with a set of six source images (top) taken under different lighting conditions and attempts to create
a final composite with attractive lighting. Initially, the first source image is used as the current composite and
labeling (the labeling, shown beneath the composite, is initially constant everywhere since all pixels of the
composite come from the same source image). The user then modifies the current composite and labeling by
iteratively painting with the single-image brush (described in Section 3.2.2) with various image objectives.
Finally, gradient-domain fusion is applied in order to remove any remaining visible seams.
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3.2 The photomontage framework

The digital photomontage process begins with a set of source images, or image stack. For best
results, the source images should generally be related in some way. For instance, they might all be
of the same scene but with different lighting or camera positions. Or they might all be of a changing
scene, but with the camera locked down and the camera parameters fixed. When a static camera
is desired, the simplest approach is to use a tripod. Alternatively, in many cases the images can be
automatically aligned after the fact using one of a variety of previously published methods [134, 85].

My application interface makes use of two main windows: a source window, in which the user
can scroll through the source images; and a composite window, in which the user can see and interact
with the current result. New, intermediate results can also be added to the set of source images at
any time, in which case they can also be viewed in the source window and selected by the various
automatic algorithms about to be described.

Typically, the user goes through an iterative refinement process to create a composite. Associated
with the composite is a labeling, which is an array that specifies the source image for each pixel in

the composite.

3.2.1 Objectives

After loading a stack, the user can select an image objective that can be applied globally to the entire
image or locally to only a few pixels through a “painting”-style interface. The image objective at
each pixel specifies a property that the user would like to see at each pixel in the designated area of
the composite (or the entire composite, if it is specified globally). The image objective is computed
independently at each pixel position p, based on the set of pixel values drawn from that same position
p in each of the source images. I denote this set the span at each pixel.

The general image objectives that may be applied in a variety of applications include:

e Designated color: a specific desired color to either match or avoid (Figures 3.7 and 3.6).

e Minimum or maximum luminance: the darkest or lightest pixel in the span (Figures 3.7

and 3.6).
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o Minimum or maximum contrast: the pixel from the span with the lowest or highest local

contrast in the span (Figures 3.8 and 3.11).

e Minimum or maximum likelihood: the least or most common pixel value in the span (subject

to a particular histogram quantization function, Figures 3.12 and 3.10).

e Eraser: the color most different from that of the current composite (Figure 3.10).

e Minimum or maximum difference: the color least or most similar to the color at position p

of a specific source image in the stack (Figure 3.12).

e Designated image: a specific source image in the stack (Figures 3.2, 3.12, 3.4, and 3.5).

For some photomontage applications I design custom image objectives (e.g., Figures 3.13 and
3.9). There is also a second type of objective that can be specified by the user, which I call a seam
objective. The seam objective measures the suitability of a seam between two image regions. Un-
like the image objective, it is always specified globally across the entire image. The types of seam

objectives I have implemented include:

e (Colors: match colors across seams (Figures 3.12, 3.4, and 3.5).

o Colors & gradients: match colors and color gradients across seams (Figures 3.8, 3.13,3.9, 3.11,

and 3.10).

e Colors & edges: match colors across seams, but prefer seams that lie along edges (Fig-

ures 3.2, 3.7, and 3.6).

The designated image objective was originally introduced by Kwatra et al. [77] to interactively
merge image regions. Many of the other objectives that I introduce do not require the selection of a
specific source, thus allowing the user to specify high-level goals for which the system automatically
selects the most appropriate sources. The colors and colors & edges seam objectives were also

introduced by Kwatra et al. .
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The relative importance of the image vs. seam objectives must be chosen by the user. However,
the effect of this importance can be seen very naturally in the result. A relatively low-importance
seam objective results in many small regions, and thus many seams. A higher-importance seam
objective results in fewer, larger regions. Since different applications call for different amounts of
spatial regularization vs. adherence to the image objective, I have found the ability to control this

trade-off to be quite useful in practice.

Typically, a seam objective is chosen just once for the entire iterative process, whereas a new
image objective is specified at each iterative step. Once an image objective and seam objective are
chosen, the system performs a graph cut optimization that incorporates the relative importance of

the image and seam objectives.

3.2.2 Brushes

If the image objective is specified globally across the space of the composite, then the optimization
considers all possible source images and fuses together a composite automatically. To specify an
image objective locally, the user can paint with one of two types of brushes. If the multi-image brush
is used, then the framework proceeds as if a global objective had been specified: all possible source
images are fused together in order to best meet the requirements of the locally-specified image
objective and the globally-specified seam objective. However, this operation can take significant
time to compute.

Thus, more frequently the single-image brush is used; in this case graph cut optimization is
performed between the current composite and each of the source images independently. This process
is depicted in Figure 3.1. After painting with the brush, a subset of the source images that best satisfy
the locally-specified image objective is presented to the user, along with a shaded indication of the
region that would be copied to the composite, in a new window, called the selection window. The
source images are ordered in this window according to how well they meet the image objective.
As the user scrolls through the source images in the selection window, the composite window is
continually updated to show the result of copying the indicated region of the current source to the

current composite. The user can “accept” the current composite at any time.

Alternatively, the user can further refine the automatically selected seam between the selected
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source image and the current composite in one of two ways. First, the user can enlarge the portion
of the selected source image by painting additional strokes in the results window. In this case, any
pixels beneath these new strokes are required to come from the source image. Second, the user can
adjust an “inertia” parameter: the higher the inertia setting, the smaller the region of the source
image that is automatically selected. Since graph cuts are a global optimization method, a brush
stroke can have surprising, global effects. This parameter allows the user to specify that only pixels
close to the brush stroke should be affected by the stroke.

This painting process is repeated iteratively. At each step, the user can choose a new image
objective and apply it either globally or locally, by painting new strokes. Finally, in some cases the
resulting composite may have a few, lingering visible artifacts at seams. If so, the user can perform
a final gradient-domain fusion step to improve the result.

The next two sections describe the graph cut optimization and gradient-domain fusion steps in

detail.

3.3 Graph cut optimization

My system uses graph cut optimization to create a composite that satisfies the image and seam

objectives specified by the user.

Suppose there are n source images Iy,...,I,. To form a composite, the system must choose a
source image /; for each pixel p. The mapping between pixels and source images is called a labeling
and the label for each pixel is denoted L(p). A seam exists between two neighboring pixels p,q in
the composite if L(p) # L(q).

Boykov et al. [18] have developed graph cut techniques to optimize pixel labeling problems; I
use their approach (and software). The algorithm uses ‘“alpha expansion” to minimize a cost func-
tion. Although a full description of this algorithm is beyond the scope of this chapter, it essentially
works as follows. The #’th iteration of the inner loop of the algorithm takes a specific label o and
a current labeling L, as input and computes an optimal labeling L, ; such that L,(p) = L,(p) or
L;+1(p) = o. The outer loop iterates over each possible label. The algorithm terminates when a pass
over all labels has occurred that fails to reduce the cost function. If the cost function is a metric, the

labeling computed is guaranteed to be within a factor of two of the global minimum.
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In my system, the cost function C of a pixel labeling L is defined as the sum of two terms: an

image cost C; over all pixels p and a seam cost C, over all pairs of neighboring pixels p,g:

C(L) = Y. Ci(p,L(p) + X Cip,q L(p), L(q)) 3.1)

P
The image cost is defined by the distance to the image objective, whereas the seam cost is defined
by the distance to the seam objective.

Specifically, the image cost C;(p, L(p)) is defined in the following ways as selected by the user:

e Designated color (most or least similar): the Euclidean distance in RGB space of the source
image pixel /7, (p) from a user-specified target color. The user interface includes a tool for

the selection of a pixel in the span that is used as the color target.

e Minimum (maximum) luminance: the distance in luminance from the minimum (maximum)

luminance pixel in a pixels span.

e Minimum (maximum) likelihood: the probability (or one minus the probability) of the color
at I(,)(p), given a probability distribution function formed from the color histogram of all
pixels in the span (the three color channels are histogrammed separately, using 20 bins, and

treated as independent random variables).

e Eraser: the Euclidean distance in RGB space of the source image pixel /() (p) from the

current composite color.

o Minimum (maximum) difference: the Euclidean distance in RGB space of the source image

pixel I, (p) from 1,(p), where I, is a user-specified source image.

e Designated image: 0 if L(p) = u, where I, is a user-specified source image, and a large penalty

otherwise.

e Contrast: a measure created by subtracting the convolution of two Gaussian blur kernels

computed at different scales [117].
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The seam cost is defined to be 0 if L(p) = L(g). Otherwise, the cost is defined as:

.
X if matching “colors”

Y if matching “gradients”
C(p, 4, L(p), L(q)) =
X +Y if matching “colors & gradients”

X/Z  if matching “colors & edges”

where

X = |p)(p) = I (Pl + ) (@) =g (@)l
Y = Vi (p) = Viggy(p)l + [IVIp) (@) — Vg (@)l

Z = Ey,(p.9) + Egy(p.q)

and VI(p) is a 6-component color gradient (in R, G, and B) of image z at pixel p, and E,(p,q) is the
scalar edge potential between two neighboring pixels p and ¢ of image z, computed using a Sobel
filter.

Note that all of these seam costs are metrics, except X /Z which is a semi-metric since it does
not always satisfy the triangle inequality. When this seam cost is used, many of the theoretical
guarantees of the “alpha expansion” algorithm are lost. However, in practice I have found it still
gives good results. Kwatra et al. [77] also successfully use alpha expansion with this seam cost.

Finally, the “inertia” control, described in the previous section, is implemented by calculating
an approximate Euclidean distance map [31] D(p) that describes the distance from the painted area
at each point p. (This distance is 0 within the area.) A weighted version of this distance is added to
the overall cost function being minimized by the graph cut optimization whenever L, (p) # L;(p).
The “inertia” parameter is precisely this weight. Thus, the higher the inertia, the less likely the graph

cut is to select a new label for regions that are far from the painted area.
3.4 Gradient-domain fusion

For many applications the source images are too dissimilar for a graph cut alone to result in visually
seamless composites. If the graph cut optimization cannot find ideal seams, artifacts may still exist.
In these cases, it is useful to view the input images as sources of color gradients rather than

sources of color. Using the same graph cut labeling, I copy color gradients to form a composite
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vector field. I then calculate a color composite whose gradients best match this vector field. Doing
so allows us to smooth out color differences between juxtaposed image regions. I call this process
gradient-domain fusion.

The composite color image is computed separately in the three color channels. The details of
this task have been well described by other researchers [38, 108]. As they noted, unless the gradient
field is conservative, no image exists whose gradient exactly matches the input. Instead, a best-fit
image in a least-squares sense can be calculated by solving a discretization of the Poisson equation.

For a single color channel, I seek to solve for the pixel values M(x,y). These values are re-
ordered into a vector v, but, for convenience here, I still refer to each element v, , based on its
corresponding (x,y) pixel coordinates. An input gradient VM (x,y) specifies two linear equations,

each involving two variables:

Vetly = Vey = VMx(x,y) (3.2)

Veyrl — Vey = VM,(x,y) (3.3)

Like Fattal et al. [38], I employ Neumann boundary conditions, equivalent to dropping any
equations involving pixels outside the boundaries of the image. In addition, because the gradient
equations only define v up to an additive constant, the system asks the user to choose a pixel whose
color will be constrained to the color in its source image; this constraint is then added to the linear
system.

The resulting system of equations is over-constrained. The system solves for the least-squares
optimal vector v using conjugate gradients applied to the associated normal equations [90]. This
algorithm can be slow; however, the system generally computes this image only once as a final
stage of the process. As discussed by Fattal et al. [38] and others, a solution can be computed very
quickly using multigrid methods, at the cost of a more complex implementation.

One additional complication can arise when using gradient-domain fusion with a seam cost that
cuts along high-gradient edges. Blending across these seams may result in objectionable blurring
artifacts, since strong edges may be blended away. I solve this problem by simply dropping the
linear constraints wherever the edge strength, as measured by a Sobel operator, exceeds a certain

threshold.
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3.5 Results

I now demonstrate how my system can be applied to a variety of tasks. Depending on the specific
task, a different set of image and seam objectives will be used to achieve the goal. Some results
(Figures 3.8, 3.13, 3.9,and 3.11) do not require painting by the user; they are computed automat-
ically by applying an image objective globally over the whole image. Other results are created by
user-painted image objectives (Figures 3.2, 3.7, 3.4, 3.5, and 3.6). Finally, the user may choose to

begin with a globally-computed composite, and then interactively modify it (Figures 3.12 and 3.10).

Selective composites. Photomontage allows us to interactively select and assemble the best frag-
ments of a set of images. Photographs of a group of people are a good example; it is difficult to
capture a group portrait without a few closed eyes or awkward expressions. In Figure 3.2, I merge
several group portraits into one that is better than any of the originals. Even portraiture of a single
person can be challenging and can be aided by assembling a composite (Figure 3.4). I can also push
the photomontage paradigm to create entirely fictional but surprisingly realistic (and sometimes

funny) composite portraits of different people (Figures 3.4 and 3.5).

Image-based relighting. Photography is the art of painting with light; my next application of
photomontage demonstrates this point. Studio portraiture (Figure 3.6) and product photography
(Figure 3.7) typically involve a complex lighting setup. Instead, I allow a user to literally paint
light, and simulate complex lighting with just a few brush strokes. After capturing a set of images
taken under various lighting conditions, I quickly relight a subject, both with realistic and non-
physically realizable lighting. This allows photographers to experiment with a wide range of lighting
possibilities after a shoot, instead of carefully planning a desired effect in advance. Note that several
of the image objectives can be thought of as highlight or shadow brushes that indicate the desired
placement of these lighting effects in a scene. The user can paint with the color image objective
using a bright, highlight color or a dark, shadow color to find highlights or shadows in a specific
location in the set of source images. Alternatively, the maximum or minimum luminance objectives
can also be used to find highlights or shadows, respectively, and add them to the composite.

Extended depth-of-field. In microscopy and macro photography of small specimens such as
insects and flowers, scientists struggle with a very limited depth of field. To create focused images

of three-dimensional specimens, it is common for scientists to combine multiple photographs into
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Figure 3.2: From the set of five source images in the top row, I quickly create the composite family portrait
in the bottom right in which everyone is smiling and looking at the camera. I simply flip through the stack
and coarsely draw strokes using the designated source image objective over the people I wish to add to
the composite. The user-applied strokes and computed regions are color-coded by the borders of the source
images on the top row (left).

Figure 3.3: I use two images of the same person to improve the portrait. I replace the closed eyes in the first
portrait with the open eyes in the second portrait.
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Figure 3.4: (Top two rows): Image stack. (3rd row): One example portrait: strokes painted and computed
regions, composite, close-up of artifacts in composite and their appearance after gradient-domain fusion, the
final composite. (Bottom row): More examples. I use a set of 16 portraits to mix and match facial features
and create brand new people. The faces are first hand aligned to, for example, place all the noses in the same
location.
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Figure 3.5: Fictional researchers created by combining portraits of graphics pioneers Andries Van Dam and
Jim Kajiya, using the same approach used in Figure 3.4.

a single, extended depth-of-field image. The commercial software package Auto-Montage [133] is
the most commonly used system for this task. This problem has also been addressed using Laplacian
pyramids [103, 25]. Finally, Haeberli [55] demonstrates a simplification of this approach that uses
per-pixel heuristics of contrast to select a source. I similarly use a measure of contrast to select
sources, but do so with the spatial consistency afforded by graph cut optimization. This application
requires no user input since the objectives are global over the full image. To demonstrate my system
I obtained a stack of images of an ant from an entomologist. Figure 3.8 shows a comparison of
the results using previous algorithms to my approach. My result has fewer seam artifacts and more

regions in focus.

Image mosaics. Image mosaics [134] combine multiple, displaced images into a single panorama;
here, the primary technical challenge is image alignment. However, once the images have been
aligned, moving objects and exposure variations can make the task of compositing the aligned im-
ages together challenging. If people in a scene move between images, simple linear blending of

source images results in ghosts (Figure 3.9). An ideal composite will integrate these different mo-
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Figure 3.6: I apply my relighting tools to an image stack (first row) acquired with the aid of a spherical gantry
or a light stage. With just a few strokes of the luminance objectives I simulate complex studio lighting. To
create a glamorous Hollywood portrait (middle row, left) I simulate a key light to the left of the camera, two
fill lights for the left cheek and right side of the hair, and an overhead light to highlight the hair (bottom row,
left). The graph cut introduces a slight artifact in the hair; gradient domain fusion removes the sharp edges
(middle row, middle). Note this result is quite distinct from simply averaging the source images (bottom row,
middle). I create a completely different and frightening look (middle row, right) by adding a key light from
below and a fill light from above. Using the multi-image brush I quickly produce a strong specular halo
around her head (bottom row, right).
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Figure 3.7: (Top row): A set of five images of a bronze sculpture under different lighting conditions (taken
by waving a desk lamp in front of the sculpture). (Middle row): A sequence of painting steps, along with
the resulting labeling. (Bottom-row): The composite after each step. The user begins with a single source
image, and then creates the lighting of the final composite by painting a series of strokes with various image
objectives. The designated color objective is used to remove and add highlights and shadows, and to select
the color of the statue’s base. In the second step a maximum luminance objective is used to add a highlight
along the neck and leg. In the final step, a designated image objective is used to select an evenly lit table
surface.
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Figure 3.8: (Top row): A set of macro photographs of an ant (eight of eleven used) taken at different focal
lengths. I use a global maximum contrast image objective to compute the graph cut composite automatically
(middle left, with an inset to show detail, and the labeling shown directly below). A small number of remaining
artifacts disappear after gradient-domain fusion (middle, middle). For comparison I show composites made by
Auto-Montage (middle, right), by Haeberli’s method (bottom, middle), and by Laplacian pyramids (bottom,
right). All of these other approaches have artifacts; Haeberli’s method creates excessive noise, Auto-Montage
fails to attach some hairs to the body, and Laplacian pyramids create halos around some of the hairs.
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ments of time into one, natural still. Davis [32] addresses this problem by finding optimal seams
with Dijkstra’s algorithm; however it cannot handle many overlapping images. Uyttendaele et al.
[141] use a vertex cover algorithm and exposure compensation to compute mosaics. I have tested
my approach on the same data set used in their paper in Figure 3.9, and my results compare favor-
ably.

Background reconstruction. In many cases it can be difficult to capture an image of a scene free
of unwanted obstructions, such as passing people or power lines. I demonstrate the application of
my system to reconstructing a background image free of obstruction. Figure 3.10 shows how I can
remove people from a crowded town square in front of a cathedral by merging several images of the
scene taken on a tripod. I also show that my results improve upon common alternate approaches.
In Figure 3.11, I use multiple photographs taken from offset positions of a mountain scene that is
obstructed with power lines, to create an image free of wires.

Visualizing motion. Artists have long used a variety of techniques to visualize an interval of
time in a single image. Photographers like Jules-Etienne Marey [19] and Eadward Muybridge [95]
have created compelling stroboscopic visualizations of moving humans and other types of motion.
Traditional stroboscopy depicts multiple instances, or sprites, of a moving subject at regular inter-
vals of time. Using graph cut optimization and a video sequence as input, I am able to produce a
similar effect (Figure 3.12). The optimization goes beyond what is possible with regular intervals
by choosing sprites that appear to flow seamlessly into each other. This effect would be very dif-
ficult to create manually. Simply averaging the selected images would result in a series of ghosts
superimposed on the background.

Time-lapse mosaics. Time-lapse photography allows us to witness events that occur over too
long an interval for a human to perceive. Creating a time-lapse image can be challenging, as there is
typically large-scale variation in lighting and transient scene elements in a time-lapse sequence. My

photomontage framework is well suited for this task as shown in Figure 3.13.

3.6 Conclusions and future work

I have presented a framework that allows a user to easily and quickly create a digital photomontage.

I have demonstrated a system that combines graph cut optimization and a gradient domain image-
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Figure 3.9: Simple linear blending of panoramic source images (top, with each registered source outlined
in blue) can result in ghosting artifacts if the scene contains movement; my framework can eliminate this
ghosting (bottom). Each aligned source image is extended to cover the full panorama; pixels not originally
present in the source image are marked as invalid. A custom image objective is designed that returns a large
penalty for pixel labels that point to invalid source pixels, and zero otherwise. Finally, gradient-domain fusion
is very effective at compensating for differences in brightness and hue caused by exposure variation between
stack images.
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Figure 3.10: From a set of five images (top row) I create a relatively clean background plate using the maxi-
mum likelihood objective (middle row, left). The next two images to the right show that my result compares
favorably to a per-pixel median filter, and a per-pixel maximum likelihood objective, respectively. An inset
of my result (bottom row, left) shows several remaining people. The user paints over them with the eraser
objective, and the system offers to replace them with a region, highlighted in blue, of the fourth input image.
The user accepts this edit, and then applies gradient-domain fusion to create a final result (bottom row, mid-
dle). Finally, using a minimum likelihood image objective allows us to quickly create a large crowd (bottom
right).

Figure 3.11: (Left): Three of a series of nine images of a scene that were captured by moving the camera to
the left, right, up, and down in increments of a few feet. The images were registered manually to align the
background mountains. (Right): A minimum contrast image objective was then used globally to remove the
wires.
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Figure 3.12: To capture the progression of time in a single image I generate this stroboscopic image from a
video sequence. (Top row): Several video frames. (Left column): I first create a background image using the
maximum likelihood objective. Then, I use the maximum difference objective to compute a composite that is
maximally different from the background. A higher weight for the image objective results in more visible
seams but also more instances of the girl. Beginning with the second result, the user removes the other girls
by brushing in parts of the background and one of the sources using the designated source objective (right
column, top) to create a final result (right, bottom).
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Figure 3.13: A few frames of a video sequence depicting the collapse of a building (top row). Using a custom
image objective that encourages linear time variation across the space of the composite, I depict time flowing
right to left, and then left to right (middle row). Time can also flow bottom to top, or top to bottom (bottom
TOW).
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fusion algorithm with an intuitive user interface for defining local and global objectives. My work
on digital photomontage suggests a number of areas for future work.

My system has been shown to be applicable to a wide range of photomontage applications;
however, I strongly suspect that there are many more. In the process of conducting this research I
have discovered that a surprising array of beautiful, useful, and unexpected images can arise from
an image stack. An exciting opportunity for future work is to discover more applications of pho-
tomontage. This would involve finding new types of image stacks than the ones presented here, and
possibly new image objectives that would be used to find the best parts of a stack to retain in a
composite.

Several of the applications I present require user guidance in selecting the best parts of im-
ages (e.g., image-based relighting and selective composites); more sophisticated image objectives
could be defined that automatically find the best parts of images. For example, the group portrait in
Figure 3.2 could created by automatically finding the best portrait of each person.

Finally, it may be possible to apply my approach to other types of data, such as 2.5D layered
images, video sequences, 3D volumes, or even polygonal models. Such data sets would probably
require new image and seam objectives that consider the relationships between the additional dimen-

sions of the data, and an interface for controlling optimization in these higher dimensional spaces.
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Chapter 4

PHOTOGRAPHING LONG SCENES WITH MULTI-VIEWPOINT PANORAMAS

The photomontage system described in the previous chapter is mostly designed for creating
single-viewpoint composite images of a scene. The input images sample the plenoptic function
in a very constrained fashion; typically, the viewpoint is fixed by placing the camera on a tripod,
and the only variations between the input images occur over time. Over time there are changes
in scene properties (such as lighting or object positions) or camera parameters (such as the focal
plane). A slightly different scenario was shown in Figure 3.11, for which the camera position was
slightly shifted between each photograph. In this simple example, shifts in viewpoint were used to
remove power lines. There are other reasons, however, to create composite images that incorporate
multiple viewpoints; I surveyed some of these reasons in Section 2.2.1. In this chapter' I extend
the photomontage approach to create composites from multiple viewpoints in order to effectively
visualize scenes that are too long to depict from any one viewpoint.

Imagine, for example, trying to take a photograph of all the buildings on one side of a city street
extending for several blocks. A single photograph from the street’s opposite side would capture
only a short portion of the scene. A photograph with a wider field of view would capture a slightly
longer section of the street, but the buildings would appear more and more distorted towards the
edges of the image. Another possibility would be to take a photograph from a faraway viewpoint.
Unfortunately, it is usually not possible to get far enough away from the side of a street in a dense
city to capture such a photograph. Even if one could get far enough way, the result would lose the
perspective depth cues that we see when walking down a street, such as awnings that get bigger as
they extend from buildings, and crossing streets that converge as they extend away from the viewer.
The problems described here are not unique to streets. In general, single-perspective photographs
are not very effective at conveying long scenes, such as the bank of a river or the aisle of a grocery

store. In this chapter I introduce a practical approach to producing panoramas that visualize these

IThe work described in this chapter was originally presented as a paper [2] at SIGGRAPH 2006.
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Figure 4.1: A multi-viewpoint panorama of a street in Antwerp composed from 107 photographs taken about
one meter apart with a hand-held camera.

types of long scenes.

I am not the first to address this problem. Perhaps the best-known approach, explored by both
artists and computer scientists, is to create a slit-scan panorama (also called a strip panorama) [79].
Historically, these panoramas were created by sliding a slit-shaped aperture across film; the digital
approach is to extract thin, vertical strips of pixels from the frames of a video sequence captured
by a translating video camera. The resultant image can be considered multi-viewpoint (or multi-
perspective), because the different strips of the image are captured from different viewpoints. Multi-
viewpoint panoramas can be quite striking; moreover, they may be of practical use for a variety of
applications. Images of the sides of streets, for example, can be used to visually convey directions
through a city, or to visualize how proposed architecture would appear within the context of an

existing street.

Strip panoramas have multiple disadvantages, however, as I discuss in Section 4.0.1. In this
chapter, 1 present a different approach to producing multi-viewpoint panoramas of long scenes.
The input to my system is a series of photographs taken with a hand-held camera from multiple
viewpoints along the scene. To depict the side of a street, for example, I walk along the other side
and take hand-held photographs at intervals of one large step (roughly one meter). The output is
a single panorama that visualizes the entire extent of the scene captured in the input photographs
and resembles what a human would see when walking along the street (Figure 4.1). Rather than
building the panorama from strips of the sources images, my system uses Markov Random Field
optimization to construct a composite from arbitrarily shaped regions of the source images according
to various properties I wish the panorama to exhibit. While this automatically composited panorama
is often satisfactory, I also allow for interactive refinement of the result. The user can paint rough

strokes that indicate certain goals, such as the use of a certain viewpoint in a certain area of the
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panorama. The major contribution of my work is a practical approach to creating high-quality, high-
resolution, multi-viewpoint panoramas with a simple and casual capture method. To accomplish this
goal, I present a number of novel techniques, including an objective function that describes desirable
properties of a multi-viewpoint panorama, and a novel technique for propagating user-drawn strokes

that annotate 3D objects in the scene (Section 4.1.4).

4.0.1 Related work

The term “panorama” typically refers to single-viewpoint panoramas, which can be created by
rotating a camera around its optical center [134]. Strip panoramas, however, are created from a
translating camera, and there are many variants, e.g., “pushbroom panoramas” [54, 128], “adaptive
manifolds” [107], and “x-slit” images [152]. Zheng [150] and Roman et al. [120] both describe

techniques designed specifically for creating strip panoramas of long streets.

In their simplest form, strip panoramas exhibit orthographic projection along the horizontal axis,
and perspective projection along the vertical. This disparity in projection leads to distortions for
scenes that are not strictly planar. Objects at a certain depth from the camera plane are shown
with a correct aspect ratio, but objects further from the camera appear horizontally stretched while
closer objects appear squashed. The depth at which objects are shown correctly can be adjusted
by varying the width of the strips taken from the video frames. Automatic approaches to varying
strip width either estimate scene depth [116] or attempt to minimize the appearance of vertical
seams [144]. Roman et al. [120] take an interactive approach. In their system, the user can choose
to include several separated strips of single-viewpoint perspective in the panorama; the system will
then interpolate viewpoints between these regions. They demonstrate better results than traditional
strip panoramas, but require a complex capture setup. Since they need a dense sampling of all rays
that intersect the camera path (i.e., a 3D light field), they use a high-speed 300-frame-per-second
video camera mounted on a truck that drives slowly down the street.

All of these variants of strip panoramas still exhibit distortions for scene with varying depths,
especially if these depth variations occur across the vertical axis of the image. There are other
problems with strip panoramas as well. The use of orthographic projection across the horizontal

axis of the image sacrifices local perspective effects that serve as useful depth cues; in the case of
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a street, for example, crossing streets will not converge to a vanishing point as they extend away
from the viewer. Another problem is that strip panoramas are created from video sequences, and
still images created from video rarely have the same quality as those captured by a still camera. The
resolution is much lower, compression artifacts are usually noticeable, and noise is more prevalent
since a constantly moving video camera must use a short exposure to avoid motion blur. Finally,
capturing a suitable video can be cumbersome; strip panoramas are not typically created with a
hand-held video camera, for example.

Strip panoramas are not the only way to image in multiple perspectives. Multi-perspective imag-
ing can take many forms, from the more extreme non-photorealism of Cubism to the subtle depar-
tures from linear perspective often used by Renaissance artists [76] to achieve various properties
and arrangements in pictorial space. Several researchers have explored multi-perspective renderings
of 3D models [7, 148]. Yu and McMillan presented a model that can describe any multi-perspective
camera [149]. Multi-perspective images have also been used as a data structure to facilitate the
generation of traditional perspective views [147, 111, 152]. In the field of photogrammetry [69],
aerial or satellite imagery from varying viewpoints are stitched together to create near-orthographic,

top-down views of the earth (e.g., Google Earth [51]).

4.0.2 Approach

My approach to generating effective multi-viewpoint images is inspired by the work of artist Michael
Koller [73], who creates multi-viewpoint panoramas of San Francisco streets that consist of large
regions of ordinary perspective photographs artfully seamed together to hide the transitions (Fig-
ure 2.4). There is no obvious standard or ground truth by which to evaluate whether a specific
multi-viewpoint panorama visualizes a scene well, even if the 3D scene geometry and appearance
were known. Koller’s images, however, are attractive and informative, so I attempt to define some

of their properties:

1. Each object in the scene is rendered from a viewpoint roughly in front of it to avoid perspective

distortion.

2. The panoramas are composed of large regions of linear perspective seen from a viewpoint
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where a person would naturally stand (for example, a city block is viewed from across the

street, rather than from some faraway viewpoint).

3. Local perspective effects are evident; objects closer to the image plane are larger than objects

further away, and multiple vanishing points can be seen.

4. The seams between these perspective regions do not draw attention; that is, the image appears

natural and continuous.

I thus designed my system to generate multi-viewpoint panoramas that exhibit these properties
as well as possible. Note, however, that maximizing these properties may not produce an effective
multi-viewpoint panorama for any arbitrary scene. Koller’s images are particularly good at visualiz-
ing certain types of scenes: those that are too long to effectively image from a single viewpoint, and
those whose geometry predominantly lies along a large, dominant plane (for example, the fronts of
the buildings in Figure 4.1). Because of this latter property, these scenes can be effectively visual-
ized by a single two-dimensional image whose image plane is parallel to the dominant plane of the
scene. More three-dimensional phenomena are unlikely to be well-summarized by a single image.
I have not, for example, attempted to create multi-viewpoint panoramas that turn around street cor-
ners, or that show all four sides of a building, since they are likely to be less comprehensible to the
average viewer. Note also that the dominant plane need not be strictly planar. For example, the river
bank I depict in Figure 4.13 curves significantly (as is evident from the plan view in Figure 4.5).

My system requires the user to specify a picture surface that lies along the dominant plane. The
system’s success depends on a key observation (see Figure 4.2): images projected onto the picture
surface from their original 3D viewpoints will agree in areas depicting scene geometry lying on the
dominant plane (assuming Lambertian reflectance and the absence of occlusions). This agreement
can be visualized by averaging the projections of all of the cameras onto the picture surface (Fig-
ure 4.7). The resulting image is sharp for geometry near the dominant plane because these projec-
tions are consistent and blurry for objects at other depths.? Transitions between different viewpoints

can thus be placed in these aligned areas without causing objectionable artifacts. My system uses

2This image bears some resemblance to synthetic-aperture photography [80], though with much sparser sampling.
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Figure 4.2: A plan view (xz slice) of a hypothetical scene captured with four photographs taken from view-
points Cy,...,Cy4. The picture surface is placed at the front of the two buildings so that their projections are
consistent inbetween the different views. However, the projections of objects off of the picture surface will
not be consistent. For example, point a on the front of building 1 will project from each camera to the same
pixel on the picture surface, while point b on the tree will project to different places.
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Figure 4.3: An overview of my system for creating a multi-viewpoint panorama from a sequence of still
photographs. My system has three main phases. In the preprocessing stage, my system takes the source
images and removes radial distortion, recovers the camera projection matrices, and compensates for exposure
variation. In the next stage, the user defines the picture surface on which the panorama is formed; the source
photographs are then projected onto this surface. Finally, my system selects a viewpoint for each pixel in the
output panorama using an optimization approach. The user can optionally choose to interactively refine this
result by drawing strokes that express various types of constraints, which are used during additional iterations
of the optimization.
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Markov Random Field optimization to choose one viewpoint for each pixel in the output panorama;
the optimization tries to place seams between viewpoints in aligned areas, while also maximizing
the four desirable properties of a multi-viewpoint panorama listed above.

The operating range of my approach is thus limited to scenes whose geometry intersects the
dominant plane often enough for natural transitions between viewpoints to occur. The required fre-
quency of these intersections varies inversely with the field of view of the input photographs, since
my approach is unlikely to work well if a portion of the scene larger than the field of view of one
camera is entirely off of the dominant plane. For this reason I often use a fisheye lens to insure a
wide field of view. My approach is not, however, limited to strictly planar scenes (which are trivial
to stitch). In fact, regions off of the dominant plane provide valuable local perspective cues that im-
prove the overall composition. My goal is to leave these areas intact and in their correct aspect ratios
(unlike strip panoramas, which squash or stretch regions off of the dominant plane). This goal can
be accomplished by restricting transitions between viewpoints to areas intersecting the dominant
plane. Objects off of the dominant plane will thus be either depicted entirely from one viewpoint, or
omitted altogether (by using viewpoints that see around the object, which generally works only for
small objects).

It is not always possible to limit transitions to areas intersecting the picture surface. For example,
the bottom of Figure 4.1 contains cars, sidewalk, and road, none of which lie near the picture surface
located at the front of the buildings. In this case, transitions between viewpoints must “cheat” and
splice together image regions that do not actually represent the same geometry. The transitions
between these image regions should be placed where they are least noticeable; for example, splicing
together separate regions of sidewalk in Figure 4.1 will likely not be objectionable. Such decisions,
however, are subjective and not always successful. I thus allow the user to easily refine the results
by drawing rough strokes indicating various constraints, as described in Section 4.1.4. The result in

Figure 4.1, however, required no interactive refinement.

4.1 System details

An overview of my system is shown in Figure 4.3. I now describe each step of my system in detail.

I begin by capturing a sequence of photographs that depict the scene for which I wish to produce
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a panorama. My image capture process is fairly simple; I walk along the scene and take hand-held
photographs roughly every meter. I use a digital SLR camera with auto-focus and manually control
the exposure to avoid large exposure shifts. For some data sets [ used a fisheye lens to ensure capture

of a wide field of view.

4.1.1 Preprocessing

After capturing the photographs, I use the freely available software PtLens [37] to remove radial

distortion and determine the field of view of the fisheye lens.

I then recover the projection matrices of each camera so that I can later project the source images
onto a picture surface. If there are n cameras, I recover a 3D rotation matrix R;, a 3D translation #;,
and a focal length f; for each camera, where 1 <i < n. Given these parameters, the location of the
i’th camera in the world coordinate system can be defined as V; = —RiTtl-. I recover these parameters
using a structure-from-motion system [57] built by Snavely et al. [129]. This system matches SIFT
features [84] between pairs of input images, and uses these point matches as constraints for an
optimization procedure that recovers the projection parameters as well as a sparse cloud of 3D scene
points. Brown and Lowe [21] also combine SIFT and structure-from-motion in a similar fashion.
The structure-from-motion results sometimes contain small errors, such as slow drift that can cause

an otherwise straight scene to slowly curve; I describe a solution to this problem in Section 4.1.2.

The next pre-processing step is to compensate for exposure variation between the source pho-
tographs, which is a common problem for panoramic stitching [141]. This problem is exacerbated in
my case since the data capture occurs over a longer period of time, and outdoor lighting conditions
can change significantly. I therefore need to adjust the exposure of the various photographs so that
they match better in overlapping regions. One approach that is well studied is to recover the radio-
metric response function of each photograph (e.g., [91]). For my application I do not need highly
accurate exposure adjustment, so I take a much simpler approach. I associate a brightness scale
factor k; to each image, and for two photographs I;,1; I assert that k;I; = k;I; for pixels that depict
the same geometry. Each SIFT point match between two images gives us three linear constraints of
this form (one for each color channel). The system solves for the values of k; that best meet these

constraints in a least-squares sense by solving a linear system. (The linear system is defined only up
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to a global scale, so I include a weak prior that each k; = 1.)

4.1.2  Picture surface selection

The next step of my approach is for the user to define a picture surface upon which the panorama
will be formed; this picture surface should be roughly aligned with the dominant plane of the scene.
The picture surface is defined by the user as a curve in the xz plane (i.e., the plan view); the curve is
then extruded in the y direction to the extent necessary to contain the four corners of each projected
source photograph.

My system helps a user to define the picture surface in two steps. The first step is to define the
coordinate system of the recovered 3D scene. This step is necessary because the recovered 3D scene
is in some unknown coordinate system. If the picture surface is to be extruded in the y dimension,
the scene and camera locations should first be transformed so that the xz axes span the scene ground
plane, and y points to the sky. The second step is to actually draw the curve in the xz plane that

defines the picture surface.

My system offers two approaches for choosing the coordinate system: one automatic, and one
interactive. If 1 assume that the photographer’s viewpoints were at a constant height and varied
across both dimensions of the ground plane, I can fit a plane to the camera viewpoints using principal
component analysis (PCA). The dimension of greatest variation (the first principal component) is
the new x-axis, and the dimension of least variation the new y-axis. This approach was used for
the scenes in Figures 4.11 and 4.13. Alternatively, the user can interactively define the coordinate
system. First, the system uses the recovered camera projection matrices to project the 3D scene
points into the original source photographs; then, the user selects a few of these projected points
that lie along the desired axes. The first two selected points form the new y-axis. These two points
can be any that lie along the desired up vector, e.g., two points along the vertical edge of a building.
The user then selects two points to form the new x-axis. The two selected vectors are unlikely to be
orthogonal, however, so the system takes the cross product of the two selected vectors to form the
z-axis, and the cross product of z and y to form the x-axis.

After using one of these two approaches to find the world-coordinate frame, I can generate a

plan view (an xz slice of the scene) that visualizes the locations of the camera and the 3D cloud of
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Figure 4.4: A plan view (xz slice) of the scene shown in Figure 4.1. The extracted camera locations are shown
in red, and the recovered 3D scene points in black. The blue polyline of the picture surface is drawn by the
user to follow the building facades. The y-axis of the scene extends out of the page; the polyline is swept up
and down the y-axis to form the picture surface.

Figure 4.5: A plan view (xz slice) of the river bank multi-viewpoint panorama in Figure 4.13; the extracted
camera locations are shown in red, and the 3D scene points in black. The dominant plane of the scene is
non-obvious, so the blue picture surface is fit to a subset of the scene points selected by the user (as described
in Section 4.1.2).

scene points (see Figure 4.4). I then ask the user to draw the picture surface in this plan view as a
polyline (though other primitives such as splines would be straightforward to allow as well). Once

the polyline is drawn, the system simply sweeps it up and down the y-axis to form a picture surface.

For street scenes it is easy for the user to identify the dominant plane in the plan view and draw
a polyline that follows it. For other scenes, it is not clear from the plan view (such as the river bank
in Figure 4.5) where the dominant plane is located. I thus allow for a second interactive approach to
designing the picture surface. The system projects the 3D scene points into the original photographs,
and then asks the user to select clusters of scene points that should lie along the picture surface. The
user might typically select such clusters in roughly every tenth source photograph. Then, the system
fits a third-degree polynomial z(x) to the z-coordinates of these 3D scene points as a function of
their x-coordinates (after filtering the points to remove any outliers). This function, swept up and
down the y-axis, defines the picture surface. This approach was used to define the picture surface in

Figure 4.5.

Once the picture surface location is defined in the plan view, the system samples the picture

surface to form a regular 2D grid. I refer to S(i, j) as the 3D location of the (i, j) sample on the
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Figure 4.6: One of the source images used to create the panorama in Figure 4.1. This source image is then
projected onto the picture surface shown in Figure 4.4, after a circular crop to remove poorly sampled areas
at the edges of the fisheye image.

Figure 4.7: First row: the average image of all the projected sources for the scene shown in Figure 4.1. Notice
that the street curves up towards the right. Second row: the average image after unwarping to straighten the
ground plane and cropping.
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Figure 4.8: First row: six of the 107 source photographs used to create the panorama in Figure 4.1. Second
row: the seams between the different regions of linear perspective highlighted in red. Notice that these seams
are very different from the vertical cuts required in strip panoramas.

picture surface. Each sample on this surface will form one pixel of the output panorama. The system
projects each source photograph onto the picture surface by projecting each sample S(i, j) of the
surface into the source photographs using their recovered projection matrices. One example of a
projected source image can be seen in Figure 4.6.

Once the source images are projected, the system produces a simple average image as shown
in Figure 4.7. The user can then perform two additional steps: warping and cropping. Warping
is sometimes required because of small drifts that can accumulate during structure-from-motion
estimation and lead to ground planes that slowly curve, as shown in Figure 4.7. In this case, the
user clicks a few points along the average image to indicate y values of the image that should be
warped straight. The system then resamples the image to straighten the clicked points. Finally, the
user can decide how to crop the picture surface by examining the average image. Figure 4.7 shows

an example unwarped, cropped, average image.

4.1.3 Viewpoint selection

The system can now create a panorama by choosing from among the possible viewpoints for each
pixel of the panorama. The above steps result in a series of n images /; of equivalent dimension,
one of which is shown at the bottom of Figure 4.6. Image I; represents the i’th viewpoint; that
is, the projection of the i’th camera. The system can thus create a panorama by choosing a color
for each pixel p = (py,py) from one of the source images I;(p). This choice should be guided

by the properties described in Section 4.0.2 that I wish the panorama to exhibit. I thus formulate
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an objective function that approximately measures these properties, and then minimize it using
Markov Random Field (MRF) optimization. As in chapter 3, the optimization computes a labeling
L(p), where L(p) = i if pixel p of the panorama is assigned color /;(p). My objective function has
three terms, which I now describe.

The first term reflects the property that an object in the scene should be imaged from a viewpoint
roughly in front of it. The notion of “in front” depends on the orientation of the scene geometry, so
I use the picture surface as a proxy for this geometry. Consider a line that extends from a sample
of the picture surface S(p) in the direction of the normal to the picture surface at S(p). Any camera
viewpoint along this normal will be the most “in front,” or, put another way, will view the scene in
the most straight-on manner. I can thus evaluate this heuristic for a pixel p that chooses its color
from /; by measuring the angle between the vector S(p) — V; and the normal of the picture surface
at S(p). Note that the optical axis of the camera (i.e., the direction the camera is facing) is not used.
My system approximates this heuristic using a simpler and more computationally efficient method
that is accurate if the cameras are roughly the same distance from the picture surface. I find the pixel
pi whose corresponding 3D sample S(p;) on the picture surface is closest to camera location V;; in
the case of a planar picture surface, this sample is exactly the sample for which camera V; gives the
most straight-on view. Then, if pixel p chooses its color from I;, I approximate the heuristic as the

2D distance from p to p;. Specifically, I define the cost function

Ci(p,L(p)) = |p— pr(p)l-

The second term of the objective function encourages transitions between different regions of linear
perspective to be natural and seamless. In the previous chapter I showed that a seamless transition

will minimize the seam cost

Co(p,L(p),a,L(q)) = [I(»)(P) — I(g) (P)* + 1Ty (@) — T (q)] (4.1)

between each pair of neighboring pixels p and g.

The third term of the objective function encourages the panorama to resemble the average image
in areas where the scene geometry intersects the picture surface. To some extent this resemblance
will occur naturally since there will typically be little variance between the different viewpoints in

these areas of the panorama. However, motion in the scene, specular highlights, occlusions, and
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other such phenomena can detract from my goal of accurately visualizing scene geometry near the
dominant plane. I thus calculate the mean and standard deviation of each pixel in the panorama
among the various /; in a robust fashion to discount outliers. I use a vector median filter [10]
computed across the three color channels as a robust mean, and the median absolute deviation
(MAD) [62] as a robust standard deviation. The MAD is calculated as the median L, distance from
the median color. I refer to the median image as M(x,y) and the MAD as &(x,y). Assuming that

image color channels vary from O to 255, I define the cost function

\M(p) — I (p)| ifo(p) <10

0 otherwise

Cn(p,L(p)) = (4.2)

to minimize the difference between the median image and the image defined by the current labeling
for those pixels whose robust standard deviation is low. Note that this approach will fail to identify
cases where scene geometry at the picture surface is frequently occluded. A more complicated al-
ternative, which I hope to explore, would be to compute view-dependent information about which
pixels in which view lie along the dominant plane using multi-view stereo techniques [67].

Finally, I mention a constraint: any one camera has a limited field of view and will not project
to every pixel of the panorama (e.g., the black pixels in Figure 4.6). I encode pixels in image [; to
which the i’th camera does not project as null, and do not allow L(p) = i if I;(p) = null. I thus wish
to compute a panorama that minimizes the overall cost function

C(L) = Y.(aCi(p.L(p)) + BCu(p.L(p))) + X, Cs(p.L(p),4,L(q)),
p P-4

which sums the three terms over each pixel p and each pair of neighboring pixels p and g. This cost
function has the familiar form of a Markov Random Field and can be minimized in several ways;
as in the previous chapter, I do so using graph cut optimization [74] in a series of alpha-expansion
moves [18]. T determine the weights experimentally and use the same values oo = 100 and 8 = .25
for all the results used in this chapter. However, these weights have natural meanings that could be
exposed to the user. Higher values of o encourage pixels from more straight-on views at the expense
of more noticeable seams. Lower values of both o and 3 are more likely to remove objects off of
the dominant plane (such as power lines or cars, in the case of a street).

Two additional steps are required to finish the panorama. I first compute the panorama at a lower

resolution so that the MRF optimization can be computed in reasonable time (typically around
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20 minutes). I then create higher-resolution versions using the hierarchical approach described in
section 5.3.6. Finally, some artifacts may still exist from exposure variations or areas where natural
seams do not exist. I thus composite the final panorama in the gradient domain (as described in

section 3.4) to smooth errors across these seams.

4.1.4 Interactive refinement

As described in Section 4.0.2, there is no guarantee that the user will like the transitions between
regions of linear perspective determined by the MRF optimization. I thus allow for high-level inter-
active control over the result; the user should be able to express desired changes to the panorama
without tedious manual editing of the exact seam locations. Also, the interaction metaphor should
be natural and intuitive, so in a manner similar to the photomontage system in the previous chapter,

I allow the user to draw various types of strokes that indicate user-desired constraints.

My system offers three types of strokes. “View selection” strokes allow a user to indicate that
a certain viewpoint should be used in a certain area of the panorama. A “seam suppression” stroke
indicates an object through which no seam should pass; I describe a novel technique for propagating
this stroke across the different positions the object might take in the different viewpoints. Finally,
an “inpainting” stroke allows the user to eliminate undesirable features such as power lines through

inpainting [17].

View selection

The MRF optimization balances two competing concerns: creating a seamless composite, and ren-
dering geometry from straight-on viewpoints. In some cases, the user may want greater control over
this trade-off. I thus allow the user to paint strokes that indicate that a certain viewpoint should be
used for a certain region of the composite. The mechanism of this stroke is simple, and similar to
the designated image objective of the previous chapter: the user selects a projected source image 1;,
and draws a stroke where that image should appear in the final panorama. I then constrain L(p) =i
for each pixel under the stroke during a second run of the MRF optimization. An example of this

stroke (drawn in green) can be seen in Figure 4.10.
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Seam suppression

Seam suppression strokes (drawn in red) allow the user to indicate objects in a scene across which
seams should never be placed. As discussed in Section 4.0.2, the MRF optimization will try to route
seams around objects that lie off of the dominant plane. However, in some cases no such seams exist,
and the optimization is forced to find other transitions that are not visually noticeable. Sometimes
the result is not successful; in Figure 4.9, for example, the white truck on the left and two cars
on the right have been artificially shortened. While these seams may have a low cost according to
equation (4.1), our knowledge of vehicles tells us that something is awry. This type of knowledge
is difficult to encode in an algorithm, so I allow the user to indicate objects that should not be cut
through. For example, the user can draw a stroke through the cars to indicate that no seams should
cross that stroke.

Unlike view selection strokes, however, the semantic meaning of these strokes is specific to an
object rather than a source image, and the position of the object may vary from viewpoint to view-
point. Requiring the user to annotate an object in each source image would be tedious; instead, I ask
the user to add a stroke to an object in one image only. The system then automatically propagates
the stroke using knowledge of the 3D geometry of the scene provided by the structure-from-motion
algorithm. I first establish a simple geometric proxy for the object annotated by the stroke, as de-
scribed below, and then use that proxy to project the stroke into the other source images. Once the
stroke is propagated, a stroke drawn over a pixel p in a source image /; indicates for each pixel ¢
adjacent to p that L(p) = i if and only if L(g) = i. This constraint is easy to add to the cost function
in equation (4.1).

The user draws a seam suppression stroke in one of the original, un-projected source images. If
the user draws a stroke in the i’th source image, I project this stroke into another source image by
assuming that the stroke lies on a plane parallel to the image plane of the i’th camera.®> The system
then selects the scene points that project within the stroke’s bounding box in the i’th image. After
transforming these points to the coordinate system of the i’th camera, a depth d for the plane is

calculated as the median of the z coordinates of the selected scene points. Finally, a 3D homography

3More complicated geometric proxies are possible; for example, I could fit an oriented plane to the 3D scene points,
rather than assuming the plane is parallel to the image plane. However, this simple proxy works well enough for the
scenes I have tried.
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is calculated to transform the stroke from the i’th camera to the j’th camera. The homography

induced by a 3D plane [57] from camera i to camera j is
Hij=Kj(R—m" [d)K; ",

where R = R;R! and t = —R;t; +t;. The vector n is the normal to the plane, which in this case
is (0,0,1). The matrix K; is the matrix of intrinsic parameters for the i’th camera, which contains
the focal length f;. Once the homography is calculated, the system calculates its inverse to perform
inverse warping of the stroke to camera j from camera i. Each stroke is projected to each source
image from which it is visible. Finally, the stroke images are projected onto the picture surface; an

example can be seen in Figure 4.9.

Inpainting

The final type of stroke indicates areas that should be inpainted by the system; I added this type of
stroke because of the many unsightly power lines that often exist in a street scene. Power lines are
very thin structures that generally lie off of the dominant plane, so it is virtually impossible to find
seams that line them up. The cost function in equation (4.2) will sometimes automatically remove
power lines, as in Figure 4.1. However, I lightly weight this term, since otherwise it sometimes
removes desirable structures off of the dominant plane such as building spires.

Instead, I offer the user a simple inpainting approach to remove some of these artifacts that is
inspired by Perez et al. [108]. The user can draw strokes to indicate areas that should be filled with
zero gradients during gradient-domain compositing. An example of this stroke, drawn in blue, can
be seen in Figure 4.10; only a few minutes were required to remove the power lines in the sky, where
they are most noticeable. More advanced hole-filling techniques (e.g., [132]) may allow removal of

all of the power lines.

4.2 Results

I demonstrate my system by creating six multi-viewpoint panoramas: four of street scenes, one of a
riverbank, and one of a grocery store aisle. The results in Figure 4.1 and 4.13 required no interactive
refinement. View selection strokes were used in Figures 4.10 and 4.12, seam suppression strokes in

Figure 4.9, and inpainting in Figure 4.10. All of the interactive refinement steps are detailed in the
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Figure 4.9: A multi-viewpoint panorama of a street in Antwerp composed from 114 photographs. First row:
the initial panorama computed automatically. The result is good except that several vehicles (highlighted
in yellow) have been shortened. Second row: to fix the problem, the user draws one stroke on each car in
some source photograph; shown here are strokes on the first, fifth, and eighth sources. Far right: the strokes
are automatically propagated to all of the projected sources, of which the third is shown here. Ten strokes
were drawn in all, one for each vehicle. Third row: seams for final result. Fourth row: the final result after
interactive refinement.
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respective captions, and all of the input source photographs can be viewed on the project website.*
The effort by the user to produce the panoramas was fairly modest; for all of my results, the user
interaction time was less than the time required to capture the input photographs. The largest result
(Figure 4.10) took roughly 45 minutes to capture, and less than 20 minutes of interaction (ignoring
off-line computation).

The MRF optimization is not always able to produce good results automatically. The first row
of Figure 4.9 shows shortened cars caused by poor seams placed in areas in front of the dominant
plane. The middle of the scene in Figure 4.10 contains a large region off of the dominant plane; the
automatically stitched result in the first row is thus unnatural. Both of these errors were fixed by
interactive refinement. While careful examination of the final results will reveal occasional artifacts,
I feel that my images successfully visualize the scenes they depict. Notice that my scenes contain
significant geometry off of the dominant plane, such as crossing streets, trees, bushes, cars, etc., that
are depicted in their correct aspect ratios (which strip panoramas would squash or stretch). Also
notice that my panoramas are composed of large regions of ordinary perspective, rather than thin
strips.

My system is not able to produce effective multi-viewpoint panoramas for every scene. For ex-
ample, the streets that I demonstrate here are fairly urban; suburban scenes are more challenging
because the houses frequently lie at a range of different depths. My system works best when the
visible scene geometry frequently intersects the dominant plane, and the quality of the result de-
grades gracefully as the frequency of these intersections decreases. Some examples of failure cases

are included on the project website.
4.3 Future work

There are several ways I can improve my results. A simple approach I am beginning to explore
would handle shifts in the depth of the dominant plane. I have already shown that geometry at the
dominant plane is aligned between the projected source images. If the picture surface is parallel to
the camera path, however, a horizontal translation of the projected source images along the picture

surface can be used to align geometry at any plane parallel to the dominant plane (this observation

“http://grail.cs.washington.edu/projects/multipano/, which also includes full-resolution versions of all
my panoramas.
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is true for the same reasons that a horizontal disparity can explain variations in depth for a stereo
pair of images). Such translations could be used to stabilize geometry in a scene where the dominant
plane shifts.

Another type of seam transition between viewpoints that my system does not currently exploit
is the depth discontinuity. When we see around the silhouette of an occluding object, we expect to
see geometry at some greater depth behind it. However, we are unlikely to notice if that geome-
try is depicted from a viewpoint slightly different from my own. I have experimentally confirmed
that such transitions appear natural; taking advantage of them automatically, however, requires ac-
curate recovery of scene depth and depth discontinuities. My experiments with multi-view stereo
techniques [67] suggest that this recovery is challenging for street scenes, since they contain many
windows and other reflective surfaces.

Finally, although I currently only demonstrate panoramas of “long” scenes, my approach should
also work for “long and tall” scenes. That is, one can imagine capturing a set of photographs along
a 2D grid, rather than a line, and compositing them into one image. Such an approach could be used
to image multiple floors of a mall or building atrium, which would be difficult to achieve with a
video sequence and strip panorama. I hope to capture and experiment with such a data set in the

near future.



74

-91qissod 2q J0u p[nom sarnsodxa Suo[ QdUIS “ISISIOU Yonw 9q A[YI] p[nom 20uanbas 0opiA y “sarnsodxa 103uo] 10
MO[Te 0) podLn) B UO BIQWED B YIIM JOUS Sem 20uanbas SIy) ‘ouads ay) ur JYSI[ MO[ ) JO 9snedq I[NSAI [BUY ) :MOI [}INO,] "PAI UL UMOYS I[NSAI [euy Y}
10} sweas pAyndwod 9y} :MOI PIIY], "9FeWI 90IN0S I[FUIS B WOIJ JUWOD 0) J[SIB SUISSOIO Y} 9JI10J 0] PAIINDAT Sem OYOIIS UOTIII[S MIIA UO :MOI PUOIAS
‘ewretoued poyndwod A[feonewoine ay) :moi st ‘syderdojoyd g9 woij pasoduros ysie 2103s £100013 € jo vweloued oanoadsiod-nnuw vy 1[4 2131

*J[NSAI [eUY AU} :MOI YN0, "PAI Ul UMOYS J[NSAI [euy aY} J0J sweas panduwrod ay) :mol
pIIY L, "A3S Y3 $s010e soul] Jomod daowal saxjons Sunuredur an[q pue ‘UOISaI S[PPIW Ay} J0J MATA J[IUIS B 3S00UD 0) UIAIS Ul UMBID ST 9YOIIS UONI[IS
MQIIA B :MOI puodag -oue[d JururIop 9y} Jo JJo Anowoas jo uordar aSre[ oy 03 onp ‘1oa1s SUISSOID Y} JO J[PPIW AY) UI JoeJILIEe oy} 900N eweloued
pandwod Afeonewoine ay) :moi st ‘sydersojoyd gz woly pasoduwiod dromjuy ur 30o1ms e jo eweroued aanoadsiod-nnuw 3so3uo] AN 0 2In3L]




75

-a19y uaas 9jdoad Sunyrem
Auew 9y} pue 18D JUTAOW Y} SB YONS ‘QUADS Y} Ul UOTJOUW SWOS J[PULY UL UIAISAS AW JBY) SOIBISUOWP J[NSAI SIYT, “J[NSQI [BUY Y} :MOI YJINO]
“PoI UI UMOUS }[NSAI [BUY JY) I0J SWeds payndwiod Ay :MO0I PIIY ], ‘S1991)S SUISSOID ) I8 SAYOIIS UOTOJIS MIIA OM] :MOI Puoddg eweroued pandwoo
A[reonewolne oy} :moi 3sir] ‘syderSojoyd 941 woiy pasodwod eurjoIe) YINos ‘Uoisd[Iey) Ul 39a:ns © Jo vweloued aandadsiod-nnw v g4 I3




76

"A[INUS UONELIBA SIY) 9JBUIWI[S JOU S0P INq Sonpar Sunisodwod urewop-juaipeis jeyy 9joN ‘ydei3ojoyd 901nos yoea ur
JYS1I 0] 9] WOy uonepeIsd B Sulsned ‘BIAWEd A} JO MITA JO P[oy Y3 JO 1JI[ oy} 0} uns JYJLIq & AQq PISNLI AIe SUONBLIBA IS, I[NSAI Y} UL UIJS 2q OS[E
ued J0[0J AYS UI SUONIBLIBA [BNSNUN 9WOS 3unisodwod urewop-juaIpei3 JuLnp sjualpeld 019z Y seale asay) [[Y I ‘sydeisojoyd 201nos £q paisaod jou
a1e ewrezoued 9y} JO SBAIR QWIOS JBY) 9ONON ‘(ATBSSQ00U SBM JUSWAULAI 9ATJORIIUL OU) J[NSAI [RUL ) :MO0I PU0IS Sunisodwod urewop-1uaipeis 240/2q
eurezoued oy uo pojrsodwod ‘sureas poynduwod 9y} :MoI ISIL] “BUI[oIe)) YINOS ‘1I0Jneaq Jeau Yueq I9AL € Jo eweloued aanoadsiod-nnu v ¢ oI




7

Chapter 5
PANORAMIC VIDEO TEXTURES

5.1 Introduction

In the previous two chapters I showed how fragments of photographs can be re-combined seamlessly
into a new depiction more effective than any of the originals. In this chapter! I apply this approach
to video, with the goal of creating a more immersive depiction of a scene. In chapter 3 I used
the photomontage framework to create better image panoramas, in which a series of photos are
captured from a single viewpoint and stitched into a single large image. When viewed interactively
on a computer with software such as QuickTime VR [27], image panoramas offer a much more
immersive experience than simple snapshots with narrower fields of view. Indeed, panoramas are
now used quite commonly on the Web to provide virtual tours of hotels, museums, exotic travel
destinations, and the like.

When a scene is dynamic, however, an image panorama depicts a frozen moment of time that
can appear odd and fail to provide an immersive, visceral sense of “being there.” There are previous
efforts to create more dynamic panoramas; these include various hybrid image/video approaches
which play video elements inside of an image panorama [40, 63], as well as full video panora-

mas [99, 71, 140]. However, such video panoramas today have two major drawbacks:

1. They require some form of specialized hardware to create, e.g., multiple synchronized video
cameras [110], or a video camera looking through a fisheye lens or pointing at a panoramically

reflective mirror [96], which restricts the resolution of the acquired scene.?

2. They have a finite duration in time, with a specific beginning, middle, and end; this finite

duration can destroy the sense of immersion.

IThe work described in this chapter was originally presented as a paper [5] at SIGGRAPH 2005.

2The output of such a lens or mirror system is limited to the resolution of a single video camera (640 x 480 NTSC or
1280 x 720 HD), which is insufficient to create a panoramic, immersive experience that allows panning and zooming.
By contrast, my panoramic video textures can reach 9 megapixels or more in size.
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Figure 5.1: One frame of the waterfall panoramic video texture.

To address the latter limitation, Schodl et al. [124] introduced the notion of video textures, which
are videos that appear to play continuously and indefinitely. In this chapter, I describe how to create
high-resolution panoramic video textures (PVTs), starting from just a single video camera panning

across a moving scene. Specifically, this problem can be posed as follows:

Problem (“PANORAMIC VIDEO TEXTURES”): Given a finite segment of video shot by
a single panning camera, produce a plausible, infinitely playing video over all portions

of the scene that were imaged by the camera at any time.

Here, “panning” is used to mean a camera rotation about a single axis; and “plausible” is used
to mean similar in appearance to the original video, and without any visible discontinuities (or
“seams”), either temporally or spatially.

The key challenge in creating a PVT is that only a portion of the full dynamic scene is imaged
at any given time. Thus, in order to complete the full video panorama — so that motion anywhere
in the panorama can be viewed at any time — I must infer those video portions that are missing.
My approach is to create a new, seamlessly loopable video that copies pixels from the original video
while respecting its dynamic appearance. Of course, it is not always possible to do this success-

fully. While I defer a full discussion of the limitations of my algorithm to Section 5.6, in short, the
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operating range of PVTs is very similar to that of graphcut video textures [77]: PVTs work well
for motions that are repetitive or quasi-repetitive (e.g., swaying trees) or for complex stochastic
phenomena with overall stationary structure (e.g., waterfalls). PVTs do not work well for highly
structured, aperiodic phenomena (e.g., the interior of a crowded restaurant).

The work in this chapter builds on the graph cut optimization and gradient-domain compositing
techniques introduced in the previous two chapters, as well as known techniques for video registra-
tion. Thus, the primary contributions of this chapter are in posing the PVT problem and in sequenc-
ing these previous steps into a method that allows a high-resolution PVT to be created almost fully
automatically from the video input of a single panning camera. (The primary input I require of the
user is to segment the scene into static and dynamic portions.) A key difficulty in creating PVTs is
coping with the sheer volume of high-resolution data required; previously published methods (e.g.,
Kwatra et al. [77]), do not scale to problems of this size. To this end, I introduce a new dynamic
programming approach, followed by a novel hierarchical graph cut optimization algorithm, which
may be applicable, in its own right, to other problems. In addition, I show how gradient-domain
compositing can be adapted to the creation of PVTs in order to further smooth boundaries between
video fragments.

The rest of this chapter is organized as follows. In the next section, I make the PVT problem
more precise by defining a space for PVTs and an objective function within that space I wish to
minimize. In Section 3, I introduce an optimization approach to calculating the best possible PVT
within this space. In Section 4, I show how the computed result can be improved by compositing
in the gradient domain. Finally, in the remaining sections of the chapter, I show results, discuss

limitations, and propose ideas for future research.

5.2 Problem definition

I begin by assuming that the input video frames are registered into a single coordinate system rep-
resenting the entire spatial extent of the panorama. This registered input can be seen as forming a
spatiotemporal volume V (x,y,), where x,y parameterize space (as pixel coordinates), and 7 param-

eterizes time (as a frame number from the input video).

A diagram of an x,¢ slice (one scanline over time) of a sample input volume is shown in Fig-
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Figure 5.2: The top diagram shows an x,7 slice of an input video volume V (x,y,#). Each input video frame is
shown as a grey rectangle. The frames are registered, and in this case, the camera is panning to the right. The
bottom diagram shows an output video volume. The duration of the output is shorter, but each output frame
is much wider than each input frame. Finally, the two diagrams show how a PVT can be constructed. The
output video is mapped to locations in the input in coherent fragments; the mapping takes place in time only
(as time offsets), never in space.
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Figure 5.3: A simple approach to creating a PVT would be to map a continuous diagonal slice of the input
video volume to the output panorama, regardless of appearance. This approach creates a valid result, but
unnecessarily shears spatial structures across time (see Figure 5.4).

ure 5.2. Each input video frame provides color for only a small portion of this 3D space (the grey
rectangles in Figure 5.2); I use the notation V (x,y,7) = 0 to indicate that (x,y) falls outside the
bounding box of the input video frame at time ¢, and thus has no valid color.

My approach to constructing a PVT is to copy pixels from the input video to the output. There-
fore, a PVT is represented as a mapping A from any pixel in the output panoramic video texture to a
pixel in the input. I simplify the problem by assuming that pixels can be mapped in time but never in
space. Thus, for any output pixel p = (x,y,7), the mapping A(p) is a vector of the form (0,0,5(p)),
which maps (x,y,7) to (x,y,7+ 8(x,y,t)). Notice that each pixel in the same piece of copied video
in Figure 5.2 will have the same time-offset value 6.

The space of all possible PVTs is clearly quite large. One simple approach to creating a PVT

might be to choose time offsets that take a sheared rectangular slice through the input volume and
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Simple approach Our approach

Figure 5.4: Three cropped details of a single frame of the waterfall scene (Figure 5.6). From left to right:
the input video frame, a frame created using the simple approach described in Figure 5.3, and a frame created
using my approach. While the simple approach yields a result that looks like a waterfall, my result more
faithfully mimics the input. This comparison is shown in video form on the project web site.

shear it into the output volume, as shown in Figure 5.3. However, such an approach may change the
structure of the motion in the scene, as Figure 5.4 demonstrates. Also, the result is unlikely to appear
seamless when played repeatedly. In contemporaneous work, Rav-Acha et al. [115] show that this
approach can sometimes be effective for creating dynamic panoramas, given the limitations noted
above.

Instead, 1 suggest creating PVTs by mapping coherent, 3D pieces of video, as suggested in
Figure 5.2. The seams between these pieces will be 2D surfaces embedded in the 3D space, and
a good result will have visually unnoticeable seams. Therefore, I rephrase the PVT problem more

precisely as follows:

Problem (“PVT, TAKE 27): Given a finite segment of video V shot by a single panning
camera, create a mapping A(p) = (0,0,6(p)) for every pixel p in the output panoramic
video texture, such that V(p+ A(p)) # 0 and the seam cost of the mapping Cy(A) is

minimized.

It remains to define the seam cost Cs(A), which I will come back to after describing an additional
detail. Until now I have treated PVTs as entirely dynamic; however, as the original video textures
paper showed [124], there are often important advantages to partitioning the scene into separate
dynamic and static regions. For one, static regions can be stored as a single frame, saving memory.

For another, spatially separate dynamic regions can be computed independently and possibly with
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different durations, which is useful if they portray phenomena with different periodicities.

For these reasons, I define a single static background layer B(x,y). This background layer con-
tains a color for each pixel in the user-specified static regions, while B(x,y) = 0 for those pixels in
the dynamic regions. I also define a binary matte D for the dynamic regions of the output panoramic
video texture. I set D to the dilation of the null-valued regions of B(x,y); thus, D overlaps the non-
null regions of B along a one-pixel-wide boundary. I can use this overlap to ensure a seamless match
between the dynamic and static portions of the output PVT. For convenience, I also treat D as a
domain, so that (x,y) € D implies that (x,y) is in the dynamic portion of the binary matte.

With these definitions, I can define the seam cost:

Cy(A) = > (Gy(Ap) +Cul(A,p)) (5.1)
[):()C,)7,t) | (x7y)ED
where
IV(p+A(p) —B(p)|[* it B(p) # 0;
Co(A,p) =
0 otherwise.
and

3| IV(p+A(p) —V(p+A(p+e))|* if p+eieD;
CV(Aap) - Z
i=1 0 otherwise.

Here, e, e;, and e3 are the unit vectors (1,0,0), (0,1,0), and (0,0, 1), respectively; and k is a
constant, used as an exponent on the L, norm: I use k = 8. The definition of the seam cost assumes
that the constraint V (p + A(p)) # 0 for each p € D is satisfied.

Thus, the seam cost sums two terms over all pixels p in the dynamic portion of the output PVT.
The first term is the difference between the pixel values in the dynamic scene and the static scene if
p is on the boundary where the two overlap. The second term is the difference between the value of
the pixel that p maps to in the original video and the value of the pixel that p would map to if it had
the same time offset as its neighbor, for neighbors in all three cardinal directions. (In all cases, the
difference is raised to the k-th power to penalize instances of higher color difference across a seam.)

One final note: in order to ensure that the PVT loops seamlessly, I define
A()C,y,l) = A(xv y mod tmax)

for all ¢, where f,ax 1S the duration of the PVT. I discuss how 7.« 1S determined, as well as the

mapping A itself, in the next section.
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5.3 Our approach

Notice that the cost function C; maps onto a 3D Markov Random Field (MRF), where D x [0..fp,x]
is the domain and A(p) (or, equivalently, 6(p)) are the free variables for which I need to solve. As in
the previous two chapters, I can thus use MRF optimization to minimize it. Algorithms for solving
this type of problem include belief propagation [42] and graph cuts [74].

Unfortunately, the scale of the problem is intractably large. A typical aligned input video is
6000 x 1200 pixels spatially, and thousands of frames long. In my experiments, the typical output
video is 35 frames long, and any one pixel p has about 500 choices for 6(p). Thus, the typical
output volume has 2.5 x 10® variables, each with 500 possible values. A straightforward application
of standard MRF algorithms would require more memory and compute power than is currently
available. I therefore designed an accelerated algorithm to compute a result.

Note that if a dynamic region is small enough to fit entirely within the bounding box of a range of
'max Input frames, its video texture can be created using existing techniques [77]. For larger regions
that do not meet that constraint, however, I use the following approach to integrate portions of the
input video over space and time.

I first register the video frames, and then separate the PVT into static and dynamic regions.
These are the only steps that require any manual user input. I then compute, for each dynamic
region, a good loop length for that portion of the PVT. Finally, I solve for the mapping A. The first
step of the solution is to minimize a heavily constrained version of the optimization problem using
dynamic programming at a sub-sampled resolution. I then loosen the constraints and use graph cut
optimization to refine the solution. The final step uses hierarchical graph cut optimization to refine

this sub-sampled solution at the full resolution.

5.3.1 Video registration

Video registration is a well-studied problem, and continues to be an active area of research. I simply
use existing techniques for registration (my own contributions begin after this preprocessing step).
Specifically, I use a feature-based alignment method [22], followed by a global bundle adjustment
step [137] to align all the video frames simultaneously with each other. I use a three-parameter 3D

rotation motion model [134]. Once the motion parameters are recovered, I warp the video frames
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into a single coordinate system by projecting them onto a cylindrical surface.

The video registration step, using existing techniques, is not always entirely successful. In order
to improve the registration results, it is sometimes helpful to allow a user to manually mask out
moving parts of the input video, due either to actual object motion or to scene parallax, so that they
are not incorrectly used in the registration process. The masking required for the scenes I have tried

is discussed in more detail in Section 5.5.

5.3.2  Static and dynamic regions

Schodl et al. [124] showed that the dynamic regions of a scene could be identified by thresholding
the variance of each pixel across time. However, I found that errors and jitter in my registration step,
as well as MPEG compression noise from my digital camera, made the variance of static regions as
high or higher than the variance of gently moving areas, such as rippling water. I thus ask the user
to draw a single mask for each sequence. Apart from any manual masking that might be required to
improve the video registration, this is the only manual part of my PVT generation process.

Given a user-drawn mask, I create a single panorama for the static regions; I first dilate the mask
once to create an overlap between static and dynamic regions, and then create the static panorama

automatically using the panoramic stitching approach described in chapter 3.

5.3.3 Looping length

In each dynamic region, the duration #,,x of the output video should match the natural periodicity
of that region. I thus automatically determine the natural period within a preset range £piy . . . fmax by
examining the input video within the dynamic region. I typically set £, = 30 and £, = 60, since
shorter lengths are too repetitive, and longer lengths require higher output bandwidth and compute
time. To determine the best loop length #;,,,«, each input frame ¢ is compared to each input frame in
the range (7 + lmin,? + {max) that spatially overlaps with frame 7 by at least 50%. The comparison
is a simple sum of squared differences in RGB values, normalized by the number of overlap pixels.
I find the pair of frames 7,7 + [ that best minimizes this comparison, and set . (¢) to £ — 1. This

approach is very simple, but in the data sets I have tried it works well.
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X

Figure 5.5: A possible solution to the constrained formulation described in Section 5.3.4, where a continuous
span of video pixels across y and ¢ is copied to each column of the output. The solution shown here uses only
6 different values of A(p).

5.3.4 A constrained formulation

The first step in creating a PVT for each dynamic region is to solve a heavily constrained version
of the overall problem. I motivate these constraints with an observation. If a seam between spatially
neighboring pixels is visually unnoticeable at a certain frame ¢, the seam between the same two
pixels tends to be unnoticeable in the frames before and after ¢. Although this observation is some-
times wrong, temporal coherence in the scene makes it correct more often than not. Thus, one way
to significantly reduce the search space is to assume that, at each output location (x,y), there is just
a single time offset &, regardless of ¢. This constraint reduces the search space from a 3D MRF to a
2D MRF. However, the 2D MRF would still be expensive to compute, since a seam penalty between
neighboring output pixels would require comparing a span of pixels across time.

An additional constraint can be added to reduce the problem to a 1D Markov model. Since the
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video is shot by panning a video camera, I can assume that any one frame of video covers the entire
height of the output space; thus, I set A(p) the same for each pixel in a given column of the output
without creating a mapping that would go outside of the input video volume.*

Solutions meeting both these constraints have the property that A(x,y,#) is only a function of
x (shown graphically in Figure 5.5). This property results in a 1D search space, requiring a choice
of A(0,0,8(p)) for each column of video; thus, the global minimum can be found using dynamic
programming. The same cost function C; (Equation 5.1) is minimized, though the C, term will only
be non-zero in the ¢, direction. The solution to the constrained formulation is a list of time offsets
0(0,0,8(p)). I have found that this solution tends to be very coherent; that is, there are only a few

unique time-offset values that end up being used, far fewer than the total number of input frames (an

example is shown in Figure 5.7). For example, Figure 5.5 shows only six unique time-offsets.

5.3.5 Loosening the constraints

The PVT computed using the constrained formulation just described contains long, vertical cuts.
These cuts may appear as artifacts, especially for more stochastic textures. Also, the computed loop
is a transition between full axis-aligned blocks, like that of Schodl et al. [124]. As Kwatra et al.
[77] showed, loops that are spatiotemporal transitions over a range of frames produce better results.

I therefore consider the full 3D MRF problem, but use the constrained solution to prune the
search space. To prune the search space of the 3D MREF, I consider only those m unique time offsets
used by the solution to the constrained formulation. In this stage of the optimization, each pixel p
in the output PVT may take on a different mapping A(p) = (0,0,8(p)) (Figure 5.2); however, 6(p)
must be one of the m previously identified time offsets.

Seamless looping requires that I consider m more time offsets. Consider the case of two tem-
porally looped neighbors p = (x,y,0) and p’ = (x, y, fmax — 1) in the output volume, which map to
(x,y,8(p)) and (x, y, tmax — 1 + 8(p’)), respectively, in the input video. I would expect a zero seam
cost if §(p) immediately preceded tm, — 1 + 6(p’) in time, i.e., after rearrangement, if 6(p') =

0(p) — tmax- However, the pared down list of possible time offsets may not contain 6(p) — fmax-

“4In practice, the full column of pixels is not always entirely present in the input volume, due to non-perfectly-horizontal
panning, camera jitter, and/or the results of cylindrical mapping in the registration step. Thus, I just consider time offsets
that map at least 90% of the pixels in the column to pixels in the input video volume.
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Thus, to allow for a zero-cost transition in this case, I augment the set of labels to include m addi-

tional labels, 8 (x,0,0) — fmax.

Given this reduced search space, iterative graph cut optimization is used to solve the more gen-
eral 3D MREF. This optimization is executed in a series of alpha expansion moves [74]. Each ex-
pansion chooses a single time-offset & and expands it. During an expansion move, each pixel p
can maintain its current time-offset 6(p), or switch to o. To reach a near-global minimum of the
objective function, I can iterate over each possible value of & and expand it, and continue to do so

until consecutively expanding each o fails to further reduce the total cost.

To perform an alpha expansion, I define a three-dimensional graph with each node representing
one pixel in the output video volume, and solve for the minimum cut. Details on the graph setup can
be found in Kolmogorov and Zabih [74]. In their terminology, during a single alpha expansion the
Cy(A, p) term of the seam cost is a function of a single binary variable, and C, (A, p) is a function of

two (neighboring) binary variables.

It is advantageous to minimize the size of the graph, since memory consumption and processing
time scale with it. In general, it is not necessary to create a node for each pixel in the video volume.
For example, Kolmogorov and Zabih do not create nodes for pixels already assigned time offset ¢,
since their time offset will not change during alpha expansion. I also prune nodes in this fashion;
however, my application offers another opportunity for pruning. In particular, for a given o, I do
not create nodes corresponding to output pixels p for which V(p + (0,0,¢)) = 0. This pruning
enforces the constraint V(p+A(p)) # 0 given in the PVT problem definition, and it also significantly
improves efficiency. The spatial resolution of the graph becomes limited by the dimensions of an

input video frame, rather than the dimensions of the entire panorama.

While pruning improves the efficiency of the optimization, I still found that performing a graph
cut at full resolution can overwhelm the memory and processing capabilities of current computers.
I thus present a novel, hierarchical MRF optimization approach that allows us to compute the final

result.
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5.3.6 Hierarchical graph cut optimization

A common approach for building hierarchical algorithms in computer vision [16] is to first compute
a solution at a coarser resolution. This result is then used to initialize the computation at the finer
resolution, helping to avoid local minima. This approach is not immediately applicable; I cannot
compute a solution at the finer resolution because the memory requirements are too high. Instead,
I use the computed solution at a coarser spatial resolution fo prune the graph when computing at
the finer resolution. My intuition is that the computed seams at the finer resolution will be roughly
similar to the ones at the coarse resolution, but that the additional image information will cause local
changes. I thus only optimize within the neighborhood of the seams found at the coarse resolution.

Specifically, given a result §*) (x,y,¢) computed at a coarser spatial resolution, I first create the
finer resolution solution §**1)(x,y,7) by up-sampling 8% (x,y,). Then, when expanding o, I first
add to the graph only those video pixels not assigned ¢ that neighbor an ¢t-assigned pixel. That is,
I add pixels along the boundary between & and non-¢. Finally, I dilate this boundary set of nodes
s times (typically 10) and add these new nodes to the graph (while respecting pruning rules already
mentioned). I then compute the expansion on this limited graph.

Note that this hierarchical approach is more susceptible to local minima than standard alpha-
expansion. The minimum found by the alpha-expansion algorithm is provably close to the global
minimum (when the energy function meets certain requirements [74]); my pruning technique loses
this guarantee. However, in practice, in which I typically use 2 or 3 levels in the hierarchy, I have

found the technique to work well.

5.4 Gradient-domain compositing

The result computed using optimization can still exhibit visual artifacts for several reasons. Al-
though I lock exposure on the video camera, I still found some exposure variations in the recorded
images. Also, it is sometimes impossible to find seams that are completely natural (some reasons
are discussed in Section 5.6). Finally, small errors in the alignment procedure can also create visual
artifacts. To improve results I composite the video fragments in the gradient domain, by treating the
video as sources of color gradients rather than color magnitudes.

This basic approach is not new. Pérez et al. [108] first demonstrated the efficacy of gradient-
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domain techniques for combining 2D images. In chapter 3 I showed that gradient-domain composit-
ing, in combination with MRF optimization, can yield better results than either technique alone.
However, simply applying this 2D approach separately to each frame of a composited video can
lead to poor temporal coherence in the form of color flashing. To address this, Wang et al. [142]
extended these 2D approaches to spatiotemporal 3D in order to combine videos in the gradient

domain. I build on the work of Wang et al. to solve my problem.

I first create a 2D gradient field for the still regions of the scene. This gradient field is then
integrated to form the still panorama. Next, a 3D gradient field is formed for the dynamic regions of
the scene, and integrated to create video textures. Integrating the gradient field requires the solution
of a large, linear system of equations. A full derivation of this system can be found in Wang et al.
; I describe only the unique aspects of my system. For one, I wish to ensure that seams between
still and dynamic regions are minimized; this requires a judicious choice of boundary conditions.

Secondly, I want to make sure the video loops seamlessly.

5.4.1 Boundary conditions

Any application of gradient-domain techniques first requires a choice of boundary conditions, which
describe how to handle gradients at the boundaries of the domain. Dirichlet boundary conditions,
like those used by Pérez et al. , are suitable if the colors of the boundary pixels outside the domain
are known. If they are not known, as in the photomontage system of chapter 3 and the work of
Wang et al. , the weaker Neumann boundary conditions must be used. The mathematical definition

of these boundary conditions can be found in the cited papers.

A mix of both of these boundary conditions is needed in my case. For boundary pixels of dy-
namic regions that are adjacent to pixels within the still background panorama, the colors of these
adjacent pixels are known; I can thus use Dirichlet boundary conditions. For boundary pixels that
lie along the boundary of the entire scene, the colors of adjacent pixels outside the domain are not
known; they are outside the region captured by the video camera. For these I use Neumann boundary

conditions.



91

Figure 5.6: One frame of three panoramic video textures. The name, resolution, and storage requirements of
the three PVTs, from top to bottom, are waterfront (3600x1200, 115 MB), park (7400x1300, 107 MB),
and yachts (3300x800, 65 MB). The waterfall PVT in Figure 5.1 is 2600x1400, 106MB. The storage size
is influenced by how much of the scene is static.

5.4.2 Looping

Applying the above procedure can lead to a gradual shift in color from the first to last frame; this
can cause a popping artifact when looped. Thus, gradients between neighboring pixels in the first

and last frame must also be added to the linear system solved when integrating the gradient field.



92

Figure 5.7: An x,¢ slice of the input and output video volumes (top, bottom) for the constrained formulation
result of the waterfall PVT. In this visualization, each unique time offset is represented with a different
color.
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Figure 5.8: An x,t slice of the input and output video volumes (top, bottom) for the final result of the
waterfall PVT. In this visualization, each unique time offset is represented with a different color.
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5.5 Results

I show four panoramic scenes as results. My results are best viewed within my interactive viewer,
which can be downloaded from my project web site®; however, one frame of each result is shown
in Figures 5.1 and 5.6. Three of these panoramas were shot with an HD video camera in portrait
mode, with a vertical resolution of 1280 pixels, and one was shot with a standard video camera,
with a vertical resolution of 720. I typically shot about two minutes of video for each scene, and
wwas careful to leave the camera still at the beginning and end to capture enough material near the
boundaries of the scene. (Full 360-degree PVTs should also be possible, and would not in principle
require dwelling at the beginning or end.) The exposure control on each camera was locked, but
auto-focus was enabled.

Figures 5.7 and 5.8 visualize an x, ¢ slice of the output and input video volumes for the waterfall
result; the latter figure shows the result of the constrained formulation (Section 5.3.4), while the for-
mer figure shows the result after loosening the constraints (Section 5.3.5).

In general, the results are compelling and immersive, although careful examination does reveal
the occasional artifact. When looking for artifacts, it is important to see if the artifact also exists
in the input video. For example, there are blurry areas that arise from the limited depth of field
of the camera, and noise from MPEG compression. The most noticeable artifacts, in my opinion,
come from jitter and drift in the alignment. For example, jitter in a dynamic region becomes more

noticeable when it is adjacent to to a perfectly still, static region.

5.5.1 Performance and human effort

The main human effort required to create a panoramic video texture is the drawing of a single mask;
this mask does not need to be exact, and generally took us about ten minutes to create.

The automatic registration of video frames is not completely successful; the results contain
jitter and drift. Scenes that lead to attractive panoramic video textures tend to contain significant
motion, and this motion can be problematic for current alignment techniques. For example, the
bottom twenty percent of the waterfront scene is filled with motion that causes significant jitter;

so I cropped this region out before alignment. Techniques for registering non-rigid scenes [41] may

Shttp://grail.cs.washington.edu/projects/panovidtex/
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reduce the need for user intervention. Finally, this same scene also contained a railing very close
to the camera; since I do not rotate the camera about its exact optical center, this railing caused
parallax errors. I thus cropped the bottom of the scene after alignment, but before processing it into
a panoramic video texture.

Each panoramic video texture takes between two and seven hours to compute. Significant time
is spent swapping video frames in and out of memory, since the entire input video is too large to
store. More intelligent caching of frames would greatly reduce the time required to produce a PVT.

It would be useful to compare the running time of my accelerated algorithm against the applica-
tion of standard MRF techniques to the PVT problem (e.g., [77]). However, my implementation of
this approach did not finish executing, since the processing of even my smallest data set would not
fit in main memory. I downsampled this data set to fit within the available 2 GB of memory, but the

process still did not finish after a week.

5.6 Limitations

I have demonstrated that high quality PVTs are possible for a variety of scenes, but they will not
work for all scenes and share some of the limitations of the work of Kwatra et al. [77]. Typically,
a scene needs to exhibit some kind of stationarity, so that there exist some non-consecutive pieces
of the video volume that can be shifted in time and fit together without objectionable artifacts.
Examples of these kinds of scenes include phenomena with periodic or quasi-periodic motions,
such as swaying trees or waving flags, and unstructured forms with more random motions, such as
waterfalls.

PVTs, however, cannot model structured aperiodic phenomena, nor can they recreate periodic
phenomena that were not observed for the duration of a complete cycle. Aperiodicity may arise
when a single structure simply moves aperiodically, for example, when a person walks across a
scene, or when overlapping elements are each moving periodically, but with sufficiently different
periods that their motions do not repeat once during any given loop length. The other case, failure
to observe a complete cycle of a periodic phenomenon, can arise if the camera is moved too quickly
while panning.

Although PVTs cannot model structured aperiodic phenomena, in some cases, they can suc-
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cessfully omit them altogether. For instance, if a person walks across a scene that otherwise meets
the criteria for a good PVT, the optimization algorithm will favor omitting the pixels correspond-
ing to that person and fill in with observations from other moments in time. The input video of the
waterfall scene, for example, contains flying birds and passing people; both are automatically
omitted in the final PVT. (Another approach to handling objects such as this is to include them as

“frozen” forms in the static portion of the panorama.)

My system will sometimes produce good results for scenes that do not strictly match my as-
sumptions. For example, the yachts scene contains cars on a highway in the distance. The algo-
rithm takes advantage of occluding trees and boat masts to produce a seamless result. The distant
cars seem to just disappear once they pass behind the occluders, but the overall effect is perceived

as quite natural.

5.7 Future work

There are many good areas for future work. The ability to handle scenes with various “foreground
characters” (a.k.a. “video sprites” [124]) would greatly increase the applicability of my system. I
could also eliminate the need for user interaction by automatically segmenting the scene into dy-
namic and still regions. This segmentation could also be used to improve the automatic registration
of the video frames. Audio would greatly enhance the immersiveness of my results; the audio would
require similar texturing techniques, and could follow movements within the interactive viewer. The
output of multiple capture devices could be combined into one panorama. For example, the static
regions could be captured with a still camera to allow greater resolution. Also, I currently require the
camera to pan across the scene; it would be straightforward to loosen this constraint to allow pan and
tilt, though the optimization problem would be less constrained, requiring more computation time.
Finally, I currently lock the exposure on the camera. Ideally, I would let the camera choose the best
exposure dynamically to create high-dynamic-range, panoramic video textures. This enhancement

would involve mapping the input frames to radiance space before applying my computations.
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5.8 Conclusion

One of the great promises of computer graphics is to someday create a totally immersive experience,
engaging all five senses in a convincing environment that could be entirely synthetic. Panoramic
photography is an early technology that provides a limited form of immersion. Video textures en-
hance the illusion of presence, allowing dynamic phenomena to play continuously without any vi-
sual seams or obvious repetition. Panoramic video textures combine these two approaches to create
what might be considered a new medium that is greater than the sum of its parts: The experience of
roaming around at will in a continuous, panoramic, high-resolution, moving scene is qualitatively
quite different from either panning around in a static scene or watching a single video texture play.
In the not so distant future, I envision panoramic video textures being employed quite commonly
on the Web, just as image panoramas are today. There, they will provide a much more compelling
sense of “being there,” allowing people to learn about and enjoy distant places — and share their

own experiences — in captivating new ways.
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Chapter 6

CONCLUSION

6.1 Contributions

In this thesis I have designed a novel approach to combining multiple samples of the plenoptic
function into new depictions, and applied this approach to several different depiction tasks. To apply
this approach I begin by identifying the goals of the new depiction, and then formulate those goals
in the form of a Markov Random Field cost function. This cost function is minimized via graph cuts
to produce a solution. Finally, the final depiction is created by compositing the result of the graph
cut optimization in the gradient domain.

I applied this approach in three chapters. In chapter 3, I introduced the overall approach as
well an interactive system that allows a user to design a photomontage by specifying high-level
objectives it should exhibit, either globally or locally through a painting interface. The input to this
system was typically a series of photographs from a single viewpoint; in chapter 4 I extended this
approach to sequences of photographs captured from shifted viewpoints, with the goal of creating
multi-viewpoint panoramas of long scenes. To accomplish good results I formulated the qualities
the panorama should exhibit in order to mimic the properties of multi-viewpoint panoramas created
by artist Michael Koller [73]. Finally, in chapter 5 I extended my approach to video sequences, in
order to create immersive depictions of a scene that were both panoramic and dynamic. Along with
this overall approach to combining multiple samples into more effective depictions, my thesis makes

several contributions.

e Combining graph cuts and gradient-domain techniques. I primarily uses two technical
components — computing seams for image composition using graph cuts [77], and composit-
ing image regions in the gradient-domain [108] — which were not invented here. However, in
this thesis I demonstrate that the combination of these two techniques is much more powerful

than either alone for combining images and video.
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o A versatile framework. I demonstrate an overall framework for authoring depictions by spec-
ifying high-level goals; an algorithm then constructs the depiction by optimizing over multiple

samples. I demonstrate a wide range of applications for which this framework is useful.

e A user interaction metaphor. The photomontage system includes a novel user interface
which encourages a user to consider a stack of images as a single entity, pieces of which

contain the desired appearance.

e A practical approach to creating multi-viewpoint panoramas. The approach I demonstrate
is able to take as input a sparse collection of hand-held photographs (unlike previous work),

and is able to generate very high-quality and high-resolution results.

e A new medium: panoramic video textures. PVTs are a new medium somewhere between
panoramic photographs and video. Unlike a photograph the depiction is dynamic, and unlike

video the depiction does not have a finite duration.

e An efficient algorithm for computing high-resolution panoramic video textures. I use a
dynamic programming step as well as a novel hierarchical graph cut algorithm to compute
a result in reasonable time and memory requirements, which would not be possible using

existing algorithms.
6.2 Future work

The approach I describe may very well be useful for applications that are not foreseen in this thesis.
At the end of chapters 3-5, I discussed limitations and potential areas of future work to improve
on the techniques described. In the rest of thesis, however, I will suggest more ambitious ideas for
future research projects that combine information from multiple samples of the plenoptic function.

These ideas do not necessarily follow the approach described above.

6.2.1 Computer-assisted rephotography

Rephotography is the act of capturing a repeat photograph of a scene; that is, reproducing an earlier

photograph but with a time lag between the two images. Rephotographs provide a “then and now”
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visualization of a scene and the changes that have occurred over time. They are also very challeng-
ing to produce, since the rephotograph must be captured from the exact same viewpoint and field
of view, and sometimes the same time of day and season. Rephotography is common in the study
of history (such as the “third view” rephotographic survey of famous landscape photographs of the
American west [72]), and for geological monitoring of erosion and other time-varying phenom-
ena [56].

The challenge of capturing a rephotograph can be situated within the framework described in
chapter 2, specifically within the alignment phase. The goal is to capture a new sample of the plenop-
tic function identical to an existing sample, where the only variation occurs over the time-axis of
the plenoptic function. This alignment task must, of course, occur during capture time; I thus pro-
pose creating a real-time, interactive system that helps a photographer to capture a rephotograph.
I envision attaching a video camera to the back of a tabletPC, thus approximating the form fac-
tor of existing digital cameras but with a larger screen and a more flexible computer. The system
would, in real-time, tell the user where to move to better align his/her viewpoint to the viewpoint
of the older photograph. To perform this task, the system could take advantage of SIFT [84] feature
matches between the old and new views, in order to establish their epipolar geometry [57]. An anal-
ysis of this epipolar geometry should reveal the translation direction necessary to align the views.
Correct camera rotation can be achieved after capture by warping the new view with an appropriate
homography.

In general, this project points to an interesting direction — performing more computation during
capture time in order to aid a user in capturing a desired sample of the plenoptic function. As
computers on cameras become more powerful, we should be able develop computational approaches

that improve our ability to capture good photographs and videos.

6.2.2 Motion parallax textures

Digital photographs can depict a scene in high resolution, but they often fail to communicate the
depth of objects in a scene. Humans, for the most part, perceive depth using two eyes. Even with
only one eye open, however, humans are able to perceive depth by slightly moving our heads; this

motion shifts the viewpoint and induces motion parallax. Motion parallax, which describes how
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objects further away move less than closer objects when the viewpoint is shifted, is an important
cue for perceiving depth.

Imbuing photographs with motion parallax would allow them to communicate more informa-
tion about the 3D nature of a scene. I propose to capture a cloud of photographs of a scene from
shifted viewpoints, and then create a dynamic depiction whose viewpoint is constantly and slowly
shifting; the revealed parallax would then communicate depth. These dynamic photographs could
be concatenated into a slide show where each photograph is shown with a panning and zooming

viewpoint.

6.2.3 Four video cameras are better than one

A frequent theme of thesis is that the information provided by multiple samples of the plenoptic
function is useful in creating better depictions. I believe that a hand-held video camera that simulta-
neously captures four, synchronized videos from four different viewpoints (say the four corners of
a small square) would provide the information necessary to create better hand-held videos.

One of the biggest differences in quality between professional movies and home movies is the
stability of the camera path; professionals use expensive gantries to carefully control the motion of
the camera, while regular users simply hold the camera in hand. Video stabilization [11] techniques
exist, but are typically limited to translations or affine warps of each video frame, since a monocular
video sequence doesn’t offer much information to work with. Four, synchronized video streams
from different viewpoints, however, should allow the reconstruction of viewpoints within some loci
near the cameras. Buehler et al. [23] also posed video stabilization as an image-based rendering
problem; however, their use of a monocular video stream limited their system to videos of static
scenes.

Another challenge in video processing is re-timing, especially when a video must be slowed
down. Doing so without introducing temporal jitter requires interpolating in-between frames. This
task is typically accomplished by performing optical flow between video frames, and then flowing
video colors along optical flow vectors to form in-betweens. Optical flow, however, often performs
poorly at discontinuities. Multiple views can be used to identify depth discontinuities, and thus may

be able improve optical flow.
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A four-camera array would be straightforward for a camera manufacturer to create. I propose to
create a simple prototype by mounting four small video cameras onto a piece of fiberglass, and then

attaching this fiberglass to the back of a tabletPC.

6.2.4  Visualizing indoor architectural environments

While photographs and videos can communicate copious amounts of information about a scene,
some scene information is better communicated through other mediums of visual communication,
such as diagrams. Consider, for example, the task of visualizing the interior of a house for an online
listing. A simple floor plan conveys information about the layout of rooms and their sizes that would
be difficult to convey with photographs. On the other hand, photographs can convey the “look and
feel” of the house to a potential buyer. Many online listings show pages of photographs of a house
without any accompanying floor plan, leaving the challenging task of mentally reconstructing the
house layout to the viewer.

The ideal visualization would be mixed, with diagrammatic elements and photographs situated
in the same spatial context. Generating such a visualization automatically or semi-automatically
from a collection of scene photographs would be an interesting challenge. In the robotics com-
munity, simultaneous localization and mapping (SLAM) techniques [136] can generate maps from
a roving camera; however, these maps are meant for robotic motion planning rather than human
comprehension, and thus don’t look anything like a good architectural floorplan. Exploded view
diagrams [102] are also a good approach for visualizing architecture, but require complete 3D ge-
ometry. Finally, Snavely et al. [129] situate photo collections in a 3D spatial context, but their
approach is general and doesn’t generate floor plans. I imagine that the combination of structure-
from-motion [57] scene recovery and some human annotation could turn collections of photographs

of an architectural environment into effective floor plans and visualizations.
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