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Fig. 1. We generate full-body selfies (right), similar to a photo someone else would take of you at a given scene. At the start of the day, the users pre-capture a
video of themselves with their shoes, pants, and outfit (left). They can also choose a target pose(s) for the day’s photos. Then they can proceed to take any
number of on-site image pairs (selfie + background; middle) to produce a full-body image at each location.

We present a method to generate full-body selfies – photos that you take
of yourself, but capturing your whole body as if someone else took the
photo of you from a few feet away. Our approach takes as input a pre-
captured video of your body, a target pose photo, and a selfie + background
pair for each location. We introduce a novel diffusion-based approach to
combine all of this information into high quality, well-composed photos of
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you with the desired pose and background. Project Webiste: https://homes.
cs.washington.edu/~boweiche/project_page/totalselfie/.
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1 INTRODUCTION
The prevalence of selfies has skyrocketed in recent years, with an
estimated 93 million taken each day. Despite their popularity, they
suffer from multiple shortcomings: (1) they capture only the upper
portion of the subject, (2) the close-up camera viewpoint distorts
faces and requires awkward poses (e.g., with arm reaching out) and
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(3) it is difficult to compose a shot that optimally captures both the
subject and the scene.

Instead, what if you could capture the full-body image that some-
one else would take of you in the scene? We call this a total selfie.
As input, we require a normal selfie in the desired scene, and a
photo of the background that you would like to be composited into
(Fig. 1 center). This information, however, is not quite enough to
compose the total selfie, as it does not contain (1) the lower half of
your body and (2) your desired body pose. We therefore additionally
require a pre-capture of (1) and (2). Based on this information, we
generate convincing full-body photos of you in the specified pose,
in the desired scene. In practice, this process requires taking only
two photos at each selfie site, and a single pre-capture of your outfit
that you can do once per day.

Solving this problem requires addressing a number of challenges.
First, we must reconstruct the bottom part of your body, piecing
together elements (e.g., a photo of your shoes, another of your
pants) from the pre-capture phase. Second, we need to reproject
you to a virtual viewpoint from several feet away – far enough
to compose your full body within the scene. And third, we need
to render you with a target pose, specified in a full-body photo of
you – this can be any image from your photo collection, potentially
in different clothes, lighting, and in any scene, unrelated to the
selfie. Importantly, the resulting composite must retain your identity,
expression, and clothing, but composited realistically into the target
scene with the desired pose.
Our approach builds on Stable Diffusion [Rombach et al. 2022]

and has three components. First, we employ a multi-concept Dream-
Booth fine-tuning approach [Ruiz et al. 2022] to train a person-
specific diffusion model for the subject based on the pre-capture
video. Our approach is pose-aware (via ControlNet [Zhang and
Agrawala 2023]) and enables composition into new backgrounds.
Second, we employ an appearance refinement method, to preserve
the facial identity and expression from the normal selfie, while re-
moving perspective distortion. This step also refines the inaccurate
clothes generated from the previous step. And third, we introduce
an image harmonization step to improve the composition of the
subject and background.

We demonstrate results for five individuals in various scenes with
a wide range of expressions. Our experimental results demonstrate
that Total Selfie outperforms existingmethods in generating realistic
and accurate full-body images.

2 RELATED WORK

2.1 Full-Body Image Generation
Extensive research has been conducted on generating full-body
images using Generative Adversarial Networks (GANs) [Goodfel-
low et al. 2020] or diffusion models [Croitoru et al. 2023]. [Fu et al.
2022] trained a StyleGAN-based model for unconditional full-body
generation by collecting a large-scale and high-quality dataset. To
further constraint the appearance of the generated images, addi-
tional input signals were also considered, such as face [Frühstück
et al. 2022; Wang et al. 2022], partial body [Frühstück et al. 2022;
Kulal et al. 2023; Sarukkai et al. 2023; Wang et al. 2022], and full
body [AlBahar et al. 2021; Bhunia et al. 2022; Karras et al. 2023;

Knoche et al. 2020; Kurupathi et al. 2020; Ma et al. 2017; Men et al.
2020; Ren et al. 2022; Sanyal et al. 2021; Siarohin et al. 2019; Zhao
and Zhang 2022]. For example, PIDM [Bhunia et al. 2022] used a
diffusion-based approach to create a full-body image, taking into
consideration a target pose and a full-body image that features the
same outfit but in a different pose. [Frühstück et al. 2022] developed
a set of specialized GANs for each body part to synthesize full-body
images conditioned on either face images or partial body images.
[Yang et al. 2022] proposed Paint-By-Example, which was capable
of inpainting a masked image given a full-body image as the source.
However, all these papers assumed the conditional signals come
from third-person view images, but not selfies as we desired.

2.2 Selfie-Related Techniques
Numerous studies have explored the use of selfies for various applica-
tions including reposing [Ma et al. 2020], face recognition [Botezatu
et al. 2022; Kumarapu et al. 2023], style transfer [Li et al. 2021; Tor-
bunov et al. 2023], novel view synthesis [Athar et al. 2023; Bian et al.
2021; Kania et al. 2022; Park et al. 2021a,b], relighting [Capece et al.
2019], and video Stabilization [Yu and Ramamoorthi 2018; Yu et al.
2021]. [Athar et al. 2023] combined neural radiance fields (NeRF)
with a 3D morphable face model (3DMM) to create selfie images
with diverse expressions and perspectives using a selfie video as in-
put. But this model utilized the face model as prior and thus cannot
be extended to the full-body scenario. [Park et al. 2021b] proposed
HyperNeRF to model the topological change of the subject when
taking a selfie video for novel view synthesis. However, this method
cannot be adopted to our task since the background and expression
cannot be changed as we desired, which is required in our task
when the person is presented in a new location. In summary, none
of these techniques are able to solve our task.

2.3 Diffusion Model
Diffusionmodels have recently been used for text-to-image task [Rassin
et al. 2022; Rombach et al. 2022; Saharia et al. 2022] and achieved
a great success by training on an extremely large dataset. How-
ever, these pretrained models are limited in their ability to generate
personalized images of subjects in specific contexts. To tackle this
issue, [Ruiz et al. 2022] introduced DreamBooth, a model designed
to enable personalization in text-to-image tasks. It accomplished
this by fine-tuning the text-to-image model using a small number
of image-text pairs. We believe that pretrained text-to-image model
has already learned the prior of selfie and full-body shots. Thus we
build Total Selfie on top of DreamBooth to generate personalized
full-body images.

3 TOTAL SELFIE
We define our task setting more formally here. First, a user wearing
a specific outfit captures different parts of the user’s body through
a selfie video. From this video, we extract a series of selfie images.
Specifically, we categorize the images of overhead view, cloth, pants,
and shoes into the sets𝑉𝑜 ,𝑉𝑐 ,𝑉𝑝 , and𝑉𝑠 , respectively. Each of these
sets contains 15 images (see Fig. 2 blue box for sample images). In
any new site, we can generate a full-body image 𝐼ℎ of the individual,
given an on-site selfie 𝐼𝑠 (wearing the same outfit), a background

ACM Trans. Graph., Vol. 1, No. 1, Article . Publication date: August 2023.



Total Selfie: Generating Full-Body Selfies • 3

image 𝐼𝑏 , and an image 𝐼𝑡 with the person in the desired target
pose. Note that 𝐼𝑡 may have the person in a different outfit, captured
intentionally or just drawn from a personal photo collection.
Our approach relies on the implicit prior knowledge of Stable

Diffusion to link the selfie images of different body parts, allow-
ing for the reconstruction of a full view of an individual wearing
a specific outfit. As depicted in Fig. 2, our method includes three
main modules: (1) Region-Aware Generation trains a multi-concept
version of DreamBooth [Ruiz et al. 2022] using 𝑉𝑜 , 𝑉𝑐 , 𝑉𝑝 , and 𝑉𝑠 .
Then it composites the person into the background 𝐼𝑏 with target
pose 𝐼𝑡 using ControlNet, producing an initial full-body image 𝐼𝑔 .
(2) Appearance Refinement corrects clothing inaccuracies in 𝐼𝑔 and
integrates the expression and look of on-site selfie 𝐼𝑠 into 𝐼𝑔 us-
ing local (automatic) refinement via DreamBooth and ControlNet.
Furthermore, we introduce a selfie undistortion method to correct
perspective distortion of the face present in 𝐼𝑠 . The output of this
stage is defined as 𝐼𝑟 . (3) Image harmonization projects refined im-
age 𝐼𝑟 back to data manifold learned by Stable Diffusion to remove
boundary artifacts and incorrect shading introduced during the re-
finement process. It also improves the quality of image details. The
final output is defined as 𝐼ℎ .

3.1 Preliminaries
We start with a quick overview of Stable Diffusion [Rombach et al.
2022] and establish notation that we use throughout. Stable Dif-
fusion contains two parts: (1) a variational autoencoder, which in-
cludes an encoder 𝐸 that compresses an image 𝐼 into a latent vector
𝑧 = 𝐸 (𝐼 ) and a decoder 𝐷 that reconstructs an image from a la-
tent vector, i.e., 𝐼 ′ = 𝐷 (𝑧), and (2) a denoising U-Net, represented
as 𝜖𝜃 (𝑧𝑡 , 𝑡, 𝑐), where 𝑧𝑡 is the denoised latent vector at timestep 𝑡

and 𝑐 represents conditioning information, typically in the form of
a text prompt embedding. Recently, Zhang and Agarwala [2023]
proposed ControlNet to incorporate various control signals (e.g.,
Canny edges, human pose, etc.) without requiring retraining Stable
Diffusion. Consequently, we expand 𝑐 to be a set of control signals,
extending beyond just the text prompt embedding. Note that the
text prompt embedding is invariably a component of 𝑐 , as Stable
Diffusion operates as a text-to-image model. Besides, when 𝑐 con-
tains control signal(s) (e.g., Canny edge) other than text prompt
embedding, we integrate the corresponding ControlNet model(s)
(e.g., ControlNet Canny edge model) into 𝜖𝜃 (𝑧𝑡 , 𝑡, 𝑐). We retain this
original notation for the sake of simplicity.

To generate an image, we sample a random noise vector and the
U-Net progressively denoises it in 𝑇 timesteps. At timestep 𝑡 , the
predicted noise is computed via classifier-free guidance [Ho and
Salimans 2022]:

𝜖𝜃 (𝑧𝑡 , 𝑡, 𝑐,∅) = 𝜖𝜃 (𝑧𝑡 , 𝑡,∅) +𝑚 · (𝜖𝜃 (𝑧𝑡 , 𝑡, 𝑐) − 𝜖𝜃 (𝑧𝑡 , 𝑡,∅)), (1)

where𝑚 is the guidance scale set to 7.5 in our paper. ∅ is a copy of
𝑐 but with the embedding of an empty text prompt. In other words,
any input signal related to ControlNet in ∅ (if exists) is the same as
the one in 𝑐 . Different schedulers [Ho et al. 2020; Liu et al. 2022; Song
et al. 2020] can be used to obtain the cleaner (one-step denoised)
vector 𝑧𝑡−1. In this paper, we opt for a commonly used scheduler

DDIM [Song et al. 2020], which first predicts denoised data point:

𝑧0 =
𝑧𝑡 −

√
1 − 𝛼𝑡𝜖𝜃 (𝑧𝑡 , 𝑡, 𝑐,∅)√

𝛼𝑡
, (2)

where 𝛼𝑡 is the noise scale. Then we can sample 𝑧𝑡−1 based on 𝑧0.
Please see [Song et al. 2020] for details of 𝛼𝑡 and the sampling of
𝑧𝑡−1. To ease the notation burden, we define the sampling process
as 𝑧𝑡−1 = 𝑆 (𝑧𝑡 , 𝜖𝜃 (𝑧𝑡 , 𝑡, 𝑐,∅), 𝑡).

3.2 Region-Aware Generation
In this section, we describe how we train a personalized Stable Dif-
fusion model (i.e., DreamBooth fine-tuned on images from the selfie
video) to generate an initial full-body shot 𝐼𝑔 against background
𝐼𝑏 with a reasonable camera viewpoint. The advantages of using
DreamBooth are two-fold: (1) the implicit prior knowledge in Stable
Diffusion can help learn the correspondence among selfie images
of different body parts to build a complete “understanding” of a
person’s outfit without explicit geometric information, and (2) Sta-
ble Diffusion can implicitly leverage the lighting conditions in the
desired scene, leading to the generation of convincing shading when
integrating the person into the scene.
Given a pre-captured selfie video, we first extract image sets 𝑉𝑜 ,

𝑉𝑐 , 𝑉𝑝 , and 𝑉𝑠 using a pretrained human parsing model [Yang et al.
2023]. Then we train a multi-concept version of DreamBooth with
𝑉𝑜 for “photo of [X] person, selfie” ; 𝑉𝑐 for “[Y] cloth” ; 𝑉𝑝 for “[V]
pants” ; and 𝑉𝑠 for “[M] shoes”. (We use “[Y] cloth” to refer to upper
body clothing). Specifically, we estimate body poses in the training
images with OpenPose [Cao et al. 2017] and use them as additional
input to train the DreamBoothwith a frozen ControlNet human pose
model. Formally, we only fine-tune the U-Net in 𝜖𝜃 (𝑧𝑡 , 𝑡, {𝑝𝑣, 𝐼

𝑝
𝑣 }),

where 𝐼
𝑝
𝑣 is the detected pose of a training image and 𝑝𝑣 is the

embedding of the corresponding text prompt. Please note, as we
defined in Sec. 3.1, 𝜖𝜃 (𝑧𝑡 , 𝑡, {𝑝𝑣, 𝐼

𝑝
𝑣 }) contain not only the U-Net but

also the ControlNet human pose model. We observe that providing
additional pose information helps DreamBooth handle different
body parts more effectively.
One advantage of ControlNet is that its model is independent

of the fine-tuned U-Net in DreamBooth. This means that we can
flexibly combine any ControlNet model into the U-Net according to
our needs. In our case, while 𝜖𝜃 (𝑧𝑡 , 𝑡, {𝑝𝑣, 𝐼

𝑝
𝑣 }) is used for training,

during the inference, 𝐼𝑝𝑣 can be substituted with any other Control-
Net input signal(s). To this end, we define the trained DreamBooth
model more generally as 𝜖𝜃 (𝑧𝑡 , 𝑡, 𝑐).

To synthesize a full-body image, one naive approach is to condi-
tion the sampling at each timestep, 𝑆 (𝑧𝑡 , 𝜖𝜃 (𝑧𝑡 , 𝑡, {𝑝𝑔},∅), 𝑡), with
just a text prompt embedding 𝑝𝑔 , where the text prompt is set to
“photo of [𝑋 ] person standing, full body | wearing [𝑌 ] cloth | wearing
[𝑉 ] pants | wearing [𝑀] shoes”. However, as shown in Fig. 3 (b), this
approach tends to generate images with (1) camera viewpoint is
from above, similar to the overhead training images in 𝑉𝑜 , and (2)
the face is missing. And of course, the background is not 𝐼𝑏 (not
used to this point). To solve these issues, we develop a region-aware
inference strategy to combine the background image 𝐼𝑏 with the
foreground person we intend to generate, with a more natural cam-
era viewpoint. The target pose 𝐼𝑡 provides the body shape of the
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zb
t�1

<latexit sha1_base64="x6C33XKumf9j3NAsbAqPLyZEFoE=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4sSRS1GPRi8cK9gPaUDbbTbt0swm7E6GG/ggvHhTx6u/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGt1O/9ci1EbF6wHHC/YgOlAgFo2il1lMvw3Nv0iuV3Yo7A1kmXk7KkKPeK311+zFLI66QSWpMx3MT9DOqUTDJJ8VuanhC2YgOeMdSRSNu/Gx27oScWqVPwljbUkhm6u+JjEbGjKPAdkYUh2bRm4r/eZ0Uw2s/EypJkSs2XxSmkmBMpr+TvtCcoRxbQpkW9lbChlRThjahog3BW3x5mTQvKt5lpXpfLddu8jgKcAwncAYeXEEN7qAODWAwgmd4hTcncV6cd+dj3rri5DNH8AfO5w8Yno9s</latexit>zt�1

<latexit sha1_base64="qkeylm8YGucvyL2weVJF0o7ZHLc=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF71VsB/QhrLZbtqlu5uwOxFK6V/w4kERr/4hb/4bkzYHbX0w8Hhvhpl5QSyFRdf9dgpr6xubW8Xt0s7u3v5B+fCoZaPEMN5kkYxMJ6CWS6F5EwVK3okNpyqQvB2MbzO//cSNFZF+xEnMfUWHWoSCUcyk+/6w1C9X3Ko7B1klXk4qkKPRL3/1BhFLFNfIJLW267kx+lNqUDDJZ6VeYnlM2ZgOeTelmipu/en81hk5S5UBCSOTlkYyV39PTKmydqKCtFNRHNllLxP/87oJhtf+VOg4Qa7ZYlGYSIIRyR4nA2E4QzlJCWVGpLcSNqKGMkzjyULwll9eJa2LqndZrT3UKvWbPI4inMApnIMHV1CHO2hAExiM4Ble4c1Rzovz7nwsWgtOPnMMf+B8/gBN+43E</latexit>

Ig

<latexit sha1_base64="uQvMY07VG1vSFSYg9E3K1hNRSYg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUY8FL3qraGuhDWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrW9sbhW3Szu7e/sH5cOjto5TxbDFYhGrTkA1Ci6xZbgR2EkU0igQ+BiMr2f+4xMqzWP5YCYJ+hEdSh5yRo2V7m/7ul+uuDV3DrJKvJxUIEezX/7qDWKWRigNE1Trrucmxs+oMpwJnJZ6qcaEsjEdYtdSSSPUfjY/dUrOrDIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCa/8jMskNSjZYlGYCmJiMvubDLhCZsTEEsoUt7cSNqKKMmPTKdkQvOWXV0n7vOZd1Op39UqjmsdRhBM4hSp4cAkNuIEmtIDBEJ7hFd4c4bw4787HorXg5DPH8AfO5w8jOo2i</latexit>

Is

<latexit sha1_base64="X+tJByuhPluIG1NGix1Mlp+hN6s=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0XoqiSlqMuCG5cV7APaUCaTSTt0MgkzN8US+iduXCji1j9x5984abPQ1gMXDufcO3Pv8RPBNTjOt1Xa2t7Z3SvvVw4Oj45P7NOzro5TRVmHxiJWfZ9oJrhkHeAgWD9RjES+YD1/epf7vRlTmsfyEeYJ8yIyljzklICRRrY9BPYElCsqWJA1FpWRXXXqzhJ4k7gFqaIC7ZH9NQximkZMAhVE64HrJOBlRAE3by4qw1SzhNApGbOBoZJETHvZcvMFvjJKgMNYmZKAl+rviYxEWs8j33RGBCZ63cvF/7xBCuGtl3GZpMAkXX0UpgJDjPMYcMAVoyDmhhCquNkV0wlRhIIJKw/BXT95k3Qbdfe63nxoVlu1Io4yukCXqIZcdINa6B61UQdRNEPP6BW9WZn1Yr1bH6vWklXMnKM/sD5/AFkHk2U=</latexit>

2○
<latexit sha1_base64="wBJdjeGjCMW+GBTT+lhF7ayUtYo=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0XoqiRa1GXBjcsK9gFtKJPJpB06mYSZm2IJ/RM3LhRx65+482+ctFlo64ELh3Punbn3+IngGhzn2yptbG5t75R3K3v7B4dH9vFJR8epoqxNYxGrnk80E1yyNnAQrJcoRiJfsK4/ucv97pQpzWP5CLOEeREZSR5ySsBIQ9seAHsCyhUVLMiu5pWhXXXqzgJ4nbgFqaICraH9NQhimkZMAhVE677rJOBlRAE3b84rg1SzhNAJGbG+oZJETHvZYvM5vjBKgMNYmZKAF+rviYxEWs8i33RGBMZ61cvF/7x+CuGtl3GZpMAkXX4UpgJDjPMYcMAVoyBmhhCquNkV0zFRhIIJKw/BXT15nXQu6+51vfHQqDZrRRxldIbOUQ256AY10T1qoTaiaIqe0St6szLrxXq3PpatJauYOUV/YH3+AFqNk2Y=</latexit>

3○

<latexit sha1_base64="o8tUgjPOetfA62X1VB9qX/0vRJ4=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBahp5JIUY8FLx4r2FZoQ9lsNu3SzQe7k2IJ/SdePCji1X/izX/jpu1BWx8MPN6b2Z15fiqFRsf5tkobm1vbO+Xdyt7+weGRfXzS0UmmGG+zRCbq0aeaSxHzNgqU/DFVnEa+5F1/fFv43QlXWiTxA05T7kV0GItQMIpGGth2H/kTMqGY5EHemFUGdtWpO3OQdeIuSRWWaA3sr36QsCziMTJJte65TopeThUK8+as0s80Tykb0yHvGRrTiGsvn28+IxdGCUiYKFMxkrn6eyKnkdbTyDedEcWRXvUK8T+vl2F44+UiTjPkMVt8FGaSYEKKGEggFGcop4ZQpoTZlbARVZShCasIwV09eZ10LuvuVb1x36g2a8s4ynAG51ADF66hCXfQgjYwmMAzvMKblVsv1rv1sWgtWcuZU/gD6/MHXBOTZw==</latexit>

4○
<latexit sha1_base64="Ax7km/KsLTMk4nfLGMJpzOT3d+0=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0XoqiRSH8uCG5cV7APaUCaTSTt0MgkzN8US+iduXCji1j9x5984abPQ1gMXDufcO3Pv8RPBNTjOt1Xa2Nza3invVvb2Dw6P7OOTjo5TRVmbxiJWPZ9oJrhkbeAgWC9RjES+YF1/cpf73SlTmsfyEWYJ8yIykjzklICRhrY9APYElCsqWJBdzStDu+rUnQXwOnELUkUFWkP7axDENI2YBCqI1n3XScDLiAJu3pxXBqlmCaETMmJ9QyWJmPayxeZzfGGUAIexMiUBL9TfExmJtJ5FvumMCIz1qpeL/3n9FMJbL+MySYFJuvwoTAWGGOcx4IArRkHMDCFUcbMrpmOiCAUTVh6Cu3ryOulc1t3reuOhUW3WijjK6Aydoxpy0Q1qonvUQm1E0RQ9o1f0ZmXWi/VufSxbS1Yxc4r+wPr8AV2Zk2g=</latexit>

5○

<latexit sha1_base64="jySYlffE+J/svFgeGB/5x+E/RQM=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0XoqiRSqsuCG5cV7APaUCaTSTt0MgkzN8US+iduXCji1j9x5984abPQ1gMXDufcO3Pv8RPBNTjOt1Xa2t7Z3SvvVw4Oj45P7NOzro5TRVmHxiJWfZ9oJrhkHeAgWD9RjES+YD1/epf7vRlTmsfyEeYJ8yIyljzklICRRrY9BPYElCsqWJA1F5WRXXXqzhJ4k7gFqaIC7ZH9NQximkZMAhVE64HrJOBlRAE3by4qw1SzhNApGbOBoZJETHvZcvMFvjJKgMNYmZKAl+rviYxEWs8j33RGBCZ63cvF/7xBCuGtl3GZpMAkXX0UpgJDjPMYcMAVoyDmhhCquNkV0wlRhIIJKw/BXT95k3Sv626z3nhoVFu1Io4yukCXqIZcdINa6B61UQdRNEPP6BW9WZn1Yr1bH6vWklXMnKM/sD5/AF8fk2k=</latexit>

6○

<latexit sha1_base64="2C/AOrVrIieQJO8SPS49GlA1vrU=">AAAB+XicbVDLSsNAFJ3UV62vqEs3g0XoqiRSrMuCG5cV7APaUCaTSTt0MgkzN8US+iduXCji1j9x5984abPQ1gMXDufcO3Pv8RPBNTjOt1Xa2t7Z3SvvVw4Oj45P7NOzro5TRVmHxiJWfZ9oJrhkHeAgWD9RjES+YD1/epf7vRlTmsfyEeYJ8yIyljzklICRRrY9BPYElCsqWJA1F5WRXXXqzhJ4k7gFqaIC7ZH9NQximkZMAhVE64HrJOBlRAE3by4qw1SzhNApGbOBoZJETHvZcvMFvjJKgMNYmZKAl+rviYxEWs8j33RGBCZ63cvF/7xBCuGtl3GZpMAkXX0UpgJDjPMYcMAVoyDmhhCquNkV0wlRhIIJKw/BXT95k3Sv6+5NvfHQqLZqRRxldIEuUQ25qIla6B61UQdRNEPP6BW9WZn1Yr1bH6vWklXMnKM/sD5/AGClk2o=</latexit>

7○

<latexit sha1_base64="6Gjf2jy+El31c23CX9KtnBYSFrk=">AAAB63icbVBNSwMxEJ2tX7V+VT16CRaxp7IrpXoseNFbBfsB7VKyabYNTbJLkhXK0r/gxYMiXv1D3vw3Zts9aOuDgcd7M8zMC2LOtHHdb6ewsbm1vVPcLe3tHxwelY9POjpKFKFtEvFI9QKsKWeStg0znPZiRbEIOO0G09vM7z5RpVkkH80spr7AY8lCRrDJpPvLoR6WK27NXQCtEy8nFcjRGpa/BqOIJIJKQzjWuu+5sfFTrAwjnM5Lg0TTGJMpHtO+pRILqv10cescXVhlhMJI2ZIGLdTfEykWWs9EYDsFNhO96mXif14/MeGNnzIZJ4ZKslwUJhyZCGWPoxFTlBg+swQTxeytiEywwsTYeEo2BG/15XXSuap5jVr9oV5pVvM4inAG51AFD66hCXfQgjYQmMAzvMKbI5wX5935WLYWnHzmFP7A+fwBg9WN0w==</latexit>

I 0s

<latexit sha1_base64="QvHlMxGozkeeEyHipZW7qWUQZko=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRahXsqulOqx0IveKtgPaJeSTbNtbDZZkqxQlv4HLx4U8er/8ea/MW33oK0PBh7vzTAzL4g508Z1v53cxubW9k5+t7C3f3B4VDw+aWuZKEJbRHKpugHWlDNBW4YZTruxojgKOO0Ek8bc7zxRpZkUD2YaUz/CI8FCRrCxUrtRvhuMLgfFkltxF0DrxMtICTI0B8Wv/lCSJKLCEI617nlubPwUK8MIp7NCP9E0xmSCR7RnqcAR1X66uHaGLqwyRKFUtoRBC/X3RIojradRYDsjbMZ61ZuL/3m9xIQ3fspEnBgqyHJRmHBkJJq/joZMUWL41BJMFLO3IjLGChNjAyrYELzVl9dJ+6ri1SrV+2qpXs7iyMMZnEMZPLiGOtxCE1pA4BGe4RXeHOm8OO/Ox7I152Qzp/AHzucPYyWOSA==</latexit>

C(Ig)
<latexit sha1_base64="GnT61CUFdpyqsRUfFKbh5jAY/Dg=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRahXsquFPVY6UVvFewHtkvJptk2NJssSVYoS/+FFw+KePXfePPfmLZ70NYHA4/3ZpiZF8ScaeO6305ubX1jcyu/XdjZ3ds/KB4etbRMFKFNIrlUnQBrypmgTcMMp51YURwFnLaDcX3mt5+o0kyKBzOJqR/hoWAhI9hY6fEGoToq3/WH5/1iya24c6BV4mWkBBka/eJXbyBJElFhCMdadz03Nn6KlWGE02mhl2gaYzLGQ9q1VOCIaj+dXzxFZ1YZoFAqW8Kgufp7IsWR1pMosJ0RNiO97M3E/7xuYsJrP2UiTgwVZLEoTDgyEs3eRwOmKDF8YgkmitlbERlhhYmxIRVsCN7yy6ukdVHxLivV+2qpVs7iyMMJnEIZPLiCGtxCA5pAQMAzvMKbo50X5935WLTmnGzmGP7A+fwB8AiPEQ==</latexit>

AC(Ig)
<latexit sha1_base64="9LSdcLjHiFyWQLnOK8oUgcFTOQw=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSLUS9mVoh4rRdBbBfsh7VKyabYNTbJLkhXK0l/hxYMiXv053vw3pu0etPXBwOO9GWbmBTFn2rjut7Oyura+sZnbym/v7O7tFw4OmzpKFKENEvFItQOsKWeSNgwznLZjRbEIOG0Fo9rUbz1RpVkkH8w4pr7AA8lCRrCx0uPNdQ2V7nqDs16h6JbdGdAy8TJShAz1XuGr249IIqg0hGOtO54bGz/FyjDC6STfTTSNMRnhAe1YKrGg2k9nB0/QqVX6KIyULWnQTP09kWKh9VgEtlNgM9SL3lT8z+skJrzyUybjxFBJ5ovChCMToen3qM8UJYaPLcFEMXsrIkOsMDE2o7wNwVt8eZk0z8veRblyXylWS1kcOTiGEyiBB5dQhVuoQwMICHiGV3hzlPPivDsf89YVJ5s5gj9wPn8A0m6PDA==</latexit>

EAC(Ig)

<latexit sha1_base64="uQvMY07VG1vSFSYg9E3K1hNRSYg=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUY8FL3qraGuhDWWznbRLN5uwuxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrW9sbhW3Szu7e/sH5cOjto5TxbDFYhGrTkA1Ci6xZbgR2EkU0igQ+BiMr2f+4xMqzWP5YCYJ+hEdSh5yRo2V7m/7ul+uuDV3DrJKvJxUIEezX/7qDWKWRigNE1Trrucmxs+oMpwJnJZ6qcaEsjEdYtdSSSPUfjY/dUrOrDIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCa/8jMskNSjZYlGYCmJiMvubDLhCZsTEEsoUt7cSNqKKMmPTKdkQvOWXV0n7vOZd1Op39UqjmsdRhBM4hSp4cAkNuIEmtIDBEJ7hFd4c4bw4787HorXg5DPH8AfO5w8jOo2i</latexit>

Is

<latexit sha1_base64="jRam9iDstxeeDzKSRsA9Sj04HLk=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi94q2g9oQ9lsN+3SzSbsToQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+64lrI2L1iOOE+xEdKBEKRtFKD3e9Ya9ccavuDGSZeDmpQI56r/zV7ccsjbhCJqkxHc9N0M+oRsEkn5S6qeEJZSM64B1LFY248bPZqRNyYpU+CWNtSyGZqb8nMhoZM44C2xlRHJpFbyr+53VSDK/8TKgkRa7YfFGYSoIxmf5N+kJzhnJsCWVa2FsJG1JNGdp0SjYEb/HlZdI8q3oX1fP780rtOo+jCEdwDKfgwSXU4Bbq0AAGA3iGV3hzpPPivDsf89aCk88cwh84nz8aYI2x</latexit>

Ih
<latexit sha1_base64="xVmx/B4JRzTHXQtCd1naLRpMdBU=">AAAB8nicbVBNS8NAEN3Ur1q/qh69LBbBU0lE1GPRi8cK/YI0lM1m0y7d7IbdiVBDf4YXD4p49dd489+4bXPQ1gcDj/dmmJkXpoIbcN1vp7S2vrG5Vd6u7Ozu7R9UD486RmWasjZVQuleSAwTXLI2cBCsl2pGklCwbji+m/ndR6YNV7IFk5QFCRlKHnNKwEp+H7iIWP40HbQG1Zpbd+fAq8QrSA0VaA6qX/1I0SxhEqggxviem0KQEw2cCjat9DPDUkLHZMh8SyVJmAny+clTfGaVCMdK25KA5+rviZwkxkyS0HYmBEZm2ZuJ/3l+BvFNkHOZZsAkXSyKM4FB4dn/OOKaURATSwjV3N6K6YhoQsGmVLEheMsvr5LORd27ql8+XNYat0UcZXSCTtE58tA1aqB71ERtRJFCz+gVvTngvDjvzseiteQUM8foD5zPH6q5kYQ=</latexit>

z̃T

Semantic Map
<latexit sha1_base64="XMpI1mN5tRNAwB9ab76SohPDOwY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUY8FL3qraGuhDWWz3bRLN5uwOxFK6E/w4kERr/4ib/4bt20O2vpg4PHeDDPzgkQKg6777RTW1jc2t4rbpZ3dvf2D8uFR28SpZrzFYhnrTkANl0LxFgqUvJNoTqNA8sdgfD3zH5+4NiJWDzhJuB/RoRKhYBStdH/bx3654tbcOcgq8XJSgRzNfvmrN4hZGnGFTFJjup6boJ9RjYJJPi31UsMTysZ0yLuWKhpx42fzU6fkzCoDEsbalkIyV39PZDQyZhIFtjOiODLL3kz8z+umGF75mVBJilyxxaIwlQRjMvubDITmDOXEEsq0sLcSNqKaMrTplGwI3vLLq6R9XvMuavW7eqVRzeMowgmcQhU8uIQG3EATWsBgCM/wCm+OdF6cd+dj0Vpw8plj+APn8wckvo2j</latexit>

It

<latexit sha1_base64="kQzWKdYMEZ7dpvSCmxK+DxlXtaQ=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBahp5KIqMeCF71VMG2hjWWz3bRLN5uwOxFK6W/w4kERr/4gb/4bt20O2vpg4PHeDDPzwlQKg6777RTW1jc2t4rbpZ3dvf2D8uFR0ySZZtxniUx0O6SGS6G4jwIlb6ea0ziUvBWObmZ+64lrIxL1gOOUBzEdKBEJRtFK/l0PH1mvXHFr7hxklXg5qUCORq/81e0nLIu5QiapMR3PTTGYUI2CST4tdTPDU8pGdMA7lioacxNM5sdOyZlV+iRKtC2FZK7+npjQ2JhxHNrOmOLQLHsz8T+vk2F0HUyESjPkii0WRZkkmJDZ56QvNGcox5ZQpoW9lbAh1ZShzadkQ/CWX14lzfOad1m7uL+o1Kt5HEU4gVOoggdXUIdbaIAPDAQ8wyu8Ocp5cd6dj0VrwclnjuEPnM8flbmOeA==</latexit>

Ic
t

<latexit sha1_base64="rE1DYzAG8YaoROitl126X04cZVY=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBDiJexKUI+RXPQWwTwgWcLsZJIMmZ1dZnqFsOQjvHhQxKvf482/cZLsQRMLGoqqbrq7glgKg6777aytb2xubed28rt7+weHhaPjpokSzXiDRTLS7YAaLoXiDRQoeTvWnIaB5K1gXJv5rSeujYjUI05i7od0qMRAMIpWat3WSvc9vOgVim7ZnYOsEi8jRchQ7xW+uv2IJSFXyCQ1puO5Mfop1SiY5NN8NzE8pmxMh7xjqaIhN346P3dKzq3SJ4NI21JI5urviZSGxkzCwHaGFEdm2ZuJ/3mdBAc3fipUnCBXbLFokEiCEZn9TvpCc4ZyYgllWthbCRtRTRnahPI2BG/55VXSvCx7V+XKQ6VYLWVx5OAUzqAEHlxDFe6gDg1gMIZneIU3J3ZenHfnY9G65mQzJ/AHzucP/96OoA==</latexit>

AC(It)

<latexit sha1_base64="/JUmA994SP+RMEJkDcmtqlIqL08=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSLUS9mVoh4rveitgv2Qdi3ZNNuGJtklyQpl6a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz321lZXVvf2Mxt5bd3dvf2CweHTR0litAGiXik2gHWlDNJG4YZTtuxolgEnLaCUW3qt56o0iyS92YcU1/ggWQhI9hY6eG6VrrtmbNH3isU3bI7A1omXkaKkKHeK3x1+xFJBJWGcKx1x3Nj46dYGUY4neS7iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmlLcheIsvL5Pmedm7KFfuKsVqKYsjB8dwAiXw4BKqcAN1aAABAc/wCm+Ocl6cd+dj3rriZDNH8AfO5w+ARo9+</latexit>

AC(It)
l

<latexit sha1_base64="S8aEPM72meLVKZ2V2AAEHzTP3B4=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSLUS9mVoh4rveitgv2Qdi3ZNNuGJtklyQpl6a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz321lZXVvf2Mxt5bd3dvf2CweHTR0litAGiXik2gHWlDNJG4YZTtuxolgEnLaCUW3qt56o0iyS92YcU1/ggWQhI9hY6eG6VrrtmbNH0isU3bI7A1omXkaKkKHeK3x1+xFJBJWGcKx1x3Nj46dYGUY4neS7iaYxJiM8oB1LJRZU++ns4Ak6tUofhZGyJQ2aqb8nUiy0HovAdgpshnrRm4r/eZ3EhFd+ymScGCrJfFGYcGQiNP0e9ZmixPCxJZgoZm9FZIgVJsZmlLcheIsvL5Pmedm7KFfuKsVqKYsjB8dwAiXw4BKqcAN1aAABAc/wCm+Ocl6cd+dj3rriZDNH8AfO5w9yoo91</latexit>
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Fig. 2. Pipeline of Total Selfie. Given selfie video frames of different body parts (blue box), Region-Aware Generation (green box) trains a multi-concept
DreamBooth to generate an initial full body image 𝐼𝑔 in the background 𝐼𝑏 with the target pose 𝐼𝑡 . Appearance Refinement (orange box) refines face region of
𝐼𝑔 by incorporating the expression from the on-site selfie 𝐼𝑠 with perspective undistortion. In addition, other body parts (e.g. cloth) are also refined using a
similar idea with slight modifications. The refined image is defined as 𝐼𝑟 . Image Harmonization (purple box) harmonizes the refined image to improve unnatural
regions using diffusion prior with appropriate guidance, generating final output 𝐼ℎ .

foreground, which is essential because it is challenging to infer total
body shape solely from selfie images of body parts.

The idea of region-aware inference is to perform each step of the
denoising process with ControlNet for foreground and background
separately and then merge them to obtain a combined latent before
taking the next denoising step. We adopt ControlNet’s Canny edge
model because it can guide the model to generate the person with
pose provided by 𝐼𝑡 . Specifically, we first detect Canny edge map
𝐼𝑐𝑡 and foreground mask 𝑀𝑔 from the semantic map of 𝐼𝑡 , where
the semantic map is obtained from the pretrained human parsing
model [Yang et al. 2023], as illustrated in Fig. 2 1○. Empirically, we
observe that dilating 𝑀𝑔 by 10 pixels leads to better generation
results for pixels around the detected Canny edge. By detecting 𝐼𝑐𝑡
from the semantic map rather than directly from 𝐼𝑡 , we ensure that
the pipeline is not influenced by details of the random outfit in 𝐼𝑡

(e.g., cloth texture). Then at timestep 𝑡 , the foreground latent 𝑧 𝑓
𝑡−1

is sampled using the fine-tuned DreamBooth model now combined

with the pre-trained ControlNet Canny edge model instead of the
pose model:

𝑧
𝑓

𝑡−1 = 𝑆 (𝑧𝑡 , 𝜖𝜃 (𝑧𝑡 , 𝑡, {𝑝𝑔, 𝐼𝑐𝑡 },∅), 𝑡). (3)

The background latent 𝑧𝑏
𝑡−1 can be obtained by adding noise to

background image 𝐼𝑏 using DDIM (see [Song et al. 2020] for details).
To ensure a natural transition between foreground and back-

ground, we propose to blend 𝑧 𝑓
𝑡−1 and 𝑧

𝑏
𝑡−1. We compute the blend-

ing weight𝑊𝑔 ∈ [0, 1] as:

𝑊𝑔 = 𝑠𝑤
𝑑𝑠𝑡 (𝑀𝑔)

∥𝑑𝑠𝑡 (𝑀𝑔)∥∞
, (4)

where 𝑠𝑤 is the strength for𝑊𝑔 (see supplementary), and 𝑑𝑠𝑡 (𝑀𝑔)
is the distance to 𝑀𝑔’s boundary inside the mask and 0 for pixels
outside the mask. Finally, we calculate 𝑧𝑡−1 by softly blending 𝑧 𝑓

𝑡−1
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and 𝑧𝑏
𝑡−1, given by:

𝑧𝑡−1 =

{
𝑧
𝑓

𝑡−1 ·𝑊𝑔 + 𝑧𝑏
𝑡−1 · (1 −𝑊𝑔), if 𝑡 ≤ 𝑠𝑔𝑇

𝑧𝑏
𝑡−1, if 𝑡 > 𝑠𝑔𝑇

, (5)

where 𝑠𝑔 = 0.9 controls the strength of the foreground generation
– a larger 𝑠𝑔 implies stronger foreground. The latent 𝑧𝑡−1 can then
be used to compute the next denoised foreground latent, and the
iterative process continues to completion, followed by decoding the
final latent to yield image 𝐼𝑔 . This process is illustrated in Fig. 2 gray
box. 𝐼𝑔 is visualized in the top left of Fig. 2 orange box and Fig. 3 (c).

3.3 Appearance Refinement
As demonstrated in Fig. 3 (c), region-aware generation can create the
full-body image with roughly correct outfit and reasonable shading.
However, it does not preserve the identity or expression of the
subject or the fine details of the clothes; i.e., the model is not able
to fully bridge the gap in distribution between the captured selfie
imagery and the full-body image we want. For example, the upper
cloth in the training images typically occupies more pixels than the
upper cloth in the full-body image we want to generate. Thus the
goal of appearance refinement is two-fold: (1) refine the clothing to
produce fine details, and (2) incorporate the expression and look of
the on-site selfie into the initial full-body photo 𝐼𝑔 . Our idea is to
utilize local refinement to better represent different body parts in
selfies using DreamBooth.

We start by describing the refinement of face region to incorporate
the facial features and expressions from the on-site selfie 𝐼𝑠 . Before
describing local refinement, we first introduce the selfie undistortion
module, designed specifically for face region refinement.
Selfie Undistortion: The selfie image 𝐼𝑠 exhibits strong per-

spective distortion that would not be present in a full-body image
taken from a distance. Existing methods reduce selfie distortion
by either optimizing a single image [Shih et al. 2019; Wang et al.
2023] or training on a combination of a synthetic dataset, which
is rendered with unrealistic texture and lighting, and a small real
dataset [Zhao et al. 2019]. For test-time efficiency, we follow the
idea of large dataset training, but instead of using an unrealistic
dataset like previous work, we render a large paired dataset using a
state-of-the-art method that generates realistic textured 3D heads
(with backgrounds) using 3D GANs [Chan et al. 2021]. Then we
fine-tune a talking-head synthesis network [Wang et al. 2021] to
perform perspective undistortion using the rendered dataset. We
define the undistorting process of 𝐼𝑠 as:

𝐼 ′𝑠 = 𝑇 (𝐴(𝐼𝑠 )), (6)

where𝐴(·) and𝑇 (·) are the face alignment operation and the trained
undistortion network, respectively (see Fig. 2 2○). Please see supple-
mentary for more details and results. The undistorted image 𝐼 ′𝑠 is
then used as the source content in the local refinement.
Local Refinement: The goal now is to transfer the appearance

of the face in 𝐼 ′𝑠 to 𝐼𝑔 . Directly pasting 𝐼 ′𝑠 into the face region of 𝐼𝑔
does not work well because the head pose and lighting are different.
Instead, we train a face-specific, “on-site DreamBooth” 𝜖′

𝜃
(𝑧𝑡 , 𝑡, 𝑐)

with prompt “[Z] face” (Fig. 2, step 3○), fine-tuned on just one image,
𝐼 ′𝑠 , which will then be used to generate the improved face combined

with 𝐼𝑔 , through blended diffusion (similar to Sec. 3.2). As 𝐼 ′𝑠 is itself
a face crop, we find that similarly cropping and aligning 𝐼𝑔 before
diffusion blending yields best results. Specifically, we first crop𝐶 (·)
and align𝐴(·) image 𝐼𝑔 , resulting in𝐴(𝐶 (𝐼𝑔)) that is closer to 𝐼 ′𝑠 (see
Fig. 2 4○ and 5○). For simplicity, we refer to 𝐴(𝐶 (𝐼𝑔)) as 𝐴𝐶 (𝐼𝑔).

Given𝐴𝐶 (𝐼𝑔), we can now refine it using 𝜖′
𝜃
(𝑧𝑡 , 𝑡, 𝑐) to obtain the

refined image 𝐸𝐴𝐶 (𝐼𝑔). The refinement operation (Fig. 2 7○) is simi-
lar to region-aware inference with small modifications. Specifically,
at timestep 𝑡 , we compute the latent from on-site DreamBooth as:

𝑧𝑟𝑡−1 = 𝑆 (𝑧𝑡 , 𝜖′𝜃 (𝑧𝑡 , 𝑡, {𝑝𝑟 , 𝐴𝐶 (𝐼𝑡 )
𝑐 , 𝐴𝐶 (𝐼𝑡 )𝑙 },∅), 𝑡), (7)

where 𝑝𝑟 is the embedding of text prompt “[Z] face”. 𝐴𝐶 (𝐼𝑡 )𝑐 is the
canny edge detected from the semantic map of cropped and aligned
target pose𝐴𝐶 (𝐼𝑡 ).𝐴𝐶 (𝐼𝑡 )𝑙 denotes pre-filtered landmarks and pose
detected from𝐴𝐶 (𝐼𝑡 ), as shown in Fig. 2 6○. The latent from𝐴𝐶 (𝐼𝑔)
can be obtained using DDIM, denoted as 𝑧𝑔

𝑡−1. Finally, 𝑧𝑡−1 is given
by:

𝑧𝑡−1 =

{
𝑧𝑟
𝑡−1 · 𝐴𝐶 (𝑀𝑟 ) + 𝑧

𝑔

𝑡−1 · (1 −𝐴𝐶 (𝑀𝑟 )), if 𝑡 ≤ 𝑠𝑖𝑇

𝑧
𝑔

𝑡−1, if 𝑡 > 𝑠𝑖𝑇
, (8)

where𝑀𝑟 is the mask of face region in 𝐼𝑔 , and 𝑠𝑖 = 0.8 is the strength.
After refinement, we map the refined face image 𝐸𝐴𝐶 (𝐼𝑔) back into
full 𝐼𝑔 image coordinates and paste it in. All images are resized to
Stable Diffusion’s default 512𝑥512 resolution.
Remaining Body Parts: We also apply the same idea to refine

the cloth, pants, shoes, and hands with minor modifications. To
ease the notation burden, we reuse𝑀𝑟 and 𝑝𝑟 for these regions. For
example, for cloth, 𝑀𝑟 is the cloth mask and 𝑝𝑟 is the embedding
of prompt “[Y] cloth”. In addition, for hands, we simply set 𝑝𝑟 as
the embedding of “hand”. The modifications include: (1) In Eq. 7,
we use DreamBooth 𝜖𝜃 (𝑧𝑡 , 𝑡, 𝑐) trained in Section 3.2 rather than
on-site DreamBooth. In other words, the on-site selfie is not used.
(2) In Eq. 7, we replace control signals {𝑝𝑟 , 𝐴𝐶 (𝐼𝑡 )𝑐 , 𝐴𝐶 (𝐼𝑡 )𝑙 } with
{𝑝𝑟 ,𝐶 (𝐼𝑡 )𝑐 }, where 𝐶 (𝐼𝑡 )𝑐 is canny edge of semantic map of the
cropped 𝐼𝑡 based on𝑀𝑟 . (3) In Eq. 8, 𝐴𝐶 (𝑀𝑟 ) is replaced by 𝐶 (𝑀𝑟 ).
Also, 𝐴𝐶 (𝐼𝑔) is replaced by 𝐶 (𝐼𝑔).

We perform this refinement for each part of the body and paste
the results over 𝐼𝑔 to yield a new composite image 𝐼𝑟 , as visualized
in the top left of the Fig. 2 purple box and Fig. 3 (d).

3.4 Image Harmonization
As highlighted in Fig. 3 (d), although the outfit and identity in 𝐼𝑟
are mostly correct, it still has obvious artifacts: (1) The shading
for the cloth, pants, and shoes is incorrect (highlighted by blue
arrow), because the DreamBooth utilized in appearance refinement
is trained from selfie video frames, taken in another place under
different lighting conditions. (2) The boundary has artifacts between
the foreground and background (highlighted by purple arrow)where
appearance refinement struggles to preserve the structure of body
parts while generating the correct outfit. (3) Some small details have
artifacts; e.g., the hands in Fig. 3 (c) are unnatural despite being
generated by DreamBooth; even with local refinement in Fig. 3(d),
highlighted by the green arrow, the hand region still has noticeable
artifacts.
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(a) On-Site Selfie (Input) (b) Naive Generation (c) Region-Aware Generation (d) Appearance Ref + (c) (e) Full Pipeline

Fig. 3. Results for different modules of our pipeline. (a) shows the on-site selfie. The image sample of selfie video is in Fig. 4 row 1. (b) shows the results
of trained dreambooth that only uses text prompt as condition for inference. (c)-(e) show the zoom-in of the outputs. With only region-aware generation,
output (c) has incorrect identity and clothing. With appearance refinement and region-aware generation, output (d) has better identity but contains boundary
artifacts (purple arrow), incorrect shading (blue arrow), and bad image details (green arrow). In contrast, the full pipeline (e) produces a realistic and faithful
full-body photo.

To address these issues, we propose and apply an image harmo-
nization stage. The key idea is to reproject 𝐼𝑟 back onto the data
manifold learned by Stable Diffusion. In other words, Stable Diffu-
sion should have a sense of what a natural, full-body shot looks like,
and we aim to utilize this knowledge.
First, we fine-tune the pretrained Stable Diffusion decoder 𝐷 on

the image 𝐼𝑟 using L1 and perceptual loss [Johnson et al. 2016].
This step is necessary, as small details, especially the face region,
are otherwise not reconstructed well in 𝐼𝑟 . Then we invert 𝐼𝑟 to
random noise in the latent space of 𝜖𝜃 (𝑧𝑡 , 𝑡, 𝑐) using null-text inver-
sion [Mokady et al. 2022], given by:

{∅̃𝑡 }, 𝑧𝑇 = 𝑖𝑛𝑣 (𝐼𝑟 ) (9)

where {∅̃𝑡 } is a set of optimized null text embeddings (one for
each timestep), and 𝑧𝑇 is the output of DDIM inversion. With 𝑧𝑇 as
initialization, we sample 𝑧𝑡−1 at each timestep to obtain 𝑧0, using
the function 𝑆 (𝑧𝑡 , 𝜖𝜃 (𝑧𝑡 , 𝑡, {𝑝ℎ}, ∅̃𝑡 ), 𝑡), where 𝑝ℎ is the embedding
of empty text prompt. We observe this performs better than using
prompts related to “person”, which overfit to our training image
since we use prompts with “person” for DreamBooth training. Then
we can reconstruct 𝐼𝑟 using the fine-tuned decoder, given by 𝐼𝑟 ≈
𝐷 (𝑧0). Note that, we do not use any ControlNet model in the image
harmonization stage.

This inversion technique allows us to project the generation of 𝐼𝑟
back into the Stable Diffusion process. Our goal then is to move the
denoised image towards the the learned data manifold, all the while
maintaining the primary content in 𝐼𝑟 . Following [Bansal et al. 2023],
we adopt a similar idea of classifier guidance [Dhariwal and Nichol
2021] for the denoising process without any test-time fine-tuning.
Specifically, at a specific timestep 𝑡 , we apply forward guidance on
the predicted noise to enforce the denoising process to our desired
direction, given by:

𝜖𝜃 (𝑧𝑡 , 𝑡, {𝑝ℎ}, ∅̃𝑡 ) = 𝜖𝜃 (𝑧𝑡 , 𝑡, {𝑝ℎ}, ∅̃𝑡 ) + ∇𝑧𝑡 𝐿, (10)

where 𝐿 is the guidance loss. With this predicted noise as guidance,
we can compute 𝑧𝑡−1, again with the blending of latent, by:

𝑧𝑡−1 =

{
𝑆 (𝑧𝑡 , 𝜖𝜃 (𝑧𝑡 , 𝑡, {𝑝ℎ }, ∅̃𝑡 ), 𝑡 ) · 𝑀ℎ + 𝑧𝑡−1 · (1 − 𝑀ℎ ) if 𝑡 ≤ 𝑠ℎ𝑇

𝑧𝑡−1 if 𝑡 > 𝑠ℎ𝑇
,

(11)
where 𝑠ℎ = 0.2 is to control the strength of forward guidance.𝑀ℎ =

𝑀𝑔 −𝑀𝑓 , and 𝑀𝑓 is mask of face region of 𝐼𝑟 . In other words, we
keep the face region unchanged during the whole process since it
is generated from on-site selfie 𝐼𝑠 with desired lighting conditions.
Then, instead of proceeding to the next timestep 𝑡 −1, we recompute
𝑧𝑡 with combination of 𝑧𝑡−1 and a random gaussian noise, given by:

𝑧𝑡 =
√︁
𝛼𝑡/𝛼𝑡−1𝑧𝑡−1 +

√︁
1 − 𝛼𝑡/𝛼𝑡−1N(0, 1). (12)

This injection of Gaussian noise enables the denoise process to
move toward the generation of more realistic images. We repeat
this recomputation 𝑁 times (we set 𝑁 = 3), where a larger 𝑁 will
push the image closer to the data manifold, but farther from the
content of 𝐼𝑟 .

We construct 𝐿 in Eq. 10 from two losses: (1) perceptual loss [John-
son et al. 2016] 𝐿𝑝 to preserve the content in 𝐼𝑟 , and (2) style
loss [Gatys et al. 2015] 𝐿𝑠 to help match the appearance (e.g., shad-
ing) in 𝐼𝑠 . To implement this, at timestep 𝑡 , we compute the predicted
denoised latent 𝑧0 using Eq. 2 by replacing ∅ with ∅̃𝑡 and 𝑐 with
{𝑝ℎ}. Then the predicted clean image can be computed by 𝐼 = 𝐷 (𝑧0).
Finally, we compute 𝐿 = 𝑤𝑝 ·𝐿𝑝 (𝐼𝑟 , 𝐼 )+𝑤𝑠

∑
𝜔∈Ω ·𝐿𝑠 (𝐶𝜔 (𝐼𝑠 ),𝐶𝜔 (𝐼 )),

where𝑤𝑝 = 100000 and𝑤𝑠 = 10000 are weights for perceptual and
style loss respectively. Ω is a set of body parts presented in both 𝐼𝑠

and 𝐼 , excluding face as its shading is already well-modeled. As an
example, for 𝐼𝑠 in Fig. 2, we set Ω = {𝑐𝑙𝑜𝑡ℎ}, corresponding to the
shirt region, as no other non-face regions are visible. 𝐶𝜔 (𝐼𝑠 ) and
𝐶𝜔 (𝐼 ) are images cropped from 𝐼𝑠 and 𝐼 based on their masks for
body part 𝜔 .

In summary, the recomputation of 𝑧𝑡 with Gaussian noise encour-
ages the final image to be realistic, perceptual loss preserves the
content, and style loss corrects the shading. The final result 𝐼ℎ is
shown in Fig.3 (e) and Fig. 2 purple box. Please see the implementa-
tion details of the pipeline in the supplementary.
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(a) Overhead (b) Cloth (c) Pants (d) Shoes

Fig. 4. Sample images of different body parts of different users extracted
from their selfie videos. The appearance of the same outfit can vary across
different selfies, depending largely on factors such as spatially variable light-
ing conditions and diverse camera settings. For instance, when comparing
the black top in row 1 (a) to row 1 (b), it is noticeable that the black top
appears somewhat lighter in the latter image.

4 EXPERIMENTS
Evaluation data. We collected a dataset of five people, each of
them has one selfie video with three different on-site selfies in two
different scenes. This resulted in a total of 30 examples. The target
poses were provided from their photo collections. Fig. 4 illustrates
the representative images that were derived from these videos. For
evaluation, we also collected ground truth full-body photos of each
person, i.e., with the same facial expression, clothing, and back-
ground.

Results. Fig. 9 demonstrates that Total Selfie can produce full-body
shots in diverse backgrounds with reasonable shading, despite of
potentially different lighting conditions in pre-captured selfies. To
illustrate this point, consider the black top in Fig. 4 (b) row 1, which
under a certain light appears somewhat lighter. Our pipeline can
effectively discern and resolve this ambiguity by exploiting the
clothing appearance from the on-site selfie (explicitly through style
loss) and overhead selfies (implicitly through DreamBooth) in Fig.
4 (a) row 1. Furthermore, Total Selfie has the capability to handle
complex facial expressions, including wide-open mouths, visible
teeth, and even winks, as shown in Fig. 9. See more results in the
supplementary.

Method LPIPS ↓ SSIM ↑ PSNR ↑ FID ↓
PIDM 0.415 0.472 11.12 350.0
Paint-By-Example 0.367 0.466 12.62 222.5
DreamBooth+ControlNet 0.261 0.614 18.27 149.9

Ours-IH-AR 0.254 0.614 18.47 153.8
Ours-IH 0.214 0.631 18.95 116.1
Ours-SU 0.208 0.650 19.26 116.5

Ours-Style 0.208 0.649 19.26 118.6
Ours-Lpips 0.217 0.643 19.23 132.8

Ours 0.205 0.652 19.28 112.2
Table 1. Comparison with baselines and Total Selfie variants. The metrics
are evaluated only in the foreground. To align the foreground in output and
ground truth, we use ground truth as the target pose for all tested methods
and variants.

Ablation Study. We perform two studies. First, we study the effect
of different parts of the pipeline and design three variants: (1) Ours-
IH-AR: full pipeline without image harmonization and appearance
refinement (i.e., region-aware generation only), (2) Ours-IH : full
pipeline without image harmonization, (3) Ours-SU : full pipeline
without selfie undistortion. As discussed in Sec. 3, Fig. 3 and Table. 1
show that the Total Selfie performs better than these three variants.

Second, we study the effects of guidance loss in the image harmo-
nization stage by testing two variants: (1) Ours-Style: full pipeline
without style loss. (2) Ours-Lpips: full pipeline without perceptual
loss. Table 1 indicates thatOurs-Lpips performs the worst, as the con-
tent is not well preserved without perceptual loss. The full pipeline
outperforms Ours-Style, demonstrating that the style loss can effec-
tively correct shading with the assistance of on-site selfies.

See supplementary for more results of the ablation study.
Comparison to Baselines. To the best of our knowledge, there
are no existing papers solving the same tasks. Therefore, we modify
three existing methods to adapt to our task: (1) PIDM [Bhunia et al.
2022] is originally designed to generate full-body photo given a
source image and a target pose. We modify this method by using a
selected overhead selfie (from the selfie video) as the source image
and 𝐼𝑡 as the target pose to generate the initial output. The face
region and other body parts of this initial result are further refined
sequentially using the on-site selfie and selected body selfies (from
the selfie video) as source images. (2) Paint-By-Example [Yang
et al. 2022] is originally developed to inpaint a masked image using
content from a source image. We develop a two-stage process for
our adaptation. The initial output is generated using a selected
overhead selfie as the source image and a scene image masked
by 𝑀𝑔 as the masked image. The face region of this initial output
is then further inpainted using the on-site selfie and face mask.
Note that, we do not apply this for other body parts or combine
the inpainting model with ControlNet as they lead to degraded
results. (3) DreamBooth+ControlNet [Ruiz et al. 2022; Zhang
and Agrawala 2023] is implemented the same as our region-aware
generation. The difference is that both pre-captured and on-site
inputs are also used for DreamBooth training.
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(a) On-Site Selfie (b) PIDM (c) Paint-By-Example (d) DB+ControlNet (e) Ours (f) Ground-Truth

Fig. 5. Qualitative Comparison with baselines. Sample pre-captured images (from selfie video) are shown in the second and last column in Fig. 4. All results are
zoomed in for clear visualization. (d) are the results of DreamBooth+ControlNet. In all methods, we use the ground-truth as target pose to constrain the pose.
Our pipeline clearly outperforms all baselines in terms of photo realism and faithfulness. Note that, despite being captured nearly at the same time, the color
tone of the on-site selfie, background image, and ground-truth may not match due to differences in lighting conditions, auto exposure, and white balance etc.

(a) Total Selfie for Pose A (b) Total Selfie for Pose B

Fig. 6. Total Selfie is capable of generating full-body images featuring a
variety of poses, while still maintaining accurate patterns on the individual’s
clothes. The target pose can be significantly different from the pose adopted
when pre-capturing the selfie video, thereby providing an impressive range
of flexibility and diversity in the generated full-body photographs.

Table 1 and Fig. 5 show the quantitative and qualitative results of
all methods, respectively. PIDM underperforms since it is trained
on a dataset of fashion images, characterized by a third-person view
without background. DreamBooth+ControlNet surpasses Paint-By-
Example due to its use of all available input images for model fine-
tuning. In contrast, Paint-By-Example does not perform any test-
time optimization on input images and can only consider one source
image per forward pass. Total Selfie performs the best by flexibly uti-
lizing DreamBooth and ControlNet throughout the whole pipeline.
Results on Natural Pose Total Selfie can also generate full-body
images with more natural poses, while still preserving the patterns
on the clothes, as shown in Fig. 6. These poses can considerably
differ from those utilized during the pre-capturing of the selfie video.

(a) Total Selfie (b) Ground-Truth

Fig. 7. Limitations of Total Selfie, where the output has incorrect shading
and unrealistic hands.

This flexibility empowers users to choose their preferred poses and
thereby generate a wide variety of full-body photos.

5 LIMITATIONS AND FUTURE WORK
Total Selfie has several limitations: (1) The shading in the generated
full-body image may not align accurately with the actual photo
(see Fig. 7). This happens when the shading in the initial full-body
image (generated by DreamBooth) greatly differs from the shading
in the on-site selfie. A potential avenue for future exploration could
involve harnessing the on-site selfie to guide the region-aware gen-
eration. (2) Clothing and hair must be similar in shape between
target pose 𝐼𝑡 and on-site selfie 𝐼𝑠 . For example, wearing pants in 𝐼𝑡
but a dress in 𝐼𝑠 leads to the failure of our method. For future work,
we plan to develop a method capable of addressing the disparity of
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(a) Ours-SU (b) Ours

Fig. 8. Comparison of the pipeline with and without selfie undistortion.
With perspective undistortion, the pipeline produces a more natural-looking
face.

clothes and hairstyles between the two images. Moreover, generat-
ing feasible poses based on a given background presents an exciting
prospect for further exploration. (3) The hands and arms region
in the generated image is not realistic enough (see Fig. 7), which
is a well-known limitation for Stable Diffusion. Fortunately, our
pipeline has the flexibility to integrate any pretrained text-to-image
model as a plugin, allowing us to enhance its output whenever more
advanced models become available.

6 CONCLUSIONS
In this paper, we introduce Total Selfie, a novel approach to gen-
erating full-body images from selfies. The method assumes the
availability of a target pose, along with a pre-captured selfie video
showcasing a new outfit. Then given an on-site selfie featuring the
same outfit and a site photo, Total Selfie produces a full-body photo
of the person in the given site with the target pose, capturing the
facial expression present in the on-site selfie. We address challenges
arising from significant disparities between selfies and full-body
photos, including substantial differences in camera viewpoints and
fields of view, the use of at least one hand to capture the selfie, and
the absence of paired selfie and full-body training data for our task.
We present results from five individuals who experimented with our
approach, as well as ablation studies and comparisons with other
potential methods.
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(a) Target Pose (b) On-Site Selfie (c) Background (d) Ours (Zoom In)

Fig. 9. Results of Total Selfie. The sample pre-captured images (from the selfie video) are shown in Fig. 1 and the first three rows of Fig. 4. Total Selfie
successfully generates authentic and realistic full-body images for diverse individuals, capturing a broad spectrum of expressions set against a variety of
backgrounds, while preserving the clothes and producing reasonable shading. Please note, the second row’s output has a stripe appearing on the left side of
the pants, which is not an artifact but rather a ground pattern in the background.
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