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Microsoft-Intel Universal Parallel 
Computing Research Centers (UPCRCs) 

 

• In 2008 Microsoft and Intel launched the UPCRC 
program to sponsor research into multi-core parallelism 
at the client 

• Initial call to 25 CS Departments: two university centers 
selected 
• UPCRC at UC Berkeley 
• UPCRC at UIUC Illinois 

• Separate Microsoft Research initiative In Europe 
• Joint Parallel Computing Institute at UPC Barcelona 

with Microsoft Research Cambridge 
• Initial focus on transactional memory 

 
 
 



UPCRCs Major Accomplishments 

UC Berkeley:  

 12 faculty, 120 graduate students, 4 post-docs, 10 MSR 

interns, 300+ publications in journals, conferences, 6 Best 

Paper Awards, 20+ visits to/from MSFT, strong participation 

at the MSFT Academic Summits, 20+ lectures at MSFT, 

outreach activities, including courses and summer schools 

attended by  1100+. 

 

UIUC:  

18 faculty, 45+ graduate students, 2 MSR interns, 20+ visits 

from/to MSFT, strong participation at the MSFT Faculty 

Summits, 42 UPCRC seminars, 60+ journal publications, 

100+ conference presentations, outreach activities, 

including  courses and summer schools with 750+ 

attendants. 



Structural Patterns for Parallel Composition 

UPCRC Berkeley believes in relevance of computational 
and structural patterns at all levels of programming  

• From Domain level through to Efficiency level 

• Patterns provide a good vocabulary for domain 
experts 

• Patterns are also comprehensible to efficiency-level 
experts or hardware architects 

• Patterns act as a lingua franca between the different 
projects 

 Expanded Phil Colella’s original ‘Seven Dwarfs’ 
computational kernels to 12, 13, 14 …  

 



‘Heat Map’ for the Berkeley Dwarfs 



Specializers: Pattern-specific and  
platform-specific compilers (SEJITS) 

Multicore GPU Cloud 

App 1 App 2 App 3 

Dense Sparse Graph Trav. 

Allow maximum efficiency and expressibility in 

specializers by avoiding mandatory intermediary layers 



Communication-avoiding algorithms 
(Jim Demmel) 

• Possible to reduce communication to 
theoretical minimum in various linear 
algebra computations 
–

–

–

• Lots of related work 
–

–
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Convex Optimization for Resource 
Management  (Sarah Bird, Burton Smith) 



UIUC UPCRC - AvaScholar:  
Immersive Environment for Education 

AvaScholar Instructor 
Real-Time Deformable Stereo and 

Shape-from-Motion Reconstruction of 

Instructor and Visual Aids 

AvaScholar Student 
Real-Time Agglomeration of 

Demographics, Engagement and 

Confusion of Remote Students 



UPCRC Barcelona UPC 

• 16 papers in peer-reviewed Conferences, Journals and Workshops. 

• Best paper awards in ICPE (paper on the publicly available TM 
benchmark suite) and in GLSVLSI (paper on detailed circuit design of a 
practical TM-cache) 

• First PhD graduates: Sasa Tomic, Ferad Zyulkyarov and Nehir Sonmez 

•  FP7 VELOX FP7 project on Transactional Memory included 
implementation and evaluation of AMDs Advanced Synchronization 
Facility (ASF) Hardware TM. 

• Transactional Memory: Atomic Dataflow Model with best of 
optimistic concurrency and dataflow programming. Promising results 
with a game server application. Concluded work on dynamically 
adapting per-core hardware priorities to load-balance sibling threads 
for the STM2 framework.  

• Collaboration with Koç University on TM based data race detection.  

• Low-power vector processors: first release of benchmark software. 
New applications in the benchmark, speech synthesis and recognition, 
face recognition, TPC-H and artificial intelligence. 
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HPC and the ‘Excluded Middle’ 
•

• Access to diverse software plus a wide array of devices and a rich 
and responsive software developer ecosystem 

•
• Experienced computational scientists needed to create and 

maintain applications in energy, environment , climate change, 
computational fluid and structural dynamics, biological models …   

•
• Between ubiquitous consumer software and specialized high-end 

HPC applications is the world of day-to-day computational science 
problems - ‘the Bottom 50,000 HPC applications’ 

 The Excluded Middle is a "no man's land" that not only lacks the ready 
availability of application software but also simple parallel 
programming tools and methodologies for ‘ordinary’ developers.  

 The result has been limited uptake of computational science by many 
scientists and by companies of all sizes, large, medium and small.  

After Dan Reed’s CACM Blog – see: 

www.hpcdan.org/reeds_ruminations/2010/10/hpc-and-the-excluded-middle.html 



Einstein, Elvis and Mort 

Goal: Simplify parallel programming for 

‘ordinary mortals’ 
 

Start with Abstractions  

• Parallel speedups for data parallel computations  

• Independent loops  

• Coarse-grained task parallelism  

• Patterns, not primitives  

• DAG model  

 

Only later teach how to optimize applications  

• Need to look below abstractions to understand performance  

e.g. caching behavior, bandwidth and latencies  



Parallel Programming with … 

.NET 
Task Parallel Library 

PLINQ 

Samples for C#, VB & F# 

 
http://parallelpatterns.codeplex.com/ 

 

Visual C++ 
Asynchronous Agents Library 

Parallel Patterns Library 

 
http://parallelpatternscpp.codeplex.com/ 

http://parallelpatterns.codeplex.com/
http://parallelpatternscpp.codeplex.com/
http://parallelpatternscpp.codeplex.com/
http://parallelpatternscpp.codeplex.com/


Based on .NET CLR and Libraries 



Finding Potential Parallelism 

• Tasks vs. Data 

 

• Control Flow 

 

• Control and 
Data Flow 



Data Parallelism 

•
• Too big – under 

utilization  

• Too small – thrashing

•
• Cache and cache line size 

• False cache sharing 

•



Task Parallelism 

•
• Too many – thrashing 

• Too few – under utilization 

•
• Small workloads 

• Variable workloads 

•
• Removable 

• Separable  

• Read only or read/write 



Control and Data Flow 

•
• Temporal: A → B 

• Simultaneous: A ↔ B 

• None: A B 

•
• I/O read or write order 

• Message or list output order 

•
• Pipeline 

• Futures 

• Dynamic Tasks 



AMP is a parallel programing model for  
heterogeneous computing on Windows  

•
•
•
•

8/24/2012 Faculty Summit 2012 

C++ AMP (Accelerated Massive Parallelism) 



Parallel Processing Language Features 
Covered in the new book: 

 

Two examples: 

• .NET 4 platform’s  TPL 

and PLINQ 

• Java 5’s concurrency 

package and proposals 

for Java 7 

Also: 

• F#3.0 - the Type 

Provider mechanism, 

and a set of built-in 

type providers for 

enterprise and web 

data standards 
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Parallel Computing in the Cloud 

• Understanding the architecture of a big 
cloud data center. 

• How is the data center different from a 
traditional cluster? 

• Cloud parallel apps are more about data 
analysis than simulation. 

• MapReduce is well suited to the cloud and 
is a critical kernel for most data apps. 

• Some science examples 



• On-demand service 

• Broad network access 

• Resource pooling 

• Flexible resource allocation 

• Measured service 

Cloud Computing: One Definition 



Microsoft’s Datacenter Evolution 

Containers 

 
 

   Scalability and   

…Sustainability 

 

Datacenter  

Co-Location      

Generation 1 

Modular  Datacenter 

Generation 4 

Server 

 

                                   Capacity 

 Rack 
 

             Density  

             and Deployment 

 

Quincy and San 

Antonio 

Generation 2 

Chicago and Dublin 

Generation 3 

            Dep loyment  Sca l e  Un i t  

IT PAC 

Time to Market 

Lower TCO 

      Facility PAC 



Microsoft Cloud built on Data Centers 

Quincy, WA Chicago, IL San Antonio, TX Dublin, Ireland Generation 4 DCs 

~100 Globally Distributed Data Centers ranging in size from 
“edge” facilities to mega-scale centers (100K to 1M servers) 



Cloud Options? 



Data Center vs Supercomputers? 

•Network Architecture 
Supercomputers:  

CLOS  “Fat Tree” infiniband 
Low latency – high bandwidth 
protocols  

Data Center: IP based 
Optimized for Internet Access 

•Data Storage 
Supercomputers: 

separate data farm  
GPFS or other parallel file 
system 

Data Centers  
use disk on node +  
memcache + databases 

 Expect to see future 
convergence! 

Fat tree network 

Standard Data Center Network 



Types of Cloud Services 
 

Infrastructure as a Service (IaaS) 
Provide a way to host virtual machines  

on demand  

Platform as a Service (PaaS) 
You write an Application to Cloud APIs 

and the platform manages and scales 

it for you. 

Software as a Service (SaaS) 
Delivery of software to the desktop 

from the Cloud 
 

Infrastructure 

as a Service 

Platform as 

a Service 

Software 

as a 

Service 

   



Azure Cloud Programming Model 

Azure Services (storage) 

Load 
 Balancer 

Public 

Internet 

Worker 

Role(s) 

Front-

end 

Web 

Role 

Switches 

 

Highly-available 
Fabric Controller 

 

In-band communication – 
software control 

Load-balancers 

Abstract Programming 

Model: 



“Traditional” Cloud Parallel Apps 

•



No network 

traffic 

May require heavy  

network traffic 



Twister: Iterative Map-Reduce  

Azure BLOB Storage

MW1 MW2 MW3 MWm

RW1 RW2

Azure BLOB Storage

Intermediate 
Data

(through BLOB 
storage)

Reduce Task Int. 

Data Transfer 

Table

Meta-Data on 

intermediate 

data products

Map Workers

Reduce Workers

Mn . . Mx . . M3 M2 M1

Map Task Queue

Rk . . Ry . . R3 R2 R1

Reduce Task Queue

Client API
Command Line 

or Web UI

Map Task Meta-

Data Table

Reduce Task 

Meta-Data Table

Map Task 

input Data



  

(a) Map Only 
(d) Loosely 

Synchronous (c) Iterative MapReduce (b) Classic MapReduce 
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CAP3 Analysis 

Smith-Waterman 

Distances 

Parametric sweeps 

PolarGrid Matlab data 

analysis 

High Energy Physics (HEP) 

Histograms 

Distributed search 

Distributed sorting 

Information retrieval 

  

Many MPI scientific 

applications such as 

solving differential 

equations and particle 

dynamics 

  

Domain of Daytona Iterative MapReduce System MPI 

Expectation maximization 

clustering e.g. Kmeans 

Linear Algebra 

Multimensional Scaling 

Page Rank 

  

‘Daytona’ Iterative MapReduce 
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Microsoft Azure Research Projects 
90 projects world wide   



• Protein Folding 
• The University of Washington is studying the ways proteins 

from salmonella virus inject DNA into cells.  Used 2000 
concurrent cores.  PI: Nikolas Sgourakis, Baker Lab. 

• Joint Genetic and Neuroimaging Analysis 
• France’s premier research institute INRIA is using 1000 cores 

of Azure to study large cohorts of subjects to understand links 
between genetic patterns and brain anomalies. Pis: Radu 
Marius Tudoran, Gabriel Antoniu IRISA INRIA France. 

• Fire Risk 
• This app from the University of Aegean estimates the fire risk 

probability using meteo and geo-data sources and calculates 
the so-called fire risk index.  A client application for the fire 
and forest services as well as cloud services that allow access 
to real-time data from sensors and on-the-ground reporting. 
This service has been tested and validated with fire-fighting 
crews in both Mytilene and Thessaloniki, Greece PI: Kostas 
Kalabokidis 

Sample Projects on Azure Cloud 



More Examples 
• Drug Discovery 

• Researchers at Newcastle University in the U.K. are using 
Azure to model the properties (toxicity, solubility, biological 
activity) of molecules for potential use as drugs. This cloud 
solution is primarily aimed at domain scientists who do not 
have advanced IT skills.  PI: Paul Watson 

• Predicate-Argument Structure Analysis 

• University of Kyoto team applied a predicate-argument 
structure analysis to a huge Japanese corpora consisting of 
about 20 billion web sentences, to improve the open-search 
engine infrastructure TSUBAKI, which is based on deep 
natural language processing.  To achieve this goal 10,000 
core on Windows Azure were used in a massively parallel 
computation that took about a week. 

• Model and Manage Large Watershed Systems 
•

 



1. Traditional communication-intensive 
MPI apps belong on supercomputers.   

2. The cloud advantage 
•

•

•

3. The scale-out as needed model works. 
•

•

•

What have we learned? 
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The Fourth Paradigm: 
Data-intensive Science 

Data 

Acquisition & 

modelling 

Collaboration 

and 

visualisation 

Analysis & 

data mining 

Dissemination 

& sharing 

Archiving and 

preserving 

http://research.microsoft.com/fourthparadigm/  

http://research.microsoft.com/fourthparadigm/


•

•
• Resources 

• Many research groups do not have access to sufficient 
computational and data resources 

• Complexity 
• Coordination to manage data, schedule jobs, support 

fault tolerance becomes increasing complex 

• Tedium 
• Copying 10 files OK; copying more than 1000 

problematic 

Need for more powerful tools … 



•
• Use MapReduce-like DryadLINQ technology 

• Use .NET parallel extensions for code running in 
parallel on multicore nodes of HPC Cluster 

• Use Trident Scientific Workflow technology from 
Microsoft Research to manage overall process 

•
• Computing Evapotranspiration from MODIS 

satellite data using Azure Cloud resources 

Two Examples 



Create RGB color plates from DSS 
data 

Vignetting Correction 
(Red, Blue)  

Astrometric Alignment 

Statistical Analysis 
(Saturation & noise floor) 

Colored Plate Creation 

Stitch and smooth images 

Project Sphere Image 
onto Plane 

Distributed gradient-
domain processing  

Create sky image pyramid for WWT 

Tiled Multi-resolution 

Computational and Data Intensive Application  

Large-scale data aggregation easily performed with 
integrated set of technologies 

• DryadLINQ => concise code 

• .NET Parallel Extension => faster decompression of DSS data 

• DryadLINQ + Windows HPC => Efficient and robust execution 

Managed and Coordinated by Project Trident: A 
Scientific Workflow Workbench 

Generating a TeraPixel Image 



TeraPixel Image for  

WorldWide Telescope 



MODIS Azure:  
Computing Evapotranspiration (ET) in the Cloud 

A pipeline for 
download, 

processing, and 
reduction of diverse 

NASA MODIS 
satellite imagery. 

Contributors:  Catharine van Ingen (MSR), Youngryel Ryu (UC Berkeley), Jie Li (Univ. of 

Virginia) 



Cost of Computing ET for 1 US Year 

Reduction #1 

Queue 

Source 

Metadata  

Request 

Queue 

Scientific 

Results  

Download 

Analysis  Reduction Stage 

Data Collection Stage 

Source Imagery Download Sites  

. . . 

Reprojection 

Queue 

Derivation Reduction Stage  Reprojection Stage 

Reduction #2 

Queue 

Download 

Queue 

400-500 GB 

60K files 

10 MB/sec 

11 hours 

<10 workers 

400 GB 

45K files 

3500 hours 

5-7 GB 

5.5K files 

1800 hours 

100 workers 

<10  GB 

~15K files 

1800 hours 

$50 upload 

$225 storage 

$420 cpu 

$60 download 

$216 cpu $216 cpu 

 $ 1420 



EU VENUS-C Project:
Virtual multidisciplinary EnviroNments

USing C oud infrastructures 

Cloud 
Infrastructure 

Software 
Architecture 

Development. 

User Scenarios 

Dissemination, 
Cooperation, 

Training. 

EMIC – MICGR - 

MRL 

Project led by Fabrizio Gagliardi  



Seven Pilot Scenarios 

T5.1  

Structural 

Analysis for 

Civil 

Engineering 

T5.2  

Building 

Information 

Management 

T5.3  

Data for 

Science - 

AquaMaps 

T5.4  

Civil 

Protection 

and 

Emergencies 

T5.5  

Bioinformatics 

T5.6  

System 

Biology 

T5.7  

Drug 

Discovery 



Civil Protection Application:  
‘Greek Fire’ 
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•

•

•

•

•

paper X is about star Y

•

Semantically linked data 

Attribution: Chris Bizer 

http://www4.wiwiss.fu-berlin.de/bizer/pub/lod-datasets_2009-03-27_colored.png
http://www4.wiwiss.fu-berlin.de/bizer/pub/lod-datasets_2009-03-27_colored.png


Future Research Infrastructure  
= Client + Cloud 

scholarly 

communications 
domain-specific 

services 

instant 

messaging 

identity 

document store 

blogs & 

social 

networking 

mail 

notification 

search 

books 

citations 

visualization and 

analysis services 

storage/data 

services 

compute 

services 

virtualization 

Project 

management 

Reference 

management 

knowledge 

management 

knowledge 

discovery 
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