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Inadequate sign language data currently impedes advancement of sign language ML and AI. Training on 
existing datasets results in limited models due to small size, and lack of diverse signers in real-world settings. 
Complex labeling problems in particular often limit scale. In this work, we explore the potential for crowd-
sourcing to help overcome these barriers. To do this, we ran a user study with exploratory crowdsourcing 
tasks designed to support scalability: 1) to record videos of specifc content – thereby enabling automatic, 
scalable labeling – and 2) to perform quality control checks for execution consistency – further reducing 
post-processing requirements. We also provided workers with a searchable view of the crowdsourced dataset, 
to boost engagement and transparency and align with Deaf community values. Our user study included 29 
participants using our exploratory tasks to record 1906 videos and perform 2331 quality control checks. Our 
results suggest that a crowd of signers may be able to generate high-quality recordings and perform reliable 
quality control, and that the signing community values visibility into the resulting dataset. 
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1 INTRODUCTION 

Modern technologies present communication barriers for people who prefer to communicate in a 
sign language. For example, many systems are designed for written language, ranging from books 
and newspapers, to word processors and text messaging. Because sign languages (e.g. American 
Sign Language or ASL) do not have a standard written form, interacting via written text involves 
using a completely diferent language (e.g. English), which is often less accessible. Similarly, live 
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language support technologies typically exclude sign languages entirely, for example dictation or 
translation software. These barriers afect many people, including nearly 70 million deaf or hard of 
hearing (DHH) 1 people who primarily use a sign language [43], and a growing number of hearing 
people who use sign languages socially or in language classes [26]. 
Developing Artifcial Intelligence (AI) and Machine Learning (ML) models that handle sign 

languages may help overcome some of these barriers. For example, it may become possible for 
dictionaries to look up demonstrated signs as well as written words, or for digital personal assistants 
to respond to signed questions and commands as well as spoken ones. However, building real-world 
AI systems requires sign language training data, and existing datasets are insufcient [7]. Compared 
to speech or text corpora, they are very small in size, which limits ability to understand linguistic 
variety and complexity and restricts applicability and accuracy of AI/ML techniques. They typically 
lack signer diversity (e.g., ethnicity, regional accent, etc.), which limits generalizability to diverse 
signers; for example, past attempts to aggregate existing sign language videos (e.g. interpretations 
[23] or social media posts [33]) over-represent students and professional interpreters, and often 
have licensing issues. Traditional in-lab collection also limits participation to certain demographics 
– people nearby who can commute and participate during working hours – and limits scalability 
due to limited capacity for parallel contributions. Videos recorded in controlled environments may 
also result in models that do not work well in uncontrolled real-world settings. 
Labeling sign language videos in particular is a challenge that greatly limits dataset size and 

quality. Adding labels after collection is extremely expensive, in both time and fnancial cost, due 
to the high level of skill and training required, the complexity and ambiguities of the language, and 
the lack of a standardized annotation system. There is no standard written language for any sign 
language, which necessitates alternative labelling systems. English words (glosses) are commonly 
used as labels for signs, but consistently applying English glosses is hard. Like any pair of languages, 
there is no 1:1 translation between ASL and English – many signs can be translated to multiple 
English words (and vice versa), and some signs/words have no translations. Furthermore, it is 
difcult to establish a single token for each vocabulary item, because each sign/word can be used 
in diferent forms (e.g. “am”/“is”/“are” and “difer”/“diferent”/“diferently”). This means it is not 
straightforward to consistently label every instance of a sign using the same English word [21]. 
Instead, research teams often employ complex tagging manuals and/or video-based controlled 
vocabularies (e.g., [29, 42]). The labellers need advanced linguistic expertise in both languages and 
training in specialized annotation software (e.g. ELAN [57]), making the process expensive and 
time-consuming. 
To enable DHH and signing communities to curate sign language datasets that overcome such 

limitations, we consider the possibility of crowdsourcing sign language videos as a complement 
to existing collection methods. Crowdsourcing has successfully produced large corpora in other 
domains, and might similarly help scale sign language data. Crowdsourcing also has the potential 
to expand and diversify the pool of contributors by enabling anyone to contribute from anywhere 
at any time. Nonetheless, crowdsourcing sign language data also presents a set of challenges. Task 
design for signed languages, which are visual and do not have a one-to-one correspondence with a 
written language, is difcult. Designing these tasks to help overcome scaling difculties, for example 
by reducing labelling overhead, is another difculty. It is also unclear how sign language users would 
respond to such tasks or data-collection eforts. While crowdsourcing is a validated methodology 
for collecting data in other domains, until now it has not been explored for sign language datasets, 

1Some authors capitalize ‘Deaf’ to refer to a cultural and linguistic minority and lowercase ‘deaf’ to refer to audiological 
status. We do not use this convention in recognition that cultural identity is complex, deeply personal, and varies globally. 
We use ‘DHH’ in an efort to be as inclusive as possible. 
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which present unique challenges including visual task design, labelling challenges, quality control, 
and acceptance by users. 

To explore crowdsourcing sign language data, we ran a preliminary user study with two crowd-
sourcing tasks as probes: 1) to record a video of oneself executing a specifed sign, and 2) to validate 
the quality of another contributor’s video. To specify what to sign in the recording task, we pro-
vide a sign video prompt with known contents for re-creation. By prompting contributors with 
pre-labelled ASL videos and asking contributors to validate one another’s work, such tasks have 
the potential to reduce prohibitive post-processing tasks. In particular, once the frst version of the 
video is labelled, all subsequent recordings can adopt the same label without incurring additional 
labelling overhead. Because tasks center around recording videos, which does not easily ft into 
existing crowdsourcing platforms, we built our own ASL crowdsourcing web platform prototype 
for this study. In addition to hosting the two above tasks, the platform provides a searchable view of 
the crowdsourced dataset. The tasks and platform were created through an iterative design process 
to align with DHH community values of empowerment and transparency, and our research team 
includes DHH members and children of Deaf adults (CODAs) with deep ties to DHH communities. 
During our exploratory user study, 29 users contributed 1906 videos and 2331 quality control 
checks, and shared feedback on their experience. Our results suggest that it may be possible to use 
such crowdsourcing techniques to scale collection of high-quality real-world sign language video 
datasets. Our fndings also highlight opportunities for future work, in particular to improve task 
design and further engage with DHH community members. 
This work is novel in several ways: 

• We explore the possibility of creating sign language crowdsourcing tasks that reduce the need 
for post-processing. Our probe tasks accomplish this by 1) facilitating automatic labelling of 
crowd-contributed videos, and 2) enabling the crowd to clean the data by identifying low-
quality videos. To avoid translation ambiguities that may hinder quality, the tasks provide 
crucial components in ASL videos, rather than written English. 

• We provide the frst exploration of the quality of crowdsourced sign language videos. To do 
this, we collected a pilot crowdsourced dataset of ASL sign videos, and used ASL experts to 
assess quality along several dimensions. As a starting point, we focus on individual signs, 
which enable recognition applications like looking up a sign in a dictionary and commanding 
a personal assistant. 

• We provide the frst exploration of the crowd’s ability to provide quality control checks to 
verify that crowd sign recordings match sign video prompts. To do this, we injected various 
errors into ASL videos, presented the crowd with these videos in a quality-control task, and 
evaluated accuracy in catching each error type. 

• We built the frst sign language crowdsourcing platform prototype. The platform enables 
in-app video recording and video sharing. It also prevents the need for expensive post-
hoc labelling by eliciting pre-labelled videos, and enabling the crowd to verify that the 
execution matches the label. We aimed to align the system with DHH community values, 
by empowering the community with control over and access to the data and providing 
transparency throughout the collection process. 

2 BACKGROUND AND RELATED WORK 

We briefy provide background on signed languages; describe the state of sign language datasets; 
provide background on sign language AI systems and how prior work in HCI has assessed sign 
video quality for such systems; and provide context about crowdsourcing projects in other domains. 
See [7] for a more complete review of sign language datasets and processing. 
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2.1 Sign Languages 
Sign languages are naturally-evolved languages that are expressed in the manual modality and 
used by DHH and hearing people. Just as there are many spoken languages, there are also many 
sign languages in active use around the world. Sign languages have all the linguistic components 
of any natural language (e.g., syntax, a lexicon), but they also often have unique features that make 
them very diferent from spoken languages (e.g., complex use of space, depiction, and simultaneity). 
They are not manual translations of spoken languages–American Sign Language and British Sign 
Language are not mutually intelligible despite being used in places where English is the dominant 
language. 

2.2 Sign Language Datasets 
Existing sign language datasets are limited in quality for training sign language models for real-
world deployment, and for researching real-world language usage. As signed languages do not have 
a commonly accepted written form, sign language datasets typically consist of videos of people 
signing. These datasets may be accompanied by labels that help to identify diferent instances of 
the same sign. These labels may take a variety of formats (e.g., written translations, or time-aligned 
annotations). However, labels are often missing or incomplete. Adding labels to sign language 
videos requires highly skilled workers, and is expensive and time-consuming. To reduce labeling 
problems, our crowdsourcing tasks are designed to generate pre-labelled videos, and include quality 
control measures. In addition to labelling lexical items (lemmatizing), sign language datasets can 
also be labelled for other properties (e.g., handshapes, locations, movements, non-manual markers, 
etc.). 
Besides labelling, curating datasets for training models presents additional criteria. Datasets of 

individual signs or handshapes (e.g., [2, 38]) are needed to train models to recognize individual 
units. In contrast, continuous datasets contain longer phrases (e.g., [18, 23, 24]), and are required 
to build more general language models, for example for use in translation systems. Across the 
board, sign language datasets are limited in size (with less than 100,000 words), real-world settings 
(typically recorded in controlled, unrealistic settings), and community representation (typically 
over-representing students or interpreters and under-representing DHH signers and minorities) 
[7]. In this work, we explore the potential for crowdsourcing to help create labelled, real-world 
datasets with increased size and signer diversity. 

2.3 Sign Language AI Systems 
Sign language AI systems involve recognition, generation, and translation. Recognition systems 
identify signed content, which could mean identifying single isolated signs, sign-spotting single 
signs in continuous signing, or identifying all the signs in continuous signed sentences [22, 54]. 
Generation refers to generating signed content, for example through signing avatars [19, 31]. 
Translation refers to end-to-end translation, from continuous signed language sentences to spoken 
language sentences and vice-versa, and requires both recognition and generation capabilities 
[11, 17, 34, 64]. The state-of-the-art in sign language modeling has evolved signifcantly with the 
advent of deep learning (e.g. [34]). However, sign language recognition systems still have relatively 
low accuracy (e.g. compared to speech), and generation systems still require human intervention. 
Moreover, no sign language translation systems exist that are accurate enough for real-world 
deployment. These difculties stem in large part from a lack of sufcient real-world training data, 
which this work aims to help address. 

Interfaces play an important role in sign language AI systems, and span commercial products, 
non-proft services, and research. Sign language interfaces include sign language dictionaries for 
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looking up individual signs or words (e.g., [9, 12, 27]), educational websites and resources (e.g., 
[14, 16, 30, 40, 41, 62]) and some, though fewer, games (e.g., [6, 63]). Particularly relevant to our 
work is [6], which presents a smartphone game that collects sign language videos. To evaluate video 
quality for AI/ML applications, they establish a methodology involving expert evaluation according 
to a set of criteria. As we are similarly interested in utility of single-sign videos for AI/ML, we adopt 
this evaluation methodology. In their user study, they also compare videos recorded in their game 
to videos recorded in a control smartphone app that allows users to record themselves repeating 
individual signs. Given the similarity between the control app recording interface and ours, we use 
their results on recording quality as a point of comparison. However, the similarities between their 
control app and our platform stop there – as we additionally provide a quality control mechanism, 
a way to view and interact with the complete database, and community-building features. 

2.4 Crowdsourcing 

Crowdsourcing is a method of accomplishing work by decomposing it into tasks, which a “crowd” 
of workers can complete. A number of online crowdsourcing marketplaces exist, where requesters 
can post tasks or jobs, and workers can complete the work, for example Amazon Mechanical Turk 
[1]. Some crowdsourcing initiatives exist outside of such platforms, and instead enable people to 
contribute directly to specifc initiatives, for example Wikipedia [61]. Existing general-purpose 
platforms do not typically have built-in support for tasks that involve recording videos, which is 
required for sign language dataset creation. Possibly as a result, crowdsourcing platforms have not 
previously been used to generate large sign language video datasets. This work includes the creation 
of the frst sign language video crowdsourcing platform prototype, and an initial exploration into 
its user experience and data quality. 
Citizen science [32, 51] is a type of crowdsourcing that seeks to advance scientifc research by 

leveraging small contributions from individual “citizens.” Citizen science falls within the broader 
umbrella term of “organic crowdsourcing” [35], a class of methods where people complete small 
tasks in exchange for non-monetary benefts. In citizen science, part of the reward is the knowledge 
of having contributed to the advancement of science and research. Some citizen science platforms 
(e.g., Zooniverse [52]) have attracted large numbers of contributors, and host a wide variety of 
citizen science projects. 
Organic crowdsourcing alternatives to citizen science include games that collect valuable data 

(e.g., to help with protein folding [15], amassing common-sense knowledge [60], and labeling 
tasks [58, 59]). Incentivization can also be provided by revealing information to contributors about 
themselves (e.g., LabInTheWild [45]). While there has been some preliminary work on designing 
general platforms to collect data from people with disabilities [44], none have focused on sign 
language users specifcally. In this work, we provide an initial exploration of crowdsourcing tasks 
to efciently build and label real-world sign language videos. 

3 USER STUDY 

To explore crowdsourcing sign language datasets, we ran an online study, with Institutional Review 
Board (IRB) approval. During the study, participants completed two design probe crowdsourcing 
tasks: 1) viewing sign prompt videos and recording themselves executing those signs (thus generat-
ing pre-labelled videos), and 2) performing quality control checks to ensure that others executed the 
given sign. The study was entirely remote, which emulated real-world collection. Designing sign 
language crowdsourcing tasks that consistently and scalably solve labelling problems is difcult, 
and also requires building new infrastructure. For these reasons, we focus on individual signs in 
this work as a precursor to tackling more complex continuous signing tasks and infrastructure in 
future work. 
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3.1 Procedure 

Participants used an online form to guide them through the procedures, and to collect qualitative 
feedback. To contribute to the ASL dataset, they used an ASL crowdsourcing platform that we built 
(details below). After giving consent, participants completed the following. 

1. Recording Task: Participants navigated to the “Record” tab within the website, and used the 
interface to view 60 diferent prompt signs and record themselves replicating each prompt sign 
(each taking a few seconds). 

2. Quality Control Task: After the recording task, participants navigated to the “Verify” tab 
within the website, and provided their validation judgements as to whether a user-contributed sign 
matches the prompt sign for 60 videos (again, each taking a few seconds). 
3. Dataset Review: After the recording and quality control tasks, participants navigated to the 

“Explore” tab to interact with the community-sourced database. In the form instructions, participants 
were given two choices. They could either 1) use the interface to fnd an English word for which 
there is no video submission and record a new contribution, or 2) fnd an English word for which 
they have not yet made a submission. They then use the “Record” button to make a contribution, 
adding their sign for the English gloss. 
4. Qualitative Feedback: After completing the above tasks on the website, the form asked 

several questions about participants’ overall experience using the website. In closing, they were 
asked for basic demographics and compensation information. 

3.2 ASL Crowdsourcing Platform Prototype 

Our sign language crowdsourcing task probes focus on video recording and sharing, which existing 
crowdsourcing platforms do not easily support. To enable collecting and validating crowdsourced 
sign language videos, we built our own ASL crowdsourcing platform prototype. The crowdsourcing 
tasks it supports were designed to scalably solve post-processing difculties with minimal training 
of contributors. In particular, they largely solve labelling problems, which have greatly limited past 
dataset size. The platform and tasks were developed by our research team, which includes DHH 
and hearing members, through an iterative design process with testing and feedback from DHH 
users and ASL linguists. The resulting platform aligns with community values of empowerment 
and transparency, enabling the community to oversee and contribute throughout data curation. 
The platform uses a citizen science approach to crowdsourcing, enabling contributions in order to 
advance sign language research. Its components and implementation are detailed below. 

3.2.1 Recording Task. Users contribute directly to the sign language dataset by recording videos 
of themselves signing. Users receive a signed video prompt, and are asked to re-sign the prompt 
themselves. Because all participants are asked to execute a limited number of prompts, this enables 
scaling the dataset size without scaling labeling difculties. Only the prompts need to be labelled; 
every crowd contribution adopts the corresponding prompt label with no additional efort. This 
ability to automatically label all user contributions is a key feature of the platform, as it minimizes 
manual labelling and greatly increases scalability. For our user study, the prompt consisted of 
individual signs in video form. We chose to start with individual signed units for simplicity, while 
still collecting a meaningful corpus (i.e. which can be used for training a dictionary to recognize 
signed inputs). 
Figure 1 shows the two-part recording task. First, the user views the prompt (in this case, the 

sign PSYCHOLOGY). We provide ASL video prompts to help resolve translation ambiguities from 
written text. By default, we chose to hide the English gloss, to encourage users to focus on the sign, 
rather than the concept, which in many cases can be signed in multiple ways. Second, the user 
records him/herself signing the prompt. We provide a built-in recording interface, to facilitate the 
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(a) Viewing the sign prompt before the person records their 
own version. 

(b) Recording their own version of the sign 
prompt. 

Fig. 1. Recording task with sign PSYCHOLOGY: a) The model sign plays, with the English gloss shown. By 
default, the gloss is not shown to discourage participants from recording alternate signs for the same concept. 
b) The signer records their version of the sign. Afer recording, the signer’s video is playable, and re-recording 
is enabled. 

recording process and reduce participation barriers. After recording, the page displays the user’s 
video, and they can re-record if not satisfed with the recording. (After recording, the “Record” 
button is relabelled “Re-record”.) 
This task was designed strategically to avoid post-hoc labelling, which can be prohibitively 

expensive and time-consuming. Because the user receives a prompt describing what to sign, we 
can use that prompt as the video label. 

3.2.2 Qality Control Task. The second primary way that our site enables the crowd to contribute 
to the dataset is by performing quality control checks on other contributor videos. Because a major 
purpose of data collection is to enable development of better sign language AI models, we want 
to ensure that the dataset does not include videos that would detract from the quality of models 
trained on it. Examples of videos that might detract from model accuracy include videos that do 
not contain signed content (e.g., somebody started recording when they were not ready, or had 
their camera covered), and signed content that does not match the prompt. We do want to include 
variations of the prompts, which refect natural variations in execution (e.g., variation in how 
diferent socio-cultural groups sign, or small mistakes). 

PACM on Human-Computer Interaction, Vol. 6, No. CSCW2, Article 514. Publication date: November 2022. 
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Fig. 2. Qality control task, where users check whether another user recorded the same content as in the 
prompt, demonstrated with a recording of BASKET. The purpose of this task is not to rate the signer’s 
execution, but to verify that the user contributed a copy of the specified content. Reviewers view the prompt 
video and the user-submited video, and answer a Yes/No question: “Does the user-submited sign match the 
model sign?” 

To enable this quality control, we provide a simple interface that displays the signed prompt and 
user-contributed video side-by-side, as shown in Figure 2. The verifer has control over playing 
both videos, and is asked a simple question: "Does the user-submitted sign match the model sign?" 
with Yes/No answer choices. Again, the English gloss is hidden by default, and viewable upon 
request, to encourage the verifer to focus on the signs, rather than their English meanings. (If two 
diferent signs have similar meanings, the correct answer would be ‘No’, despite both signs possibly 
mapping to the same English word or gloss.) 

3.2.3 Dataset View. To maximize beneft to the community and ensure data access, the site provides 
an easily navigable view of the community-generated corpus. This view provides a list of all 
signs in the database; for each sign, it shows the model signer, as well as the set of community-
submitted recordings. This view lists all signs alphabetically, and supports search for specifc signs. 
In addition, it showcases the diversity of how diferent people execute the same sign, and of the 
signing community itself. The page also allows users to flter by ASL fuency, for example to enable 
students to learn from demonstrations by fuent signers. 

3.2.4 Community-Building Features. The site enables crowd contributors to create simple profles, 
which may be of interest socially to other contributors, and useful in analyzing the dataset and 
training models. Each profle has a username (displayed with site postings), and an email address 
(linked to login), as well as optional felds: gender, age, hearing status, ASL level, age at which 
the person began using ASL, and home state. These optional demographics serve as metadata 
for recordings, and can help analyze diversity to ensure that resulting models are representative 
and inclusive. Each person’s profle also provides a library of their contributed videos, enabling 
individuals to view and share their personal collections. Enabling crowd contributors to get to 
know other contributors aligns with Deaf cultural values of community, transparency, and trust. 

3.2.5 Implementation. The ASL crowdsourcing platform prototype was implemented as a website, 
to enable people to contribute from anywhere with internet access. It uses a Node.js framework, 
and is deployed in a Docker container using the NGINX web server. A MongoDB database is used to 
store references to contributor videos and other site-related data. All web communications occurred 
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Fig. 3. Dataset view, where users can view how diverse people sign the same words or concepts. They can 
search for signs, and also directly add to the dataset by clicking ‘Record’ for a particular sign, or ‘Add New 
Seed Video’ to add a new sign to the database vocabulary. 

over secure protocols. The website was seeded with model videos from ASL-LEX [13, 49], a large 
labelled corpus of ASL vocabulary, with permission. 

3.3 Prompts Used 

The sets of signs selected for recording and validation in our user study are described below in 
further detail. 

3.3.1 Signs to Record. All participants were asked to record the same set of 60 signs, listed in 
Appendix Table 3. This set of 60 was chosen to span a wide range of linguistic properties. Specifcally, 
they were chosen to represent high, medium, and low values of three measures of phonological 
composition that index how unsual the form of the sign is (phonological neighborhood density, 
phonological complexity, and phonotactic probability) and sign frequency. The set of 60 comprises 
5 signs selected to represent each level of each linguistic property. This choice of diverse signs 
helps us evaluate the efcacy of our platform for collecting a wide range of vocabulary. 

3.3.2 Videos for Qality Control Check. All participants were asked to verify a set of 60 signs. Of 
these, 30 were randomly selected from a controlled set of 90 videos, and 30 were taken from other 
study participants (prioritizing videos not yet validated). The control videos, presented in Appendix 
Table 4, were designed to span both correct signing and signs that do not match the prompt. They 
span 30 signs/words, selected for diversity along the same linguistic criteria outlined above. Each 
was recorded three times – once without any errors, and twice with diferent error types. These 
mistakes were curated to span the full range of possible mismatches, outlined in [6] (and also 
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used to evaluate our recordings). These mismatches spanned recording: non-signing content, a 
visually similar sign, a diferent sign with the same meaning, multiple signs/words, and signing 
with signifcant errors. Three fuent signers recorded the controlled set of videos, with each person 
recording an equal number of each error type (or as close as possible). This choice of videos to 
validate helps us evaluate the efcacy of our platform for catching errors in videos. 

4 RESULTS 

To explore the viability of using crowdsourcing to collect ASL videos for training AI/ML models, 
we analyzed the collected recordings and quality control checks, along with participant feedback. 
Our results suggest that the crowd can contribute high-quality recordings, and can reliably per-
form quality checks on one another’s videos. Most participants found value in using the website, 
suggesting real-world viability, though a smaller number reported concerns. 

4.1 Participants 
We had 29 participants total. These participants were recruited online, from relevant email lists and 
social media groups. We recruited both hearing ASL students and DHH ASL users. Three participants 
completed the website activities (recording and validating videos), but did not complete the form 
questions. We still had most basic demographics on these participants, which they voluntarily input 
directly into their platform profles. 
Basic demographics are as follows. Age: 18-69 (30 mean, 12 std dev). Gender: Male - 6 (21%), 

Female - 23 (79%). ASL Fluency (on a scale from ‘1 = I do not use ASL’ to ‘7 = I am fuent’): 
7 - 11 (38%), 6 - 2 (7%), 5 - 4 (14%), 4 - 3 (10%), 3 - 7 (24%), 2 - 2 (7%), 1 - 0 (0%) Audiological 
status: DHH - 10 (34%), comprised of 7 (24%) d/Deaf and 3 (10%) hard of hearing, hearing - 19 
(66%). Race/ethnicity: White - 22 (85%); Asian - 2 (8%); Hispanic, Latino or Spanish origin - 1 
(4%); Hispanic, Latino or Spanish and White - 1 (4%). Geography: United States (11 states spread 
throughout the country), and Canada. 

4.2 ASL Recordings 
In total, we collected 1906 videos from our 29 participants. 1696 of these videos were replications 
of the 60 signs we asked all participants to record through the record page. The additional 209 
videos consisted of 29 additional videos requested through the database view (1 per participant), 
plus an additional 180 that 7 participants voluntarily added. The willingness of these participants 
to go far beyond what was required for the study suggests that some people may be very willing to 
contribute to sign language crowdsourcing eforts. 
All participants completed all 60 requested videos, except one participant who quit after 18 

recordings, and one participant who skipped one sign (TURKEY). One additional recording was 
corrupted on upload (a video of AUNT). Out of the 1906 videos, this was the only video lost due 
to technical failure. 6 participants chose to upload a new seed video (a new vocabulary item) to 
the site. The signs were: HICCUP, INTRIGUING, SEIZURE, IRONIC, HORSE, STUDY, SUPERMAN 
(with two by the same participant). The other 23 participants chose to upload an instance of an 
existing sign (vocabulary item) that they had not yet recorded. 

4.2.1 Evaluation Process. To ground our analysis and enable comparison, we adopt the methodology 
established in [6] for evaluating the quality of sign videos for training AI/ML models. This prior 
work formulates a set of questions for ASL experts to answer about each video, and establishes 
criteria for these answers that sign videos must meet in order to be appropriate for training. 
Specifcally, a video is considered appropriate if it is determined by at least one of two experts 1) to 
contain a single recognizable sign, and 2) to approximately match a model sign video. 
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Crowdsourcing 
Prototype 

Control 
Mobile App [6] 

DHH 91.89% 98.00% 
Hearing 100% 99.50% 
Total 96.67% 98.75% 

Table 1. Percent of recordings where at least one expert’s evaluations indicate the video is appropriate for 
training real-world recognition models. 

According to this methodology, we paid two fuent ASL linguists to independently evaluate 
videos that we collected with this question set (exact questions and answers provided in Appendix 
Table 5). Because linguistic evaluation is expensive and labor-intensive (like labelling), we selected 
a representative subset of videos for evaluation. Specifcally, for each of the 60 signs that all 
participants recorded, we selected three random user videos, for a total of 180 videos spanning 
all participants (∼10% of the 29 participants’ replications of these 60 signs). We built a separate 
website to facilitate the evaluation. For each video, the linguists viewed the model video alongside 
the user-contributed video. With these videos available for replay, they answered the predefned 
set of questions about the video quality by selecting from a set of possible answers. 

4.2.2 Qality for Training Recognition Models. Table 1 shows the percent of our videos found 
appropriate for training recognition models. For grounding, the table also provides the percent of 
videos found appropriate by the same criteria in prior work, where videos were collected through 
a control mobile app that asked users to re-sign individual signs. Overall, 174 (96.67%) videos 
were found appropriate by at least one expert, and 163 (90.56%) by both experts. There were only 
11 videos (4 DHH, 7 hearing) that were evaluated as acceptable by only one expert. As in prior 
work using this evaluation methodology, the diference between experts in these cases was largely 
subjective. In this work, the discrepancy in each case was due to disagreement about whether the 
participant video was close enough to the model sign to be considered a match, with one expert 
consistently being more strict and the other more lenient. This discrepancy aligns with linguistic 
ambiguity about boundaries between signs and how to defne ASL vocabulary, due to the rich 
visual fexibility of the language. 

In our sample of 180, there were only 6 videos that failed to be appropriate for training a 
model. Interestingly, these were all submitted by DHH participants. We further examined the 
expert evaluations of these videos to determine the reason of failure. We found that each of these 
videos contained a single sign, but did not match the model sign; otherwise, they met our criteria. 
Specifcally, 5 of 6 were classifed as ‘It has the same/similar meaning, but is a diferent sign.’ by 
both experts, and 1 as ‘It has the same/similar meaning, but is a diferent sign.’ by one expert and 
‘It is a diferent sign with a diferent meaning.’ by the other. Three signers were responsible for 
these recordings, contributing 1, 2, and 3 respectively. The diference between DHH and hearing 
videos was borderline statistically signifcant (� (29) = −2.0096, � = .055). These results suggest that 
DHH signers, who are typically also more fuent, may be more likely to take liberties in re-signing 
content, and to instead sign similar vocabulary that they personally use. They also suggest possible 
variability in how participants interpret the instructions, task, and objective. However, further 
study is required to confrm or reject such possible trends. 

4.3 Qality Control Checks 
In total, we collected 2331 video quality control checks from our 29 participants. Of these, 840 
were checks of our controlled set of videos. The remaining 1491 were checks of videos recorded 
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Fig. 4. Participants’ accuracy at performing quality control checks, for various types of videos: correctly 
signed videos (lef), and five types of injected errors (at right). The majority vote was statistically significant 
(***) for all video types except “visually similar sign” (compared to random). Significance codes: ***< .00016̄ , 
**< .0016̄ , *< .0083̄ . 

by prior user study participants. (One of the researchers, who is fuent in ASL, provided videos of 
themselves for the frst participant, but we exclude these from analysis.) 

All participants except one completed all 60 requested checks. This one participant left the study 
before beginning the quality control checks. Nine participants completed far more than the 60 
requested checks. The number of additional videos checked by these participants, in increasing 
order were: 1, 2, 5, 9, 11, 20, 86, 174, 343. Participants’ willingness to go beyond what the user study 
requested, and in some cases many times beyond, suggests that crowdsourcing quality control 
checks on sign language videos may be an appealing task for some contributors. 

4.3.1 Evaluation Process. To analyze the reliability of peer quality control checks collected through 
our prototype crowdsourcing platform, we compared responses on both our control set of recordings, 
and on other participant recordings. Our control video set spanned correctly signed videos, and 
fve types of injected errors (see user study materials for details), and allows us to evaluate the 
crowd’s ability to correctly evaluate each video type. We also examined participants’ checks on one 
another’s videos, to check for consistency with real-world videos. We examine approval rates based 
on the audiological status of both the signer and reviewer, and compare to our expert reviewer 
evaluations above. 

4.3.2 Qality Control Reliability. Figure 4 shows the percent of participants who correctly ran the 
quality control check on our control videos, for each type of video (correctly signed, or one of fve 
injected errors). Our results show that across all video types, each video type was correctly checked 
for quality by most participants (over 50%). In particular, 100% of participants caught non-signing 
content, and 89% of participants correctly accepted videos of correctly executed signs. Visually 
similar signs were the most difcult error type for participants to catch, with 61% of participants 
inputting that the user-submitted sign did not match the model. Aside from this error type, the 
crowd’s ability to correctly evaluate each video type was strongly statistically signifcant, even 
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Quality Control Checker 
DHH Hearing Total 

Video 
Submitter 

DHH 99% 90% 94% 
Hearing 92% 97% 93% 
Total 94% 93% 94% 

Table 2. Participants’ quality control check results, on other participant videos. Cells show the percent of 
videos that the crowd deemed a match to the target, separated into DHH, hearing, and all participants (total) 
for quality control checker and video submiter. 

with a Bonferonni correction (� < .001/6 = .00016̄), as computed by binomial tests for each video 
type. 
Quality control responses were largely similar across video types. However, DHH partici-

pants were more likely to judge diferent signs with the same meaning as a match than hearing 
participants (DHH: n=27, 60%, hearing: n=67, 97%). This diference was statistically signifcant 
(� (28) = −3.085, � = .0048) , unlike for any other video type, by t-tests comparing DHH and hearing 
individuals’ accuracy rates on each question type with Bonferonni correction (� < .05/6 = .0083̄ 
for statistical signifcance). This diference aligns with our expert evaluations of user-contributed 
videos, which showed a higher occurrence of DHH participants recording videos of themselves 
signing a diferent sign with the same meaning (described above). 
To check the crowd’s quality control abilities on other crowd videos (as opposed to on the 

controlled video set), we also examined their evaluations of other user videos. Table 2 shows the 
percent of participants who approved other crowd videos, organized by the audiological status of 
both the quality control checker and video submitter. 
The table shows a consistently high level of approval for each condition (≥90%). We also see a 

consistent approval rate for each video submitter group, and for each quality control checker group 
(93-94% in each case), with no statistically signifcant diference (by t-tests comparing individuals’ 
average approval rates). DHH and hearing participant groups each approved videos from their own 
audiological status group at a higher rate than videos from the opposite audiological status, though 
this diference was not statistically signifcant (by t-test comparing individual’ average approval 
rates). Still, as our previous analyses suggest, it is possible that this diference refects diferences in 
fuency and language usage between groups, though larger follow-up studies are needed. 
We also compared our two expert evaluations (previous section) to participant quality control 

checks on the same subset of 180 videos. Our participants submitted a total of 119 evaluations of 
these videos. These evaluations spanned 113 of the 180 unique participant videos evaluated by 
both experts, and covered 59 of the 60 words that all participants recorded (except WALLET). For 
113 (95%) of these evaluations, the participant evaluation matched at least one expert evaluation, 
including 106 (89%) that matched both. Only 6 (5%) disagreed with both experts. Given that our 
experts’ assessments matched one another at similar rates – with 6% disagreement (11 of 180 videos) 
– these results suggest that a simple yes/no question with a crowd of quality control checkers can 
produce comparable results to paid experts. 

4.4 Participant Feedback 

To better understand the benefts that people might experience in using such a website, we asked 
participants to identify the benefts that they personally experienced. Figure 5 shows the benefts 
they reported for a) the dataset view specifcally, and b) the website overall. 
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(a) Dataset view (b) Overall website 

Fig. 5. Benefits that participants reported from using the website, separated into DHH and hearing groups: 
a) for the view of the entire database, and b) for the website overall. 

For the database view (Figure 5a), all participants except one (who was DHH) reported some 
benefts. The most common benefts for DHH participants were viewing signing diversity and 
being able to add to the database (for each: n=6, 67%). These benefts were also valued by most 
hearing participants, as was learning a new sign (for each: n=10, 59%). However, the most common 
beneft for hearing participants was having a database overview (n=12, 71%). The capability to 
fnd other website users was benefcial to a minority across groups (DHH: n=3, 33%; hearing: n=3, 
18%). These results suggest that both DHH and hearing users fnd value in being able to view and 
interact with a community-generated corpus of sign language videos. 
For the overall website (Figure 5b), all participants found benefts. For DHH users, the most 

common beneft was contributing to better ASL technologies (n=8, 89%), followed closely by the 
ability to understand how other people sign things (n=7, 78%)), engaging in a community of ASL 
signers (n=6, 67%), and contributing to science and research (n=6, 67%). The biggest diference 
between DHH and hearing participants lay in their value of the website for practicing ASL, which 
hearing participants valued the most (n=15, 88%). These results suggest that users fnd intrinsic 
value in the overall platform, potentially making it a sustainable means of data collection. 

We also wanted to better understand participants’ concerns with contributing to such a public 
crowdsourced dataset. Figure 6 shows participants’ reported concerns. The most common among 
DHH and hearing participants were video ownership (n=5, 56%) and privacy (n=12, 70%), respec-
tively. Most participants reported having some concern with using the website, though fewer than 
those who reported benefts (77% vs 100%). Prompting people to think about privacy or other 
concerns can also result in over-reporting, so it is likely that a smaller fraction of users would have 
concerns unprompted in a real-world deployment. 

Finally, we asked participants for more general feedback on appeal. When asked “How enjoyable 
was using the website, overall?” (Likert selection: very enjoyable, somewhat enjoyable, neutral, 
somewhat enjoyable, very enjoyable), all participants were positive (n=22, 85%, split evenly between 
levels) or neutral (n=4, 15%). When asked “How likely are you to recommend this website to others?” 
(Likert selection: very unlikely, somewhat unlikely, netural, somewhat likely, very likely), most 
participants were positive (n=21, 81%, with n=14, 53% very positive) or neutral (n=3, 11%), and few 
were negative (n=2, 8%, split between levels). When asked for reasons, participants noted learning, 
viewing diferent people signing, and ease of use as positives. They also noted challenges looking 
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Fig. 6. Concerns reported by participants, in contributing to the website, separated into DHH and hearing 
groups. 

presentable, some technical confusion, and eventual tedium as negatives. Additional unprompted, 
open feedback included general support for the project (e.g., “This is very neat!”), a request for future 
mobile compatibility, and other comments on potential interface enhancements. This feedback 
suggests general appeal, and potential for longer-term engagement. 

5 DISCUSSION AND FUTURE WORK 

While our results suggest the potential of using crowdsourcing to collect high-quality, labelled, real-
world sign language videos for training ML models, they also reveal opportunities for future work. 
In particular, we discuss the question of real-world scalability, how our work might inform future 
task design, the need to collect continuous signing and other data, the importance of increasing 
signer diversity in datasets, and the ethical issues inherent to building and using sign language 
datasets. We hope that this initial exploration of crowdsourcing sign language videos benefts 
future work by informing future task and dataset design, and highlighting the importance of DHH 
community involvement in sign language data initiatives. 

5.1 Real-World Scalability 

Perhaps the largest question that this work leaves open is whether a similar crowdsourcing approach 
would scale in a real-world deployment outside of our study. While it is difcult to to predict 
scalability or popularity of any initiative prior to actually deploying at scale, our initial study 
provides some positive signals about potential real-world viability. During our study, a subset of 
participants voluntarily contributed well beyond what they were paid for. Participants voluntarily 
contributed an extra 10% (180 videos) to the recording task, and an extra 39% (651 checks) to the 
quality control task. Participants’ willingness to contribute beyond what they were paid for suggests 
that they may have some intrinsic motivation to contribute beyond monetary payment, and may 
be similarly willing to contribute to a larger deployment. In addition, all participants found benefts 
in the website, all found the website enjoyable to use, and most (81%) responded positively that 
they would recommend the website to others. This positive feedback similarly suggests that people 
may fnd intrinsic value in the platform, and be willing to contribute to a real-world deployment 
for reasonable compensation. 
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There is also a precedent of successful accessibility crowdsourcing projects, both smaller research 
projects and larger deployments. Within research, accessibility crowdsourcing projects have en-
gaged both paid and unpaid crowd contributors. Examples include website accessibility correction 
(e.g. [55, 56]), sidewalk accessibility mapping [46, 50], image caption creation (e.g. [47, 48]), visual 
question answering for blind and low-vision users (e.g. [3, 4]), and real-time speech captioning for 
DHH users (e.g. [36, 37]). While some of these research projects have produced large datasets (e.g. 
[28]), larger deployments typically require creation of or support from a corporation or non-proft. 
For example, Be My Eyes is a company that pairs blind and low-vision users with sighted volunteers 
for assistance via video call, with over 5.7 million unpaid volunteers in over 150 countries [20]. 
Prior research has also shown that people with disabilities themselves, including DHH people, want 
to contribute to datasets that will beneft their disability communities [44]. Beyond accessibility, 
there is an even wider array of crowdsourcing projects, many of which have succeeded at scale 
(overviewed in Section 2.4). While deployment at scale was out of scope for this work, we believe 
that our initial exploration sheds light on how crowdsourcing sign language videos might work in 
the future, and deployment at scale makes exciting future work. 

5.2 Informing Future Task Design 

While a key contribution of our work is a crowdsourcing recording task designed to largely solve 
labelling at scale, this task relies on participants executing the requested content. One challenge that 
our user study highlighted is how to handle recordings where contributers execute a diferent sign 
with a similar meaning – a “synonym”. In our study, DHH participants more frequently contributed 
such signs in response to a prompt , and were also more likely to accept a synonym as a match in 
the quality control task (see Figure 4). This propensity may have stemmed from increased language 
fuency, and a desire to include representations of a particular concept using their own preferred 
vocabulary. Because our system labels each user-contributed recording with the sign in the prompt, 
this behavior can result in noisy labels, and may decrease ability to model each sign separately. 

Future work may address such deviations from task prompts in a number of ways. In particular, 
clarifying instructions for the recording and quality control tasks may help reduce and identify 
contributions of synonyms. Research has shown that instructions impact the quality of work done 
by crowdworkers and other online contributors [10, 25], and our citizen science website seems 
to be no exception. Other types of interface changes may also be benefcial, for example hiding 
English prompts entirely for DHH or fuent signers. Alternatively, it may be possible to handle 
this problem algorithmically. Some training pipelines may be able to separate out diferent signs 
with the same label, for example by clustering videos with the same label. Given enough data, deep 
learning may also be able to more holistically handle such noisy inputs. Once a system has been 
trained to recognize the corpus’s signs, the system could also be applied to the collection site itself, 
to quality-check contributions and provide real-time feedback or corrections. 
It may be possible to further tailor task design for DHH and hearing participants, based on 

reported diferences between our DHH and hearing participants. In particular, hearing participants 
more often reported educational benefts from the platform (learning new vocabulary and practicing 
ASL), while DHH participants more valued the potential to connect with other users (see Figure 5). 
Based on this feedback, it may be possible to create tailored tasks for these groups: educational 
tasks like fashcards for hearing participants or those learning ASL, and more social tasks like word 
games or puzzles for DHH participants or others who are fuent. Hearing participants were also 
more concerned with privacy than DHH contributors (Figure 6). To help meet varied user privacy 
preferences, it may be benefcial for future platforms to try incorporating a tiered privacy approach 
– giving contributors the option to choose how private they would like to keep their information, 
and who can access their videos. 
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Such challenges and insights that arose in our study highlight the need for future work on 
transparency and communication about ML uses of crowdsourced datasets more generally. It 
remains challenging to clearly communicate ML end-goals to people without technical training 
in order to 1) motivate people to contribute to ML datasets, 2) ensure that their contributions are 
useful for these end-goals, and 3) build trust with the involved communities. For example, it is likely 
that people who contributed synonyms to our site did not fully understand the potential impact of 
inputting synonyms on training recognition models – for example, reduced performance in future 
translation software that may be detrimental to DHH community members. If ML methods could 
be more clearly explained, contributors may not only contribute more appropriate data, but also be 
able to better describe desirable applications to ML practitioners. This input could in turn inform 
the development of those technologies and requisite datasets. 

5.3 Continuous Signing and Other Data 

Building upon this work to efcienty crowdsource and label continuous signing makes rich future 
work. This work explored crowdsourcing a labelled corpus of isolated signs, which is needed 
for developing technologies involving individual sign recognition. For example, such a dataset 
could enable ASL dictionaries to support lookup by demonstration, or digital personal assistants to 
respond to simple signed commands. However, building more comprehensive sign language models 
will require continuous sign language data, containing phrases, sentences, and longer utterances. 
Continuous signing is produced quite diferently from individual signs, and also contains important 
grammatical information. This longer content will be essential to building full language models 
and translation systems, and fguring out how to design a platform to collect longer sentences is 
future work. It is possible that the existing design could be modifed to simply elicit replications 
of full phrases or sentences, rather than isolated signs. However, such a design may provide less 
direct benefts to the community (compared to the current diverse dictionary), and remembering 
long sentences to re-sign them may be a challenge. It is possible that other organic crowdsourcing 
models may be more intuitive and benefcial. 
In addition to collecting continuous signing, building sign language translation systems may 

also require future work to develop a more robust mapping from ASL to English. The signs in our 
platform were labelled with English glosses or words, which are intended to provide a machine-
and human-readable system for identifying signs rather than optimal translations. As is true of any 
languages, one-to-one translations do not always exist, and the optimal translation will depend on 
context. As such, the dataset generated by this platform alone will not enable translation. There 
are also many other signed languages besides ASL, and exploring resource design and dataset 
collection for these other languages, which are also typically under-served, remains important 
future work. 

5.4 Diversity and Ethics 
Figuring out how to expand contributor diversity in more dimensions is another important avenue 
for future work. Diverse, representative datasets are necessary to ensure equitable experiences 
with resulting ML technologies. In this study, we succeeded in attracting diverse signers in terms of 
audiological status, ASL fuency, age, and geography. However, we had disproportionate represen-
tation of women and white people, likely due to our recruitment strategies (a convenience sample). 
Possible tactics to explore in future work include using model signers who are more diverse so 
that more contributors see themselves in the models, and strategically reaching out to minority 
communities early in the recruitment process. 
Future work to better understand and address community concerns about collecting and us-

ing sign language data is also extremely important. Our participants pointed to various ethical 
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considerations (Figure 6), which also characterize much of AI. For example, participants reported 
concerns around data ownership and usage. Though aggregating videos is essential to building 
powerful datasets in many domains, it also raises questions about centralized control and access. In 
recent years, industry and research-driven attempts have been made to develop new models for 
decentralized data ownership and control (e.g. [53]), but none have been widely adopted. Exploring 
how such models of ownership may apply to sign language datasets specifcally and align with 
Deaf community values makes a rich space for future work. 
Relatedly, privacy concerns, which were more prevalent among hearing participants, raise 

questions about how to improve privacy while also maintaining video quality that future work 
might address. The research community has only just begun to explore privacy concerns related to 
sign language videos and how those concerns might be addressed [8, 39], and this is a ripe area 
for future work. Prior work has explored a very small set of possible solutions with mixed user 
feedback. For example, some signers worried about the privacy enhancements themselves, thinking 
that by manipulating their videos in certain ways to enhance privacy, the videos would become less 
valuable to ML applications. Once signers’ concerns are better understood and acceptable solutions 
have been established, it may be possible to incorporate such techniques in collection pipelines or 
to apply them to already-collected datasets. 
Sign language datasets that may enable new applications also raise ethical questions about 

potential impacts to signing communities [5]. For example, if translation technologies put human 
interpreters out of work, or provide less accurate translations, what are the ethical ramifcations? 
Developing methods to help alleviate user concerns and ensure ethical data usage remains rich 
future work. Partnering closely with DHH communities, who will be most impacted by these 
technologies, remains essential. 

6 CONCLUSION 

In this work, we present an exploration of crowdsourcing to collect sign language videos for training 
ML models. To explore viability, we built an exploratory sign language crowdsourcing platform 
that enables contributors to 1) record themselves signing particular signs, and 2) perform quality 
control checks on other contributor videos. By enabling automatic labelling of all user-contributed 
videos, the platform scales the dataset without scaling labelling problems, which typically become 
prohibitively expensive to solve. The platform also aligns with community values of empowerment 
and transparency. In contributing videos of themselves to the dataset, participants contribute to a 
searchable database, which serves as a community resource showcasing the community’s diversity. 
This provides direct beneft to the signing community, and visibility into the dataset. To evaluate 
our approach, we ran a user study with 29 participants, collecting 1906 videos and 2331 quality 
control checks. Our results suggest that a crowd of “citizen” contributors can generate high-quality 
recordings through such a setup (97% appropriate for training models), and can perform quality 
control checks on one another’s videos with high reliability (95% agreement with experts). The vast 
majority of participants found direct benefts from using the platform, in particular around ability 
to contribute to better ASL technologies and to understand signing diversity. Some participants 
also expressed concerns around data usage and privacy. We hope that this work can help inform 
future platforms for collecting sign language data as well as data from other disabled communities 
to enable more inclusive and accessible ML solutions. 
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Linguistic Property Property Value Selected Glosses 

Phonological complexity 
high 

RESULT PROJECT POLICY 
RESIGN SAUCE 

neutral ERASER ENEMY EMAIL 
ELEGANCE BACON 

low 
TISSUE MENTION LOUD 

DISAGREEMENT STRESS 

Phonotactic probability 
high 

ONE LONG WORD YOUR 
PULL FAMOUS 

neutral CLEAN BIRTH PLACE 
TRANSFER AUDITORIUM 

low 
PATIENT POWER HANDCUFFS 

SKATEBOARDING CLOUD 

Sign frequency 
high 

WALLET HAMBURGER PIRATE 
BABY BREAKDOWN 

neutral SHELF WELCOME BREAK 
BUSINESS TRUE 

low 
GRADUATE AUNT SET UP 
THEATER CRAWL 

Table 3. List of the 60 signs that all participants were asked to record. The signs were selected to span a wide 
range of ASL linguistic properties, also listed in the table. The linguistic analysis of the signs was taken from 
the ASL-LEX database [13]. 
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Video Type 
Selected 

Glosses 

signing 
correctly 
(no error) 

non-
signing 
content 

visually 
similar 
sign 

diferent 
sign 
same 
meaning 

multiple 
words 
single ex-
pected 

signing 

incorrectly 

WIND 1 3 2 
WHATEVER 1 3 2 
HIPPO 1 2 3 
VALUE 1 3 2 
CHAOS 1 2 3 
PANTS 1 2 3 
TOUCH 1 2 3 
REASON 1 2 3 
SCOOP 1 2 3 
AWAY 1 3 2 
GUITAR 2 1 3 
HALLOWEEN 2 3 1 
HAMSTER 2 3 1 
BRAINWASH 2 3 1 
WITCH 2 1 3 
LECTURE 2 3 1 
HOUSE 2 1 3 
IN 2 3 1 
WORRY 2 3 1 
TALL 2 1 3 
OPTION 3 2 1 
SWEATER 3 1 2 
BRING 3 1 2 
W.H.A.T. 3 2 1 
TOP 3 2 1 
RUSSIA 3 1 2 
BOIL 3 1 2 
PLENTY 3 2 1 
TORNADO 3 1 2 
SCOUT 3 1 2 

Table 4. List of 90 control videos used to evaluate quality control abilities, spanning 30 signs. Each sign 
was recorded three times – once correctly, and twice with diferent types of errors. Three fluent DHH 
signers recorded these videos, represented by the red 1, yellow 2, and green 3. Blank squares do not have a 
corresponding control video. As for the 60 videos chosen for recording (Table 3), this set of 30 was chosen to 
span the same phonological properties and levels. 
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Crowdsourcing 
Prototype 

Control 
Mobile App [6] 

Hearing DHH Hearing DHH 
% # % # % # % # 

1. Does the video contain a 
single recognizable sign 
(possibly repeated)? 

Yes 
No 
Disagreement 

96 102 
0 0 
4 4 

97 72 
0 0 
3 2 

95 190 
0 0 
5 10 

98 196 
1 1 
2 3 

Multiple dis-
tinct signs 

0 0 0 0 0 0 0 0 

2. What does the video 
contain? 

Unrecognizable 
signing 

0 0 0 0 0 0 0 0 

No signing (e.g. 
scenery/body 
shot) 

0 0 0 0 0 0 0 0 

Too low quality 
to tell 

0 0 0 0 0 0 0 0 

Other (write-in) 0 0 0 0 0 0 0 0 
Disagreement 0 0 0 0 0 0 100 1 
It is the same. 61 62 61 44 82 156 91 178 

3. Does the sign match this one 
[video of model sign]? 

It looks a lit-
tle diferent, but 
is basically the 
same sign. 

18 18 7 5 6 11 2 4 

It has the 
same/similar 
meaning, but is 
a diferent sign. 

0 0 7 5 1 1 1 2 

It is a diferent 
sign with a dif-
ferent meaning. 

0 0 0 0 NA NA NA NA 

Disagreement 22 22 25 18 12 22 6 12 
4. Was the sign recorded as a 
one-handed sign when it is 
typically two-handed? 

Yes 
No 
Disagreement 

0 0 
100 102 
0 0 

0 0 
100 72 
0 0 

0 0 
97 185 
3 5 

0 0 
99 194 
1 2 

5. Is the sign repeated 
unnecessarily? 

Yes 
No 
Disagreement 

5 5 
88 90 
7 7 

3 2 
92 66 
6 4 

2 3 
92 174 
7 13 

0 0 
98 193 
2 3 

6. Are there other errors in sign 
execution (wrong handshape, 
movement, or location)? 

Yes 
No 
Disagreement 

13 13 
67 68 
20 21 

2 1 
68 49 
31 22 

4 7 
84 159 
13 24 

0 0 
97 190 
3 6 

7. Is the full signing space 
captured in the video (hand(s) 
involved, torso, face)? 

Yes 
No 
Disagreement 

83 85 
3 3 
14 14 

83 60 
6 4 
11 8 

85 161 
1 2 
14 27 

80 156 
0 0 
20 40 

Table 5. Expert evaluations of the a sample of 180 (∼ 10%) videos collected in our user study. Two experts 
answered the same set of questions as in [6], allowing for direct comparison against a control app presented 
in that work. For each answer choice, the table provides the percent and number of videos where both experts 
input that answer. The “disagreement” option indicates the number of videos where they did not agree for 
that question. We added one answer option to question 3, “It is a diferent sign with a diferent meaning”, 
which was not used in [6], for completeness. 
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