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1 MOTIV ATION

Web mining is the use of data mining techniques to automatically discover and extract
information from World Wide Web documents and services ( e.g., on-line travel agents, job
listings, electronic malls, etc. ) .This article considers the question: is effective Web mining
possible?

Skeptics believe that the Web is too unstructured for Web mining to succeed. Indeed,
data mining has been applied to databases traditionally, yet much of the information on
the Web lies buried in documents designed for human consumption such as home pages or

product catalogs. Furthermore, much of the information on the Web is presented in natural
language text with no machine-readable semantics; HTML annotations structure the display
of Web pages, but provide little insight into their content.

Some have advocated transforming the Web into a massive layered database to facilitate
data mining[12], but the Web is too dynamic and chaotic to be tamed in this manner.
Others have attempted to hand code site-specific "wrappers" that facilitate the extraction
of information from individual Web resources ( e.g., [8]). Hand coding is convenient but
cannot keep up with the explosive growth of the Web. As an alternative, this article argues
for the:

Structured Web Hypothesis: Information on the Web is sufficiently structured to

facilitate effective Web mining.

Examples of Web structure include linguistic and typographic conventions, HTML anno-
tations {e.g.,<title», classes ofsemi-structured documents {e.g., product catalogs), Web
indices and directories, and much more. To support the Structured Web Hypothesis, this
article will survey preliminary Web mining successes and suggest directions for future work.

Web mining may be decomposed into the following subtasks:
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1. Resource Discovery: locating unfamiliar documents and services on the Web.

2. Information Extraction: automatically extracting specific information from newly
discovered Web resources.

3. Generalization: uncovering general patterns at individual Web sites and across mul-
tiple sites.

I now consider each task in turn.

2 RESOURCE DISCOVERY

Web resources fall into two classes: documents and services. The bulk of the work on resource
discovery focuses on the automatic creation of searchable indices of Web documents. The
most popular indices have been created by Web robots such as WebCrawler and Alta Vista,
which scan millions of Web documents and store an index of the words in the documents.
A person can then ask for all the indexed documents that contain certain keywords. There
are over a dozen different indices currently in active use, each with a unique interface and a
database covering a, different fraction of the Web. As a result, people are forced to repeatedly
try and retry their queries across different indices. Furthermore, the indices return many
responses that are irrelevant, outdated, or unavailable, forcing the person to manually sift
through the responses searching for useful information.

MetaCrawler (http: / /www .metacrawler .com) represents the next level up in the infor-
mation "food chain" by providing a single, unified interface for Web document searching.l
MetaCrawler's expressive query language allows searching for phrases and restricting the
search by geographic region or by Internet domain (e.g., .gov). MetaCrawler posts key-
word queries to nine searchable indices in parallel; it then collates and prunes the responses
returned, aiming to provide users with a manageable amount of high-quality information.
Thus, instead of tackling the Web directly, MetaCrawler "mines" robot-created searchable
indices.

Future resource discovery systems will make use of automatic text categorization tech-
nology to classify Web documents into categories. This technology could facilitate the au-
tomatic construction of Web directories such as Yahoo by discovering documents that fit
Yahoo categories. Alternatively, the technology could be used to filter the results of queries
to searchable indices. For example, in response to a query such as "Find me product reviews
of Encarta " , a discovery system could take documents containing the word "Encarta" found

by querying searchable indices, and identify the subset that corresponds to product reviews.

IThe information food chain metaphor is elaborated in [4]; Web robots are viewed as herbivores, and
MetaCrawler as an information carnivore.
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INFORMATION EXTRACTION3

Once a Web resource has been discovered, the challenge is to automatically extract informa-
tion from it. The bulk of today's information-extraction systems identify a fixed set of Web
resources and rely on hand coded "wrappers" to access the resource and parse its response.
To scale with the growth of the Web, Web miners need to dynamically extract information
from unfamiliar resources, thereby eliminating or reducing the need for hand coding. We
survey several such systems below.

The Harvest system relies on models of semi-structured documents to improve its ability
to extract information [1]. For example, it knows how to find author and title information in
Latex documents and how to strip position information from Postscript files. In one demon-
stration, Harvest created a directory of toll-free numbers by extracting them from a large set
of web documents (see http://harvest.cs.colorado.edu/harvest/demobrokers.htm1).
Harvest neither discovers new documents nor learns new models of document structure.
However, Harvest easily handles new documents of a familiar type.

FAQ-Finders extract answers to frequently asked questions (FAQs) from FAQ files avail-
able on the Web [6, 11]. Like Harvest, they rely on a model of document structure. People
pose their question in natural language and the text of their question is used to search the
FAQ files for a matching question; FAQ-Finder then returns the answer associated with
the matching question. Because of the semi-structured nature of the files, and because the
number of files is much smaller than the number of documents on the World Wide Web,
FAQ-Finders have the potential to return higher quality information than general-purpose
searchable indices.

Both Harvest and FAQ-Finder have two key limitations. First, both systems focus exclu-
sively on Web documents and ignore services (the same holds Web indices as well). Second,
both Harvest and FAQ-Finder rely on a pre-specified description of certain fixed classes of
Web documents. In contrast, The Internet Learning Agent (ILA) and ShopBot are two Web
miners ( described below) that rely on a combination of test queries and domain-specific
knowledge to automatically learn descriptions of Web services ( e.g., searchable product cat-
alogs, personnel directories, and more) .The learned descriptions can be used to enable
automatic information extraction by intelligent agents such as the Internet Softbot [5].

I LA learns to extract information from unfamiliar resources by querying them with famil-
iar objects and matching the output returned against knowledge about the query objects [10].
For example, ILA queries the University of Washington personnel directory with Etzioni and
recognizes the third output token 685-3035 as his phone number. Based on this observation,
I LA might hypothesize that the third token output by the directory is the phone number of
the person mentioned in the query. This learning process has a number of subtleties. For ex-
ample, the output token oren could be either Etzioni's userid or first name. To discriminate
between these two competing hypotheses, ILA will attempt to query with someone whose
userid is different from her first name. In the experiments reported in [10], ILA successfully
learned to extract information such as phone numbers and e-mail addresses from the Internet
server Whois and from the personnel directories of a dozen universities.
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ShopBot learns to extract product information from Web vendors [3]. ShopBot borrows
from ILA the idea of learning by querying with familiar objects. However, ShopBot tackles
a more ambitious task. ShopBot takes as input the address of a store's home page as well
as knowledge about a product domain ( e.g., software), and learns how to shop at the store.
Specifically, ShopBot searches the store's Web to find the store's searchable product catalog,
learns the format in which product descriptions are presented, and learns to extract product
attributes such as price from these descriptions. ShopBot learns by querying the store for
information on popular products, and analyzing the store's responses. In the software shop-
ping domain, ShopBot was given the home pages for 12 on-line software vendors. ShopBot
learned to extract product information from each of the stores, including the product's oper-
ating system (Mac or Windows), and more. In a preliminary user study, ShopBot users were
able to shop four times faster (and find better prices!) than users relying only on a Web
browser [3]. Current work on ShopBot explores the problem of autonomously discovering
vendor home pages.

4 G ENERALIZATION

Once we have automated the discovery and extraction of information from Web sites, the
natural next step is to attempt to generalize from our experience. Yet, virtually all machine
learning systems deployed on the Web (see [7] for some examples) learn about their user's
interests, instead of learning about the Web itself. A major obstacle to learning about the
Web is the labeling problem: data is abundant on the Web, but it is unlabeled. Many data

mining techniques require inputs labeled as positive ( or negative) examples of some concept.
For example, it is relatively straight forward to take a large set of Web pages labeled as
positive and negative examples of the concept "home page" and derive a classifier that
predicts whether any given Web page is a home page or not; unfortunately, Web pages are
unlabeled.

Techniques such as uncertainty sampling [9] reduce the amount of labeled data needed,
but do not eliminate the labeling problem. Clustering techniques do not require labeled in-
puts, and have been applied successfully to large collections of documents (e.g, [2]). Indeed,
the Web offers fertile ground for document clustering research. However, because clustering
techniques take weaker (unlabeled) inputs than other data mining techniques, they produce
weaker (unlabeled) output. Below we consider an approach to solving the labeling prob-
lem that relies on the observation that the Web is much more than a collection of linked
documents.

The Web is an interactive medium visited by millions of people each day. Ahoy! (http: / /www .cs .wash
represents an attempt to harness this source of power to solve the labeling problem. Ahoy!
takes as input a person's name and affiliation, and attempts to locate the person's home
page. Ahoy! queries MetaCrawler and uses knowledge of institutions and home pages to filter
MetaCrawler's output. Since Ahoy!'s filtering algorithm is heuristic, it asks its users to label
its answers as correct or not. Ahoy! relies on its initial power to draw numerous users to it
and to solicit their feedback; it then uses this feedback to solve the labeling problem, make
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generalizations about the Web, and improve its performance. By relying on feedback from
multiple users, Ahoy! rapidly collects the data it needs to learn; systems that are focused
on learning an individual user's taste do not have this luxury. Finally, note that Ahoy!'s
boot-strapping architecture is not restricted to learning about home pages; user feedback
may be harnessed to provide training data in a variety of Web domains.

CONCL USION5

In theory, the potential of Web mining to help people navigate, search, and visualize the
contents of the Web is enormous. This brief and selective survey explored the question
of whether effective Web mining is feasible in practice. We reviewed several promising
prototypes and outlined directions for future work. In essence, we have gathered preliminary
evidence for the Structured Web Hypothesis; although the Web is less structured than we
might hope, it is less random than we might fear .
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