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ABSTRACT
Traditionally, interference is considered harmful. Wireless networks
strive to avoid scheduling multiple transmissions at the same time
in order to prevent interference. This paper adopts the opposite ap-
proach; it encourages strategically picked senders to interfere. In-
stead of forwarding packets, routers forward the interfering signals.
The destination leverages network-level information to cancel the in-
terference and recover the signal destined to it. The resultis analog
network coding because it mixes signals not bits.

So, what if wireless routers forward signals instead of packets?
Theoretically, such an approach doubles the capacity of thecanon-
ical 2-way relay network. Surprisingly, it is also practical. We im-
plement our design using software radios and show that it achieves
significantly higher throughput than both traditional wireless routing
and prior work on wireless network coding.

Categories and Subject Descriptors
C.2.2 [Computer Systems Organization]: Computer-
Communications Networks

General Terms
Algorithms, Design, Performance, Theory

Keywords
Network Coding, Wireless Networks, Cooperative Transmission

1. INTRODUCTION
Wireless interference is typically considered harmful. Wireless

networks strive to prevent senders from interfering. They may re-
serve the medium to a specific node using TDMA or probe for idle-
ness as in 802.11. This fear of interference is inherited from single-
channel design and may not be the best approach for a wirelessnet-
work [19, 25, 30, 31]. With bandwidth being scarce in the frequen-
cies allocated to wireless networks, it is desirable to enable concur-
rent receptions despite interference.

This paper presents Analog Network Coding (ANC). Instead of
avoiding interference, we exploit the interference of strategically
picked senders to increase network capacity. When two senders
transmit simultaneously, the packets collide. The signal resulting
from a collision, however, is nothing but the sum of the two col-
liding signals after incurring attenuation and phase and time shifts.
Thus, if the receiver knows the content of the packet that interfered
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with the packet it wants, it can cancel the signal corresponding to that
known packet after correcting for channel distortion. The receiver is
left with the signal of the packet it wants, which it decodes using
standard methods. In a wireless network, when two packets collide,
nodes often know one of the colliding packets by virtue of having
forwarded it earlier or having overheard it. Thus, our approach en-
courages two senders to transmit simultaneously if their receivers
can leverage network-layer information to reconstruct theinterfer-
ing signal, and disentangle it from the packet they want.

Note the analogy between analog network coding and its digital
counterpart. In digital network coding, senders transmit sequentially,
and routers mix the content of the packets and broadcast the mixed
version [17]. In ANC, senders transmit simultaneously. Thewireless
channel naturally mixes these signals. Instead of forwarding mixed
packets, routers amplify and forward the mixed signals theyreceive.

Prior work in information theory has noted the potential forana-
log network coding and shown that, in theory, it doubles the ca-
pacity of the canonical 2-way relay network [16, 22, 27, 28, 30].
Prior work, however, focuses on capacity bounds and does notpro-
vide an algorithm for delivering the resulting throughput benefits.
This is with the exception of [29], which describes an algorithm
for physical-layer network coding. But, the algorithm therein as-
sumes symbol-level synchronization, carrier-frequency synchroniza-
tion, and carrier-phase synchronization. In practice, however, it is
unlikely that two signals arrive at the exact same time at therouter
and incur the same distortion over the wireless medium.

Our work builds on prior foundations, but provides an algorithm
for analog network coding that makes no synchronization assump-
tions. Indeed, our approach exploits the lack of synchronization be-
tween interfering signals and enforces it by inserting random delays
before a transmission. Lack of synchronization means that the two
signals do not perfectly align; one signal starts first with afew bits
that do not interfere with the other signal, while the secondsignal
ends last with a few bits that do not interfere with the first signal. The
receivers use these interference-free bits on both sides ofthe inter-
fered signal to estimate the wireless channels from the two senders,
compensate for their effects on the packets they know, and properly
decode the packets they want.

This paper is the first to present a practical design that exploits
analog network coding to increase network throughput. Our contri-
butions can be summarized as follows:

• We present a novel algorithm for analog network coding that does
not make any synchronization assumptions. We further show how
our algorithm codes packets within a single flow, and across dif-
ferent flows that intersect at a router.

• We implement our approach in software radios, demonstrating its
practicality.

• We evaluate our implementation in a testbed of software ra-
dios. Empirical results show that our technique decodes interfered
packets with an average bit error rate as low as 2-4%, which is
masked by the use of error correcting codes. As for the throughput,
it increases by 70% in comparison to traditional wireless routing,
and by 30% in comparison to digital network coding.
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Figure 1—Alice-Bob Topology: Flows Intersecting at a Router.With
analog network coding, Alice and Bob transmit simultaneously to the router,
the router relays the interfered signal to Alice and Bob, whodecode each
others packets. This reduces the number of time slots from 4 to 2, doubling
the throughput.

2. ILLUSTRATIVE EXAMPLES
We illustrate the benefits of analog network coding using two

canonical topologies, common in a mesh network. These two ex-
amples constitute building blocks for larger networks.

(a) Flows Intersecting at a Router:Consider the canonical exam-
ple for wireless network coding shown in Fig. 1(a) [17]. Alice and
Bob want to send a message to each other. The radio range does not
allow them to communicate without a relay. In traditional 802.11,
Alice sends her packet to the router, which forwards it to Bob, and
Bob sends his packet to the router, which forwards it to Alice. Thus,
to exchange two packets, the traditional approach needs 4 time slots.
Network coding achieves the same goal, but with fewer time slots.
In particular, Alice and Bob send their packets to the router, one af-
ter the other; the router then XORs the two packets and broadcasts
the XOR-ed version. Alice recovers Bob’s packet by XOR-ing again
with her own, and Bob recovers Alice’s packet in the same way.
Thus, network coding reduces the number of time slots from 4 to
3. The freed slot can be used to send new data, improving wireless
throughput.

But, can we reduce the time slots further? Can we deliver both
packets in 2 time slots? The answer is “yes”. Alice and Bob could
transmit their packets simultaneously, allowing their transmissions
to interfere at the router. This consumes a single time slot.Due to
interference, the router receives the sum of Alice’s and Bob’s sig-

nals,sA(t) + sB(t). This is a collision and the router cannot decode
the bits. The router, however, can simply amplify and forward the re-
ceived interfered signal at the physical layer itself without decoding
it. This consumes a second time slot. Since Alice knows the packet
she transmitted, she also knows the signalsA(t) corresponding to her
packet. She can therefore subtractsA(t) from the received interfered
signal to getsB(t), from which she can decode Bob’s packet. Bob
can similarly recover Alice’s packet. We call such an approach ana-
log network coding (ANC). It is analogous to digital networkcoding
but is done over physical signals in the wireless channel itself. As a
result, ANC reduces the required time slots from 4 to 2, doubling the
wireless throughput.

(b) Flows in a Single Direction:Analog network coding, not only
increases the throughput beyond digital network coding, italso ap-
plies to new scenarios to which traditional digital networkcoding
would not apply. Consider the chain topology in Fig. 2(a), where a
single flow traverses 3 hops. The traditional routing approach needs
3 time slots to deliver every packet from source to destination. Dig-
ital network coding cannot reduce the number of time slots inthis
scenario, but analog network coding can.

Analog network coding improves the throughput of the chain
topology in Fig. 2(a) because it allows nodesN1 and N3 to trans-
mit simultaneously and have their packets received correctly despite
collisions. In particular, let nodeN2 transmit packetpi to N3. Then,
N1 transmits the next packetpi+1, andN3 forwardspi to N4. These
two transmissions happen concurrently. The destination,N4, receives
only pi because it is outside the radio range of nodeN1. But, the two
packets collide at nodeN2. With the traditional approach,N2 loses
the packet sent to it byN1. In contrast, in our approach,N2 exploits
the fact that it knows the data inN3’s transmission because it for-
warded that packet toN3 earlier. NodeN2 can recreate the signal that
N3 sent and subtract that signal from the received signal. After sub-
traction,N2 is left with the signal transmitted byN1, which it can
decode to obtain packetpi+1. Thus, instead of requiring a time slot
for transmission on each hop, we can transmit on the first and third
hops simultaneously, reducing the time slots from 3 to 2. This creates
a throughput gain of 3/2 = 1.5.

In practice, the throughput gain of the chain topology may beeven
higher. Without analog network coding, the nodes need an added
mechanism to handle the hidden terminal problem in Fig. 2(a). They
may use RTS-CTS or a statistical method like the exponentialback-
off built into the 802.11 MAC. Both methods incur a cost and reduce
the achievable throughput [1]. With our approach, hidden terminals
are harmless, and there is no need for an additional synchronization
mechanism beyond carrier sense. ANC therefore solves the hidden
terminal problem for chain topologies with both uni-directional as
well as bi-directional traffic. Addressing the hidden terminal prob-
lem in general ad-hoc networks, however, is beyond the scopeof
this paper.

The description above has intentionally ignored importantdetails.
For analog network coding to become practical, we need to address
the following important challenges.

• The wireless channel distorts the signals, and hence Alice and Bob
cannot simply subtract the signal they sent from the one theyre-
ceived to obtain each other’s packet. They need to compensate for
channel effects before they can cancel the interfering signal.

• Also, it is impossible for Alice’s and Bob’s transmissions to be
fully synchronized. There will be a time shift between the two
signals. A practical design has to work despite lack of synchrony
between the interfering signals.

The rest of this paper shows how to address these two challenges.
Our main observation is that we can exploit the lack of synchroniza-
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Figure 2—Chain Topology: Flows in one Direction. NodesN1 and N3
can transmit at the same time.N2 gets an interfered signal, but can recover
N1’s packet because it already knows the content of the interfering signal sent
by N3. This reduces the time slots to deliver a packet from 3 to 2, producing
a throughput gain of 3/2 = 1.5.

tion instead of ignoring it. Since Alice’s and Bob’s signalsdo not
perfectly align, there will be a few interference-free bitsat the be-
ginning and the end of the interfering signal. Alice can use these
interference-free bits to estimate how the channel modifiedher sig-
nal. Alice then applies the same modifications to the signal she trans-
mitted, cancels out the resulting signal from the interfering signal,
and obtains Bob’s signal.

3. RELATED WORK
Prior work falls into the following three categories.

(a) Theoretical Work on the Capacity of the 2-Way Relay Net-
work: Our work builds on prior work on the capacity of the 2-way
relay channel (i.e., the Alice-Bob topology) [16, 22, 27, 28, 30]. This
work, however, focuses on theoretical capacity bounds. It does not
provide an algorithm for delivering the resulting throughput bene-
fits. Also, it assumes symbol-level synchronization and thechannel
functions being known.

Our work is closely related to the work on physical layer net-
work coding [29], which provides an algorithm for disentangling
two physical-layer signals using higher-layer information. The ap-
proach in [29] makes the router decode the interfered signaland re-
encode a different packet to Alice and Bob, whereas in our approach
the router simply amplifies and forwards the interfered signal. More
importantly, the algorithm in [29] assumes that the interfering sig-
nals are synchronized at the symbol boundaries; it is unclear how to
handle signals that do not arrive synchronized at the router. Second,
it assumes that both signals have undergone the same attenuation
when arriving at the router. Third, it assumes that different channels
do not introduce different phase-shifts, which is unlikelygiven the
propagation delays in the channels. In contrast, our work makes no
assumptions about phase shifts, attenuation or synchronization. Fur-

ther, we implement our design in a wireless network using software
radios and demonstrate its throughput gains.

(b) Multiple Access and Space Time Coding:Multiple access
techniques like CDMA [24], FDMA [31], and spatial reuse [31]al-
low multiple transmissions at the same time. These approaches, how-
ever, are simply means to avoid interference in code, frequencies, or
space. They just divide channel capacity among multiple users. In
contrast, ANC expands the capacity of the network.

Co-operative diversity [19], analog forwarding [25] and MIMO
systems [31] allow multiple concurrent transmissions using space-
time coding techniques [31]. Some of this work assumes antenna
arrays and coherent combining at the receiver, which we do not as-
sume. More importantly, these techniques differ from ANC because
they do not exploit the receiver’s knowledge of one of the interfering
signals to expand the capacity of the network.

Also some related work falls in the area of interference cancel-
lation and blind signal separation. These schemes decode two sig-
nals that have interfered without knowing any of the signalsin ad-
vance [32, 3, 10]. Practical work in this domain is limited tosignals
that differ in their characteristics. For example, it is typical to as-
sume that one signal has much higher power than the other. We can
decode the higher power signal assuming that the lower powersig-
nal is noise, and then remove the high power signal to decode the
weaker signal. Our algorithm makes no such assumptions and can
operate on signals of the same strength.

(c) Traditional Network Coding: Work on network coding started
with a paper by Ahlswede et al. that establishes the benefits of coding
in routers and bounds the capacity of such networks [2]. Thiswork
has been extended by papers on linear network codes [20, 18, 14],
randomized coding [11], wireless network coding [6, 21, 26,17, 33,
23, 4], and network coding for content distribution [5]. Allof the
above mix bits in routers or hosts. In contrast, our work makes the
senders transmit concurrently and has the wireless channelmix the
analog signals representing the packets.

4. SCOPE
Analog network coding is a general technique, independent of the

underlying wireless technology. It is applicable in a wide variety of
scenarios, with 802.11 mesh networks being an obvious example.
Cellular networks are another possible example. Particularly, cellu-
lar networks deploy inexpensive bi-directional relays to expand their
coverage area. These nodes intervene between the mobile device and
the base station. They simply amplify and retransmit the signal they
receive [7], which is exactly the functionality they need toimplement
analog network coding.

Our goal is to design and implement a proof of concept of ANC.
Since ANC works at the signal level, this implies designing an en-
tire communication system from the ground up. Hence, we haveto
make a number of design choices at the physical layer. Most impor-
tantly, we have to choose a modulation/demodulation scheme. We
picked MSK because the GNURadio software project [8] has a ma-
ture MSK implementation. This facilitates implementing our design
in software radios and allows us to start with an already functional
DSP code. MSK also has very good bit-error properties and a simple
demodulation algorithm, and constitutes the basis for GMSKwhich
is used in the GSM cell-phone standard.

5. BACKGROUND: A SINGLE SIGNAL
Before talking about disentangling interfering signals, we need to

explain how a single signal is transmitted and received overthe wire-
less channel. For the sake of simplicity, we will intentionally gloss
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over some details that are unnecessary for understanding the tech-
nical ideas proposed in this paper (e.g., pass-band vs. base-band, er-
ror correction, upconversion, and downconversion). We will describe
how MSK transmits and receives a packet of bits.

5.1 The Sender Side
A wireless signal is represented as a complex and discrete func-

tion of time. Thus, the signal transmitted by the sender, which we
annotate with the subscripts, can be represented as:

s[n] = As[n]eiθs [n],

whereAs[n] is the amplitude of the nth sample andθs[n] is its phase.
Say that we have a packet to transmit over the wireless channel.

We need to map “0” and “1” into two different complex representa-
tions. This is called modulation. In particular, the MSK modulation
represents bits by varying the phase difference between consecutive
complex samples. A phase difference ofπ/2 represents “1”, whereas
a phase difference of−π/2 represents a “0”.

To see how MSK works, let us go through an example. Assume
the data being sent is 1010111000, the phase of the signal would
then vary as seen in Fig. 3. The signal itself is the complex function
whose phase changes as shown in the figure. Initially, at timet =
0, the signal isAsei0. Since the first bit is a “1”, the signal sample
at time t = T should beAsei(π/2). The second bit is a “0”, hence
the signal sample at timet = 2T should beAsei(π/2−π/2) = Asei0.
This is repeated for all the bits. Note that in MSK, the amplitude
of the transmitted signal,As, is a constant. The phase embeds all
information about the bits.

5.2 The Receiver Side
What does the signal look like at the receiver, after traversing the

wireless channel? The received signal is also a stream of complex
samples spaced by the sampling intervalT . These samples differ,
however, from the transmitted samples, both in amplitude and phase.
In particular, if the transmitted sample isAs[n]eiθs [n] the received sig-
nal can be approximated as:

y[n] = h As[n]ei(θs [n]+γ),

whereh is channel attenuation andγ is a phase shift that depends on
the distance between the sender and the receiver.1

The receiver needs to map the received complex samples back
into the transmitted bit stream, i.e., it needs to demodulate the re-
ceived signal. For MSK, this amounts to discovering the phase dif-
ferences between consecutive complex samples separated byT , and
then mapping that phase difference back to a bit value.

Calculating phase differences of the complex samples is sim-
ple. Recall that in MSK, the amplitude of the samples is fixed
and does not change from one signal sample to the next. Con-
sider the following consecutive complex samplesh As ei(θs[n]+γ) and
1This models flat-fading quasi-static channels.

h As ei(θs[n+1]+γ). First, we calculate the ratio of these complex num-
bers,

r =
h As ei(θs[n+1]+γ)

h As ei(θs[n]+γ)
= ei(θs[n+1]−θs[n]). (1)

To demodulate, we simply compute the angle of the complex number
r, which gives us the phase difference,θs[n + 1] − θs[n]. Ideally,
“1” maps to a phase difference ofπ

2 and “0” to a phase difference
of −π

2 .2 But channel noise and estimation errors make the decoded
phase differences differ from the ideal scenario. Still thebits can be
decoded using a simple rule: a positive phase difference is a“1”,
whereas a negative phase difference is a “0”.

The most important fact about the computation in Eq. 1 is its in-
variance to both the channel attenuationh and the channel phase shift
γ. This makes MSK demodulation very robust because the receiver
does not need to accurately estimate the channel.

6. DECODING INTERFERED MSK SIG-
NALS

So, how does Alice (or Bob) decode the interfered signals? The
first step in answering this question is to understand what Alice re-
ceives. As described earlier, when Alice and Bob transmit simulta-
neously, the router receives the sum of their signals, amplifies this
composite signal, and broadcasts it to Alice and Bob. Thus, Alice
receives an interfered signal,yA[n] + yB[n]. However,yA[n] andyB[n]
are not the two signals Alice and Bob have sent. Rather, they are the
two transmitted signals after they traversed the channels from their
corresponding senders to the router and the channel from therouter
to their corresponding receivers. The effect of the wireless channels
can be approximated by an attenuation and phase shift [31]. Thus,
the signal that Alice receives is:

y[n] = yA[n] + yB[n]

y[n] = h′Ase
i(θs[n]+γ′) + h′′Bse

i(φs[n]+γ′′),

whereθs refers to the phase of the signal transmitted by Alice andφs

refers to the phase of the signal transmitted by Bob, whereasAs and
Bs are the amplitudes at the transmitter.

Note that we use the subscripts to refer to the transmitted signal as
opposed to the received signal, for which we use no subscripts. Note
also thatn refers to the index of the received sample as sampled by
Alice’s receiver. It does not mean that thenth bit in Alice’s signal is
aligned with thenth bit in Bob’s signal.3

One approach to decoding the interfered signals would have Al-
ice estimate the channel parametersh′ andγ′. Once she knows these
parameters, Alice recreates the version of her signal that interfered
with Bob’s signal, and subtracts it from the received signal. The re-
sult isyB[n], a sampled version of Bob’s signal that Alice can decode
using the standard method described in§5. Though estimatingh′ is
relatively easy (we show how to estimateh′ in §6.2), estimatingγ′

is more complex and requires accurate coherent phase tracking al-
gorithms. Since MSK can be decoded non-coherently (withoutany
phase tracking algorithms), we can simplify the decoder by taking
advantage of this property. Specifically, Eq. 1 computes thephase
difference without worrying about the exact values ofγ. This gives
us a hint of how to design a non-coherent demodulation schemefor
interfered signals. One should focus on discovering the phase dif-
ferences for the two signals, namely∆θ and∆φ. Estimating phase
2For clarity, we will ignore over-sampling and assume one sample
per bit/symbol. Our implementation has an over-sampling factor of
2.
3Our design does not assume synchronization of Alice’s and Bob’s
signals. We will talk about that issue in detail in§7.2.



differences does not require the value ofγ and thus obviates the need
for phase tracking. It is phase differences that carry all information
about Alice’s and Bob’s bits, not the values of the phases themselves.

Thus, in the rest of this section, we develop an algorithm that al-
lows Alice to decode the phase differences between the consecutive
samples of Bob’s signal. For simplicity of notation, we willrepresent
the received signal at Alice as:

y[n] = Aeiθ[n] + Beiφ[n], (2)

whereA = h′As, B = h′′Bs, θ[n] = θs[n]+γ′, andφ[n] = φs[n]+γ′′.
How do you calculate phase differences when two signals inter-

fere and you know the phase differences of one of the signals?We
will use a two-step process. First, Alice uses her received signal to
calculate pairs(∆θ,∆φ) that could have produced the observed sig-
nal. Next, Alice uses her knowledge of her phase difference∆θs to
pick the most likely pair. This gives Alice an estimate of∆φ, Bob’s
phase difference. Based on this estimate Alice decides whether Bob
sent a “0” or a “1”.

6.1 Possible Phases of Both Signals
Say that Alice receives the interfered signal in Eq. 2, can she tell

the values ofθ[n] and φ[n] just by analyzing the received signal?
The answer is “No”; without extra information, Alice cannottell the
exact phases. She can, however, calculate possible values for those
phases. In particular, the following lemma is proved in [10,15].

LEMMA 6.1. If y[n] is a complex number satisfying Eq. 2, then
the pair (θ[n], φ[n]) takes one of the following two values.

θ[n] = arg(y[n](A + BD ± iB
p

1− D2)) (3)

φ[n] = arg(y[n](B + AD ∓ iA
p

1− D2)) (4)

where, D = |y[n]|2−A2−B2

2AB , |y[n]| is the norm, and arg is the angle of
the complex number.

Note that for each solution toθ[n], there is a unique solution for
φ[n]. For example, whenθ[n] = arg(y[n](A+BD+iB

√
1− D2)), the

corresponding solution isφ[n] = arg(y[n](B + AD − iA
√

1− D2)).
The solutions come in two pairs.

The intuition underlying the proof can be explained geometrically.
As a complex number,y[n] can be represented with a vector, as in
Fig. 4. According to Eq. 2,y[n] is the sum of two vectors, which
have lengthsA andB respectively. Thus, we want to find a pair of
vectors,(u, v), that sum up to the received complex sample,y[n].
The constraint is that the first vector is of lengthA and the second of
lengthB, i.e., the two vectors lie on two circles with radiusA andB.
From the figure, there are only two such pairs of vectors. Therefore,
there are two solutions for the pair (θ[n], φ[n]).

6.2 Estimating the AmplitudesA and B

If Alice knows the amplitude of the two signals, i.e.,A andB, she
can substitute those values and the received complex sample|y[n]|
into the equations in Lemma 6.1 to calculate the phases. In fact, Alice
can estimateA and B from the received signal. Since she has two
unknowns (A andB), she needs two equations.

The first equation for computingA andB comes from the energy
of the received signal. When two signals interfere, their energies add
up. In particular, the energy is:

E[|y[n]|2] = E[A2 + B2 + 2AB cos(θ[n] − φ[n])],

whereE[.] is the expectation. The value ofE[cos(θ[n] − φ[n])] ≈ 0
for a random bit sequence. To ensure the bits are random, we XOR
them with a pseudo-random sequence at the sender, and XOR them
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Figure 4—Geometric representation of the phase computation.the re-
ceived complex sampley[n] is the sum of two complex numbersu andv. The
length of the first complex number isA and the length of second isB. There
are exactly two pairs of such complex numbers(u, v) that sum up toy[n].
Thus, two solutions exist for the pair(θ[n],φ[n]).

again with the same sequence at the receiver to get the original bits.
Hence,

E[|y[n]|2] = µ = A2 + B2. (5)

Alice estimates the expectation by averaging the energy of the com-
plex samples over a window of size N.

Alice still needs a second equation to estimateA andB. She com-
putes the following quantity.

σ =
2
N

X

|y[n]|2>µ

|y[n]|2.

Said differently, Alice computes the average energy in samples
whose squared norm is greater than the mean energyµ. It can be
shown thatσ can be reduced to [10, 15],

σ = A2 + B2 + 4AB/π. (6)

Given Eqs. 5 and 6, Alice has two equations with two unknowns and
can solve forA andB.

Note that because of the lack of synchronization between Alice
and Bob’s signals, there are a few bits at the beginning and end of
the interfered signal that are interference free. One can use these
interference-free bits to estimateA and B directly. Such estimates
however are a bit noisier than the ones described above.

6.3 Estimating Phase Differences for Bob’s
Signal

Next, we describe the main step in our algorithm, i.e., we describe
how Alice estimates the phase differences of Bob’s signal,φ[n+1]−
φ[n].

Alice uses the phases from Lemma 6.1 to calculate phase differ-
ences of both her signal,θ[n + 1] − θ[n], as well as Bob’s signal
φ[n + 1] − φ[n]. There is, however, ambiguity in these calculations
because this lemma gives two solutions for each phase, at anysam-
ple timen. Alice cannot tell which of the two solutions is the correct
one. Alice therefore computes all possible phase differences based
on Lemma 6.1. Let us denote the two solutions pairs as(θ1[n], φ1[n])
and(θ2[n], φ2[n]). Then, Alice has the following four possible phase
difference pairs:

(∆θxy[n], ∆φxy[n]) = (θx[n + 1] − θy[n], φx[n + 1] − φy[n])
∀x, y ∈ {1, 2}

(7)



Alice has to pick the right phase difference pair from the four
choices in Eq. 7. This is where she leveragesnetwork layer informa-
tion. Alice knows the signal she transmitted earlier, and which inter-
fered with Bob’s signal. Thus, she knows the phase difference of her
transmission∆θs[n]. Phase differences are fairly robust to channel
distortion (if you take the phase difference theγ term cancels out).
Thus, she can use the known∆θs[n] to pick the correct∆θxy.

Alice calculates the error for each of the four choices she got from
Eq. 7.

errxy = |∆θxy[n] − ∆θs[n]| ,∀x, y ∈ {1, 2} (8)

Alice picks the∆θxy[n] that produces the smallest errorerrxy. She
finds the matching∆φxy[n] phase difference for Bob’s signal. Alice
repeats this for all values ofn, to estimate the sequence of Bob’s
phase differences. She uses these estimated phase differences to de-
code Bob’s bits.

6.4 Obtaining Bob’s Bits
Recall that MSK modulation maps “1” to a phase difference of

π/2 and “0” to a phase difference of−π/2. In the last step above, Al-
ice has an estimate of the phase differences of Bob’s signal,∆φ[n].
She now maps them back to bits. Because of estimation errors and
the distortion of the received signal, the phase differences that Alice
estimates do not match exactly the phase differences sent byBob.
Thus, Alice follows a simple rule.

if ∆φ[n] ≥ 0, thenth bit is “1”, else it is “0”.

7. PRACTICAL ISSUES
Is the scheme described above feasible in practice? The short an-

swer is ”yes”. Building an operational communication system, how-
ever, involves many practical challenges.

7.1 How Does Alice Detect Interference?
We begin with the most basic question: How does Alice detect a

packet reception? This is a standard problem in communication sys-
tems. To detect a reception, Alice looks at the energy in the received
signal. During reception the energy level is much higher than the
noise energy.

Next, how can Alice tell whether a packet has been subjected to
interference? If it is an interfered packet, Alice needs to run the in-
terference decoding algorithm described in§6; otherwise, Alice runs
standard MSK decoding.

To answer this question, Alice uses the variance in the energy of
the received signal. Recall that, in MSK, the transmitted signal am-
plitude is constant; MSK encodes the bits in the phase, not the mag-
nitude of the complex sample. Hence, the energy of a non-interfered
MSK signal is nearly constant.4 Packet interference destroys this
property of nearly constant signal energy. When two packetscol-
lide, the signals interfere with each other in a random fashion. The
constant energy property of MSK no longer holds. We use this in-
sight to detect interference. We quantify this variation inenergy by
measuring the variance in the energy of the received samples. If the
variance is greater than a threshold, Alice detects interference and
applies the decoding algorithm from§6.

7.2 Dealing with Lack of Synchronization
In an ideal world, Alice’s and Bob’s signals arrive at the router at

the same instant, and interfere exactly at the beginning of the two
packets. In reality, there is a time shift between the two signals. This
time shift complicates our algorithm described in§6. In particular,

4The energy of a complex sampleAeiθ is A2.
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Figure 5—Aligning known phase differences with received signal.Alice
finds where her packet starts using the pilot bits at the beginning of the packet,
which are interference free. Bob, whose packet starts second, uses the pilot
bits at the end of the packet and runs the alignment process backward.

the algorithm needs Alice to match the phase difference of the signal
she sent against four possible solutions, in order to pick the right one.
Without synchronization, however, Alice does not know the index of
the first interfering sample.

Interestingly, our solution to the problem leverages the lack of
complete synchronization. Since packets do not interfere perfectly,
there are bits at the start and end of the received signal which do not
have any interference. For example, assume Alice’s signal arrived
before Bob’s. Then, the first few bits of Alice’s packet are interfer-
ence free. Assuming Alice and Bob have similar packet sizes,the
last few bits of Bob’s packet are also interference free.5 Indeed, our
approach enforces this incomplete overlap between the two pack-
ets to ensure that there are a few bits at the beginning and endof
the interfered signal that are interference free, which canbe used to
synchronize. Specifically, we use a randomization scheme similar to
802.11 MAC. Nodes start their transmission after arandom delay.
They do this by picking a random number between 1 and 32, and
starting their transmission in the corresponding time slot. The size of
a slot should depend on the transmission rate, modulation scheme,
etc.

Our solution attaches aknown pilot bit sequence to the beginning
of each packet. It also attaches a mirrored version of the pilot se-
quence to the end of the packet. The pilot is 64-bit length. Itis used
to synchronize with the beginning of the known packet.

We describe our solution assuming Alice’s packet starts first.
Bob’s decoding algorithm is described in§7.5. Alice first detects the
beginning of a packet using theenergy detector from §7.1. She then
looks for the known pilot sequence in the interference-freepart of the
signal at the start of the packet. She decodes this part usingstandard
MSK demodulation. Fig. 5 displays the matching process thatAlice
performs over the received signal. After decoding the interference-
free part, she tries to match the known pilot sequence with every
sequence of 64 bits. Once a match is found, she aligns her known
signal with the received signal starting at that point, i.e., starting at
the end of the pilot. If Alice fails to find the pilot sequence,she drops
the packet.

5Similarly to digital network coding, when two packets are not the
same size the shorter packet is padded.



At the end of the pilot sequence, Alice starts applying the algo-
rithm in §6 that detects the two interfering signals. By then Bob’s
signal might not have started yet. Despite this Alice can still ap-
ply our decoding algorithm from§6. The values for the initial esti-
mated phase differences,∆φ[n] could be random and dependent on
the noise since Bob’s signal might not have started yet. OnceBob’s
signal starts, the estimated phases differences∆φ[n], will correspond
to the pilot sequence at the start of Bob’s packet. At that point, Alice
detects the beginning of Bob’s packet.

Thus, the pilot sequence helps Alice align her own sent signal with
respect to the received signal. It also helps her detect the beginning
of Bob’s signal in the received signal.

7.3 Channel and Hardware Distortions
So far, we have assumed that phase differences remain unchanged

through a wireless channel. In practice, phase differencesalso get
distorted due to hardware limitations and channel effects.Fortu-
nately, Alice can use the pilot sequence in the interference-free bits
to estimate these distortions. Alice then applies the same distortions
to her known phase differences before comparing them to the phase
differences in the received signal; i.e., she applies the distortions to
∆θs before computing the errors in Eq. 8 to ensure that the values
she compares against match those in the received signal. Below, we
describe each of these distortions and how we estimate them.

Frequency Offset: Transmitters and receivers use oscillators to
transmit or receive signals at the desired carrier frequency (e.g., 2.45
GHz for 802.11b/g). These oscillators have fundamental limitations;
they cannot be tuned exactly. There is always some error between
the desired frequency and the one the oscillator locks to. Due to this
error, there is an offset between the center frequencies at the trans-
mitter and the receiver. This frequency offset causes a displacement
of the phase differences by 2π∆f ∆t, where∆f is the frequency off-
set and∆t is the sampling period. Thus, the received phase differ-
ences in MSK differ from the transmitted ones by a value linearly
proportional to the frequency offset.

To compensate for this effect, Alice has to shift her known phase
differences by 2π∆f ∆t. She knows her sampling period∆t, but
needs to estimate the frequency offset∆f . To do so, Alice uses
the pilot sequence in the interference-free bits. The pilotsequence
is chosen such that the mean of the transmitted phase differences is
zero (i.e., the pilot sequence has an equal number of ones andze-
ros). Due to frequency offset, the mean of the phase differences in
the received pilot sequence is non-zero; it is 2π∆f ∆t. Alice decodes
the pilot sequence using standard methods which is possiblebecause
the pilot sequence is interference free. Alice computes themean of
the phase differences of the pilot sequence, and uses that value to
estimate the frequency offset.

Channel Distortion: The wireless channel distorts the transmitted
signal because it affects different frequency components differently.
In MSK, bit transitions, such as the ”10” sequence, cause a sudden
change in the phase difference, and hence a sudden change in the fre-
quency of the sinusoid. As a result, the channel distorts thereceived
phase differences at these transition points, reducing thesharpness
of the transition.

We use the pilot sequence to estimate how the channel distorts
the phase differences at transition points. We choose a pilot se-
quence that is rich in bit transitions of the forms “10”, “1100”, and
“111000”. We experimentally observe that the distortion ofany se-
quence can be estimated using the distortions for these three transi-
tion patterns. This is because the phase distortion for a sequence 1n0n

is very close to that of 111000, for anyn ≥ 3. Alice observes how the
channel attenuates the transition patterns in her pilot sequence and
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Figure 6—Frame Layout for Analog Network Coding

applies the same distortions to the transition patterns in her known
signal.

Sampling Offset: Due to lack of synchronization, receivers cannot
sample the received signals exactly at the symbol boundaries; there is
always a sampling offset. Similarly to the channel, in MSK, the sam-
pling offset distorts the phase differences at bit transitions (e.g., “10”
sequences) because the sinusoid being transmitted abruptly changes
at the symbol boundary. The sampling offset causes the phasedif-
ference to be computed using values from two separate sinusoids,
which results in an attenuation of the phase differences.

As before, we estimate the impact of the sampling offset by exam-
ining the distortion of the phase differences at the transition points
in the pilot sequence. Sampling offset is also alleviated using over-
sampling (taking two samples per bit/symbol), which is a typical
approach in communication systems.

Once Alice estimates all of the above distortions, she applies
the same distortions to her known phase differences, and then uses
the resulting known phase differences in the decoding algorithm
in §6.3.6

7.4 Which Packet Does Alice Use to Decode?
Alice keeps copies of the sent packets in asent-packet buffer.

When she receives a signal that contains interference, she has to fig-
ure out which packet from the buffer she should use to decode the
interfered signal. Hence, we add a header after the pilot sequence
that tells Alice the source, destination and the sequence number of
the packet. Using the decoded header information, Alice canpick the
right packet from her buffer to decode the interfered signaland get
Bob’s packet.

7.5 How Does Bob Decode?
Bob’s signal starts second in the interfered signal. Thus, he can-

not blindly use the same decoding algorithm as Alice. Bob instead
decodes the packet by running the decoding procedure backwards.
More precisely, he stores the received complex samples until the end
of the packet, i.e., until the energy drops to the noise level. Then he
runs the algorithm starting with the last sample and going backward
in time. Our packets have the header and the pilot sequence both at
the beginning and at the end, as shown in Fig. 6. Bob starts from the
end of the packet, decodes the header and the pilot sequence there,
discovers which packet in hissent-packet buffer to use to cancel the
interference, and decodes Alice’s packet backwards, usingthe inter-
ference decoding algorithm.

7.6 What Does the Router Do?
In the Alice-Bob scenario, the router has to amplify the interfered

signal it receives from Alice and Bob, and broadcast it. In the chain
topology, however, the router,N2, has to decode the packet itself.
Thus, the router needs to make a decision about what to do withan
interfered signal. The router uses the headers in the interfered signal
to discover which case applies. If either of the headers corresponds
to a packet it already has, it will decode the interfered signal. If none
6Also, decoding Bob’s phase differences to the bits accountsfor the
distortions that affected his signal.



1 Pseudocode for the Interference Decoding Algorithm

Use energy detector from§7.1 to detect signal reception
if Signal detectedthen

Use variance detector from§7.1 to detect interference
if Interfered Signalthen

Decode start and end of received signal to get both headers and pilots
Use headers to discover whether my known signal starts first or sec-
ond
Match the start of my known signal with the received signal using
algorithm from§7.2
Apply the corrections in§7.3 to my known phase differences and
decode using algorithm from§6
Collect the decoded bits and frame them into a packet and passit to
the upper layers

else
Decode signal using normal MSK demodulation
Collect the decoded bits and frame them into a packet and passit to
the upper layers

end if
end if

of the headers corresponds to packets it knows, it checks if the two
packets comprising the interfered signal are headed in opposite di-
rections to its neighbors. If so, it amplifies the signal and broadcasts
the interfered signal. If none of the above conditions is met, it simply
drops the received signal.

Finally, Alg. 1 summarizes our interference decoding algorithm.

7.7 How to get the right packets to interfere?
We want to encourage interfering transmissions from the right

senders, i.e., those whose interfered signal can be correctly decoded
at both destinations. To do so, we design a simpletrigger protocol.
To “trigger” simultaneous transmissions, a node adds a short trigger
sequence at the end of a standard transmission. The trigger stim-
ulates the right neighbors to try to transmit immediately after the
current transmission.7 For example, in the Alice-Bob topology, the
router adds the trigger sequence to the end of its transmission, trig-
gering both Alice and Bob to transmit. Alice and Bob respond by
transmitting as soon as the transmission from the router ends. In the
chain topology, nodeN2 triggers nodesN1 andN3 to transmit simul-
taneously by adding the appropriate trigger sequence to theend of
its transmission. Thus, the triggering mechanism encourages posi-
tive interference that we can exploit to increase network capacity.

Clearly, for a node to trigger its neighbors to interfere, itneeds to
know the traffic flow in its local neighborhood. We assume thatthis
information is provided via control packets that the nodes exchange.

In our context, the “trigger” protocol provides a simplifiedMAC
for ANC. Designing a general MAC protocol for ANC depends
on the environment in which it is used. For example, cellularnet-
works already have strict scheduling-based MAC protocols (TDMA,
CDMA etc). The trigger protocol for ANC in these networks canbe
easily integrated into the scheduling mechanism. In contrast, 802.11
wireless mesh networks use random access. In this case, short con-
trol sequences may be used as triggers. However, customizing the
MAC protocol for ANC in 802.11 or other networks is beyond the
scope of this paper.

8. CAPACITY ANALYSIS
This section bounds the capacity gains of analog network coding

for the Alice-Bob network. We have proved these bounds in [16].
Here, however, we summarize and discuss the bounds to illustrate
the theoretical benefits of ANC, before delving into the experimental
results in§10.
7The nodes still insert the short random delay mentioned in§7.2.

Note that the capacity of a general wireless network is an open
problem in information theory. In fact, the exact capacity of a 3-
node relay network, that is, a source-destination pair witha router
in the middle, is itself an open problem. The standard approach is to
compute upper and lower bounds on the capacity of these networks,
which is what we do in this section.

We compare the capacity of the Alice-Bob network, under analog
network coding and the traditional routing approach. To do so, we
compute an upper bound on the capacity under traditional routing
and a lower bound on the capacity under ANC. We compute our
bounds for a wireless channel with additive white Gaussian noise.
For simplicity, we assume the channel between Alice and the router
is similar to the channel between Bob and the router, and all nodes
transmit at the same power. When the router receives the interfered
signal, it simply re-amplifies the signal and broadcasts it to Alice and
Bob. We prove in [15] that:

THEOREM 8.1. An upper bound on the capacity of the tradi-
tional routing approach is given by:

Ctraditional =
1
4
(log(1 + 2SNR) + log(1 + SNR)),

and a lower bound on the capacity of analog network coding is given
by:

CANC = log(1 +
SNR2

3SNR + 1
),

where SNR is the signal to nosie ratio at the receiver. Hence, the ca-
pacity gain of analog network coding over the traditional approach
asymptotically approaches 2 as the SNR increases.

Fig. 7 illustrates the capacity bounds for analog network coding
and the traditional approach. The figure shows two SNR regions with
different characteristics.

(a) Moderate to High SNR: At medium-to-high SNR, analog net-
work coding almost doubles the throughput when compared to the
traditional routing approach. At these SNRs, the gain is primarily
dominated by the reduction in the number of time slots neededto
send the packets (from 4 to 2).

(b) Low SNR: In contrast, at low SNRs around 0-8dB, the through-
put of analog network coding is lower than the upper bound forthe
traditional approach. This is because when the router amplifies and
broadcasts the interfered signal to Alice and Bob, it also amplifies
the noise that the channel adds to the interfered signal. At low SNR,
this amplified noise has a negative effect at Alice and Bob, since the
transmission power is quite low.

Note that practical wireless systems operate above 10dB andare
typically around 20-40dB [9]. The low SNR region is not used be-
cause it is hard to design practical receivers that decode atsuch low
power. For example, when SNR is about 5-10dB, 802.11 devices
cannot associate with the local access point [9]. So, for most prac-
tical cases, analog network coding has a capacity gain of 2x for the
Alice-Bob network.

9. IMPLEMENTATION
We have implemented ANC using Software Defined Radios

(SDR). SDRs implement all the signal processing components
(source coding, modulation, clock recovery, etc.) of a wireless com-
munication system entirely in software. The hardware is a simple ra-
dio frequency (RF) frontend, which acts as an interface to the wire-
less channel. The RF frontend passes the complex samples gener-
ated by the SDR to the Digital to Analog Converter (DAC), which
produces the analog signal. The upconverter converts the output of
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Figure 7—Capacity bounds as functions of SNR, for half-duplex nodes.
At high SNRs, analog network coding doubles the throughput compared to
traditional routing.

the DAC to the carrier frequency and transmits it over the wireless
channel. At the receiver side, the process is inverted. First, the down-
converter converts the received signal to its baseband frequency and
passes it to an Analog to Digital Converter (ADC). The discrete sam-
ples produced by the ADC are converted into complex numbers and
passed to the SDR software.

For SDR hardware, we use the Universal Software Radio Periph-
eral (USRP) [13] with RFX2400 daughterboards, which operate in
the 802.11 frequency range (i.e., 2.4GHz) and have a transmit power
of 50mW (17dBm)[12]. The USRP connects to the PC via USB 2.0.
Thus, its throughput is limited to 32MB/s. This also limits the band-
width of the signal to at most 4MHz, which is enough for most nar-
rowband data transmissions.

The software for the signal processing blocks is from the open
source GNURadio project [8]. We use the default GNURadio con-
figuration,8 which results in a bit rate of 500kb/s. We work in the
SNR region of 25-35 dB, which is a typical range for 802.11 [9].
The packet consists of a 32-bit preamble, a 1500-byte payload, 32-
bit CRC, 32-bit preamble, two 64-bit access codes and two headers
of length 64 bits each. Except for repeating the header and the access
code at the end of each packet, all are default GNURadio software
configurations.

10. EXPERIMENTAL EVALUATION
This section uses results from a software radio testbed to study

the performance of our approach. We run our experiments on three
canonical topologies: the Alice-Bob topology in Fig. 1, the“X”
topology in Fig. 10, and the chain topology in Fig. 2. These topolo-
gies form the basis for larger networks and provide examplesof both
2-way and unidirectional traffic.

10.1 Compared Approaches
We compare ANC with two other approaches.

(a) No Coding (Traditional Approach): We implement traditional
routing but with an optimal MAC. This means that the MAC employs
an optimal scheduler and benefits from knowing the traffic pattern
and the topology. Such MAC never encounters collisions or backoffs,
and hence outperforms the conventional carrier sense basedMAC.

(b) Digital Network Coding (COPE): We compare against packet-
based network coding whenever applicable. We use the COPE pro-
tocol as an example network coding protocol [17]. Again we im-

8DAC Rate: 128e6 samples/s, Interpolation Rate: 128, 2 sam-
ples/symbol, 1 bit/symbol.

plement an optimal MAC that schedules transmissions knowing the
traffic pattern and the topology.

Since the MAC is optimal for all three designs, the differences
between them are due to their intrinsic characteristics rather than
how the MAC works.

10.2 Metrics

• Network Throughput: This is the sum of the end-to-end through-
put of all flows in the network. Note that ANC has a higher bit-
error rate than the other approaches and thus needs extra redun-
dancy in its error-correction codes. We account for this overhead
in our throughput computation.

• Gain Over Traditional Approach: This is the ratio of network
throughput in ANC to network throughput in the traditional ap-
proach in back-to-back runs, while keeping the topology andtraf-
fic pattern constant.

• Gain Over COPE: This is the ratio of network throughput in ANC
to network throughput in COPE in back-to-back runs, while keep-
ing the topology and traffic pattern constant.

• Bit-Error Rate (BER): the percentage of erroneous bits in an ANC
packet, i.e., a packet decoded using our approach.

10.3 Summary of Results
Our experiments reveal the following findings:

• ANC provides significant throughput gains. For the Alice-Bob
topology, ANC increases network throughput by 70% compared
to the traditional approach. Compared to COPE, the throughput
increases by 30%.

• ANC improves the throughput of the “X” topology by 65% when
compared to the traditional approach, and by 28% when compared
to COPE.

• For unidirectional flows in the chain topology, ANC improvesthe
throughput by 36% when compared to the traditional approach.
(COPE does not apply to this scenario.)

• Differences between the theoretical gains of ANC and its practi-
cal gains are dominated by imperfect overlap between interfering
packets, where only 80% of the two packets interfere on average.

• We evaluate ANC’s sensitivity to the relative strength of the two
interfering signals. On USRP software radios, our decodingalgo-
rithm works with signal to interference ratio in the range of−3dB
to 0dB. Said differently, ANC works even when the two interfered
signals have more or less the same power. In contrast, typical in-
terference cancellation schemes cannot work in that range and re-
quire a signal to interference ratio of about 6dB [10].

10.4 Alice-Bob Topology
We compare ANC to both the traditional approach and COPE in

the Alice-Bob topology in Fig. 1. Each run transfers 1000 packets in
each direction, first using ANC, then using the traditional approach,
and last using COPE. We repeat the experiment 40 times and plot
the results in Fig. 8.

Fig. 8(a) plots the CDF of ANC’s throughput gain over the tra-
ditional approach and COPE. The figure shows that ANC’s average
gain is 70% compared to the traditional approach and 30% compared
to COPE.

Our practical throughput gains are significant, but less than the
theoretical optimum. Theoretically, ANC doubles the throughput
compared to the traditional approach and provides 50% gain over
COPE. Practical gains are lower due to two reasons. First, the the-
oretical computation assumes that packets interfere perfectly, i.e., it
assumes that Alice and Bob are perfectly synchronized. In practice,
the average overlap between Alice’s packets and Bob’s is 80%. The
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Figure 8—Results for the Alice-Bob topology:ANC has 70% average
throughput gain over the traditional approach and 30% over COPE. The av-
erage BER is around 4%, which can be easily corrected by a small amount
of error correcting codes.

imperfect overlap is due to therandom delay introduced by our pro-
tocol to ensure that the pilot sequences are interference free. Further,
because our implementation runs in user-space, there is significant
jitter in how fast Alice and Bob transmit after receiving the“trigger”
from the router. We believe that with a kernel-space implementation,
one could get higher overlap in the packets and consequentlyhigher
gains.

The second factor affecting ANC’s practical gains is the non-zero
bit-error rate. Fig. 8(b) plots the CDF of bit-error rates for Alice and
Bob, when using our approach. The bit-error rate is computedby
decoding the packet from the interfered signal and then comparing it
against the payload that was sent. The bit-error rate for most packets
is less than 4%. To compensate for this bit-error rate we have to add
8% of extra redundancy (i.e., error correction codes) compared to
the traditional approach. This overhead is another reason why the
practical gains are a little lower than the theoretical gains.

10.5 “X” Topology
Next, we evaluate ANC in the “X” topology in Fig. 10. This topol-

ogy is analogous to the Alice-Bob topology, but in contrast to Alice’s
node, which knows the interfering signal because she has generated
it, the receivers in the “X” topology know the interfering signal be-
cause they happen to overhear it while snooping on the medium. In
particular,S1 andS2 are sending toD1 and D2, respectively. Node
D2 can overhearS1’s transmission, and similarlyD1 can overhear
S2’s transmission. We makeS1 andS2 transmit simultaneously. The
routerR amplifies and transmits the interfered signal to the destina-
tionsD1 andD2. The destinations use the overheard packets to cancel
the interference and decode the packets they want.

Fig. 9(a) plots the CDF of throughput gains for the “X” topology.
The figure shows that ANC provides a 65% increase in throughput
compared to the traditional approach, and a 28% increase in through-
put compared to COPE.

As expected, practical gains are lower than theoretical gains. The-
oretically, ANC doubles the throughput when compared to thetra-
ditional approach, and increases the throughput by 50% when com-
pared to COPE. The reasons for the difference between practical and
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Figure 9—Results for the “X” topology . Our approach provides an av-
erage of 65% gain over the traditional approach and 28% over traditional
network coding. It is slightly less than the Alice-Bob topology due to unre-
liable overhearing. The BERs for the experiments is correspondingly higher.

Figure 10—”X” topology: Two flows intersecting at node R.

theoretical gains are fairly similar to those in the Alice-Bob case.
First, packets do not overlap perfectly. Second, the decoded pack-
ets have a non-zero BER, hence extra redundancy is required.There
is, however, an additional error factor in the “X” topology,which is
imperfect decoding of overheard packets. Theoretical gains assume
that whenS1 transmits,D2 overhears the packet and correctly de-
codes it. This is not always true andD2 sometimes fails in decoding
the overheard packets, particularly because nodeS2 is transmitting
too; hence nodeD2’s reception faces additional interference. When
a packet is not overheard, the corresponding interfered signal cannot
be decoded either. The same reason holds for nodeD1 overhearing
S2’s transmission. Hence, the throughput gain is slightly lower.

10.6 Unidirectional Traffic: Chain Topology
Unlike COPE, analog network coding is useful even when the

flows are uni-directional. To demonstrate these gains, we evaluate
our approach in the chain topology shown in Fig. 2, where traffic is
flowing from nodeN1 to nodeN4.

Figure. 11(a) plots the CDF of the throughput gains with our ap-
proach, compared to the traditional approach. ANC increases the
throughput by 37%, on average.

Note that for the chain topology, the throughput gain is close to the
theoretical prediction. Theoretically, ANC has a gain of 50%, since
it reduces the number of time slots required to deliver a packet on
average from 3 to 2. The slight loss in gain is due to the same factors
as before. Packets do not overlap perfectly and we have to provision
for extra redundancy to correct for the slightly higher bit-error rate.
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Figure 11—Results for the chain topology.Our approach provides an av-
erage of 36% gain over the traditional approach. The average BER is 1.5%,
which is lower than the Alice-Bob topology since here the router directly
decodes the interfered signal and does not amplify and broadcast it.

Interestingly though, the bit-error rate is lower for the chain than for
the other topologies. Fig. 11(b) plots the BER CDF at nodeN2. The
average bit-error rate is about 1.5%, which is significantly lower than
the 4% bit-error observed in the Alice-Bob topology. This is because
in the chain topology, decoding is done at the node that first receives
the interfered signal. In the Alice-Bob case, the interference happens
at the router, but the router has to then amplify and broadcast the sig-
nal to Alice and Bob. This also amplifies the noise in the interfered
signal, resulting in higher bit-error rates at Alice and Bob.

10.7 Impact of Relative Signal Strengths
Typical interference cancellation schemes require that one of the

two interfered signals is significantly stronger than the other. Then
they can decode the strong signal, cancel it out, and decode the
weaker signal. Thus, when the signal to interference ratio (SIR) is
higher than 6 dB, one can apply known interference cancellation
schemes [10]. It is interesting to ask whether ANC also requires such
constraints to work? We evaluate this by calculating the bit-error rate
for the decoded packet as the relative signal strengths vary. We focus
on the region where typical interference cancelation algorithms do
not work, i.e., when the signal strengths of the interferingsignals are
roughly the same and no single signal is significantly stronger. We
consider the Alice-Bob topology, and compute the Signal to Inter-
ference Ratio (SIR),

SIR = 10 log10(
PBob

PAlice
) (9)

wherePBob andPAlice are the received powers for Bob’s and Alice’s
signals respectively at Alice.

We vary Bob’s transmission power, while Alice’s power is kept
constant. Fig. 12 plots the BER of the decoded Bob’s packet as
a function of the received SIR at Alice. Even when Bob’s signal
strength is half that of Alice’s signal, i.e., for a SIR of−3dB, the
BER is less than 5%, which can be masked by error-correcting codes.
When the signals are of equal strength (SIR = 0dB), the BER drops
to 2%. At the other end of the spectrum, when Bob’s signal is twice
as strong as Alice’s signal, the BER drops to 0.
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Figure 12—BER vs. Signal-to-Interference Ratio (SIR).ANC shows low
BER when the relative signal strengths are more or less the same. As one
signal becomes significantly weaker than the other, the BER increases at one
receiver and naturally decreases at the other receiver.

Thus, ANC works well even when the relative signal strengths
are more or less the same. This is because of its ability to leverage
already known network level information to decode a desiredsignal
even if it has a strength comparable or lower than the signal that is
interfering with it.

Note that the SIR at Alice and the SIR at Bob have the same value
but with opposite signs, as indicated in Eq. 9. As Bob’s signal be-
comes weaker, Alice has harder time decoding it, but it becomes
easier for Bob to decode Alice’s signal from the interference. In
Fig. 12, when the SIR at Alice decreases below−3dB, Alice ex-
periences 5% BER decoding Bob’s signal, but Bob has 0% BER
decoding hers. Thus, as one of the two signals becomes increasingly
weaker than the other, ANC’s performance degenerates to that of the
current approach, where the stronger signal captures the medium and
the weaker one gets ignored.

11. DISCUSSION
This paper provides a proof of concept of analog network coding.

However, more research is needed to realize the full potential of this
inter-disciplinary approach. Here, we list a number of future research
topics that can help further develop this technology.

(a) Modulation independent scheme:In principle, ANC is appli-
cable independent of the modulation scheme. Though parts ofthis
paper exploit the characteristics of MSK, we believe the approach
can be extended to other modulation schemes. Conceptually,our
ANC technique can be divided into two parts. First, ANC exploits
the lack of complete synchronization to estimate the channel trans-
fer function using a pilot sequence at the beginning and at the end of
a packet. Then, it uses knowledge of one of the signals along with
the estimated channel transfer function to decode the desired signal.
The same two-step methodology can be applied to other modulation
schemes. This will require estimating the channel phase andtracking
it, which we did not need to do in the case of MSK.

(b) Reducing the bit-error rate: ANC achieves good BER per-
formance using a simple decoding algorithm. But one can use a
more advanced decoding algorithm to decrease the BER even fur-
ther. Specifically, one could develop an iterative Viterbi decoding al-
gorithm to find the most likely bit sequence. Such an algorithm has a
higher computational complexity but can potentially reduce the BER
further.

(c) More than two interfered signals:ANC has focused on decod-
ing two signals that interfered with each other. The next question to
ask is how to generalize ANC to more than two interfered signals.
ANC can theoretically apply to more than two signals. We are cur-
rently working on a practical system for accomplishing thistask.

(d) Towards a general MAC: In this paper, we designed a basic
MAC for using ANC with toy topologies. Designing a general ANC



MAC protocol that works in a wide variety of topologies is an in-
teresting question for future research. One potential solution is to
investigate a scheduling based MAC (based on RTS/CTS) that ex-
ploits situations in which interference could be useful andavoids
interference when it is harmful.

(e) Packet Size:We note that though our description assumed that
packets are of the same size, this is not necessary. Similar to digital
network coding [17], a smaller packet can be padded to the length
of the larger packet. Also, one may decide to apply ANC only to
relatively large packets because the throughput gains fromcoding
small packets may be negligible.

12. CONCLUSION
The success of wireless networks is due to contributions from both

electrical engineers and computer scientists. So far, these two groups
have proceeded largely in isolation, having agreed a few decades
ago that their contract would be a digital one: the electrical engi-
neers would design components that present binary data to the com-
puter scientists, and in return, could ignore network layerquestions;
while computer scientists would design the network layer and over-
look physical layer details. In this paper, we question whether this
divide is suitable inevery context. In particular, we show that, for
wireless networks, by poking a hole in this digital abstraction, i.e.,
by combining physical-layer and network-layer information we can
substantially increase network capacity. We believe that,because of
the substantial gains possible, this inter-disciplinary approach is wor-
thy of further investigation.
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