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ABSTRACT

Traditionally, interference is considered harmful. W&t networks
strive to avoid scheduling multiple transmissions at thmesaime
in order to prevent interference. This paper adopts the sippap-
proach; it encourages strategically picked senders tafarte In-
stead of forwarding packets, routers forward the intenfgsignals.
The destination leverages network-level information toagd the in-
terference and recover the signal destined to it. The résatialog
network coding because it mixes signals not bits.

So, what if wireless routers forward signals instead of ptek
Theoretically, such an approach doubles the capacity ofdnen-
ical 2-way relay network. Surprisingly, it is also praclic#/e im-
plement our design using software radios and show that ieaeh
significantly higher throughput than both traditional vié®s routing
and prior work on wireless network coding.
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1. INTRODUCTION

Wireless interference is typically considered harmful.réléss
networks strive to prevent senders from interfering. Thegyme-

with the packet it wants, it can cancel the signal correspantb that

known packet after correcting for channel distortion. Teesiver is
left with the signal of the packet it wants, which it decodeing

standard methods. In a wireless network, when two packdlideo
nodes often know one of the colliding packets by virtue ofihgv
forwarded it earlier or having overheard it. Thus, our apoto en-
courages two senders to transmit simultaneously if thaieivers
can leverage network-layer information to reconstructititerfer-

ing signal, and disentangle it from the packet they want.

Note the analogy between analog network coding and itsaligit
counterpart. In digital network coding, senders transemjLentially,
and routers mix the content of the packets and broadcast ittedlm
version [17]. In ANC, senders transmit simultaneously. Wireless
channel naturally mixes these signals. Instead of forvagranixed
packets, routers amplify and forward the mixed signals teegive.

Prior work in information theory has noted the potential fmra-
log network coding and shown that, in theory, it doubles the c
pacity of the canonical 2-way relay network [16, 22, 27, 28].3
Prior work, however, focuses on capacity bounds and doepmet
vide an algorithm for delivering the resulting throughpuniefits.
This is with the exception of [29], which describes an altjori
for physical-layer network coding. But, the algorithm thier as-
sumes symbol-level synchronization, carrier-frequenytychroniza-
tion, and carrier-phase synchronization. In practice, éa@w, it is
unlikely that two signals arrive at the exact same time atrtiuter
and incur the same distortion over the wireless medium.

Our work builds on prior foundations, but provides an algorn
for analog network coding that makes no synchronizationrags
tions. Indeed, our approach exploits the lack of synchation be-
tween interfering signals and enforces it by inserting mandielays
before a transmission. Lack of synchronization means tiatwo
signals do not perfectly align; one signal starts first wittew bits

serve the medium to a specific node using TDMA or probe foridlethat do not interfere with the other signal, while the seceimhal

ness as in 802.11. This fear of interference is inheritethfsingle-

ends last with a few bits that do not interfere with the firghsil. The

channel design and may not be the best approach for a wired¢ss receivers use these interference-free bits on both sidésedhter-

work [19, 25, 30, 31]. With bandwidth being scarce in the freq+
cies allocated to wireless networks, it is desirable to Enabncur-
rent receptions despite interference.

fered signal to estimate the wireless channels from the emders,
compensate for their effects on the packets they know, aoykeply
decode the packets they want.

This paper presents Analog Network Coding (ANC). Instead of This paper is the first to present a practical design thatoétepl

avoiding interference, we exploit the interference of temécally

analog network coding to increase network throughput. Q@utré-

picked senders to increase network capacity. When two sendehutions can be summarized as follows:

transmit simultaneously, the packets collide. The sigesbliting

from a collision, however, is nothing but the sum of the twé-co ® We present a novel algorithm for analog network coding thetsd

liding signals after incurring attenuation and phase anttshifts.
Thus, if the receiver knows the content of the packet thariated
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not make any synchronization assumptions. We further stmw h
our algorithm codes packets within a single flow, and acrdfss d
ferent flows that intersect at a router.

e We implement our approach in software radios, demonsggatin
practicality.

e We evaluate our implementation in a testbed of software ra-
dios. Empirical results show that our technique decodesfired
packets with an average bit error rate as low as 2-4%, which is
masked by the use of error correcting codes. As for the thpuy
it increases by 70% in comparison to traditional wirelessirg,
and by 30% in comparison to digital network coding.
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Figure 1—Alice-Bob Topology: Flows Intersecting at a Router.With
analog network coding, Alice and Bob transmit simultanéptwsthe router,
the router relays the interfered signal to Alice and Bob, wiecode each
others packets. This reduces the number of time slots from24 tloubling
the throughput.

2. ILLUSTRATIVE EXAMPLES

nals,sa(t) + sa(t). This is a collision and the router cannot decode
the bits. The router, however, can simply amplify and forvidue re-
ceived interfered signal at the physical layer itself withdecoding

it. This consumes a second time slot. Since Alice knows tlokgia
she transmitted, she also knows the signél) corresponding to her
packet. She can therefore subtragit) from the received interfered
signal to getss(t), from which she can decode Bob’s packet. Bob
can similarly recover Alice’s packet. We call such an apploana-
log network coding (ANC). Itis analogous to digital netwadding
but is done over physical signals in the wireless channelfitds a
result, ANC reduces the required time slots from 4 to 2, dimgithe
wireless throughput.

(b) Flows in a Single Direction: Analog network coding, not only
increases the throughput beyond digital network codinglsib ap-
plies to new scenarios to which traditional digital netwaxding
would not apply. Consider the chain topology in Fig. 2(a) eveha
single flow traverses 3 hops. The traditional routing apphaseeds
3 time slots to deliver every packet from source to destimatDig-
ital network coding cannot reduce the number of time slotthia
scenario, but analog network coding can.

Analog network coding improves the throughput of the chain
topology in Fig. 2(a) because it allows nodds and Ns to trans-
mit simultaneously and have their packets received cdyrdespite
collisions. In particular, let noddl, transmit packep; to Ns. Then,
N transmits the next packet;1, andNs forwardsp; to Ns. These
two transmissions happen concurrently. The destinaligjreceives
only pi because it is outside the radio range of nbeBut, the two
packets collide at nodl,. With the traditional approachy. loses
the packet sent to it bi{;. In contrast, in our approachl; exploits
the fact that it knows the data Ns's transmission because it for-
warded that packet ty; earlier. NodeN, can recreate the signal that
N3 sent and subtract that signal from the received signal.rAfib-
traction, Nz is left with the signal transmitted bii, which it can
decode to obtain packety:. Thus, instead of requiring a time slot
for transmission on each hop, we can transmit on the first laind t
hops simultaneously, reducing the time slots from 3 to 2sTheates
a throughput gain of 2 = 1.5.

In practice, the throughput gain of the chain topology mag\eEn
higher. Without analog network coding, the nodes need amcdd
mechanism to handle the hidden terminal problem in Fig.. A(agy

We illustrate the benefits of analog network coding using tWonay use RTS-CTS or a statistical method like the exponeidiek-
canonical topologies, common in a mesh network. These two eff built into the 802.11 MAC. Both methods incur a cost andiree
amples constitute building blocks for larger networks. the achievable throughput [1]. With our approach, hiddemieals
(a) Flows Intersecting at a Router:Consider the canonical exam- are harmless, and there is no need for an additional syniztartion
ple for wireless network coding shown in Fig. 1(a) [17]. Aiand mechanism beyond carrier sense. ANC therefore solves tiuehi
Bob want to send a message to each other. The radio range aloest&rminal problem for chain topologies with both uni-diredal as
allow them to communicate without a relay. In traditional80l, Wwell as bi-directional traffic. Addressing the hidden temadi prob-
Alice sends her packet to the router, which forwards it to Bad  lem in general ad-hoc networks, however, is beyond the sobpe
Bob sends his packet to the router, which forwards it to Alideus, ~this paper.
to exchange two packets, the traditional approach needsedsiots. ~ The description above has intentionally ignored importitails.
Network coding achieves the same goal, but with fewer timéssl For analog network coding to become practical, we need toeadd
In particular, Alice and Bob send their packets to the rquiae af-  the following important challenges.
ter the other; the router then XORs the two packets and bessic
the XOR-ed version. Alice recovers Bob'’s packet by XOR-iggia
with her own, and Bob recovers Alice’s packet in the same way.
Thus, network coding reduces the number of time slots from 4 t
3. The freed slot can be used to send new data, improvingessel
throughput.

But, can we reduce the time slots further? Can we deliver both
packets in 2 time slots? The answer is “yes”. Alice and Boddatou

e The wireless channel distorts the signals, and hence AtiddBab
cannot simply subtract the signal they sent from the one teey
ceived to obtain each other’s packet. They need to compefmat
channel effects before they can cancel the interferingasign

e Also, it is impossible for Alice’s and Bob’s transmissiorts lie
fully synchronized. There will be a time shift between theotw
signals. A practical design has to work despite lack of symahn

transmit their packets simultaneously, allowing theingaissions
to interfere at the router. This consumes a single time 8lae to
interference, the router receives the sum of Alice’s and’'8sly-

between the interfering signals.

The rest of this paper shows how to address these two challeng
Our main observation is that we can exploit the lack of syontna-
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Figure 2—Chain Topology: Flows in one Direction. NodesN; and N3

ther, we implement our design in a wireless network usingnsoe
radios and demonstrate its throughput gains.

(b) Multiple Access and Space Time CodingMultiple access
techniques like CDMA [24], FDMA [31], and spatial reuse [3l]
low multiple transmissions at the same time. These appestiow-
ever, are simply means to avoid interference in code, fregjes, or
space. They just divide channel capacity among multiplesude
contrast, ANC expands the capacity of the network.

Co-operative diversity [19], analog forwarding [25] and MWD
systems [31] allow multiple concurrent transmissions gsipace-
time coding techniques [31]. Some of this work assumes aaten
arrays and coherent combining at the receiver, which we d@aso
sume. More importantly, these techniques differ from ANCaese
they do not exploit the receiver's knowledge of one of theiifetring
signals to expand the capacity of the network.

Also some related work falls in the area of interference e&nc
lation and blind signal separation. These schemes decoalsitgw
nals that have interfered without knowing any of the sigmialad-
vance [32, 3, 10]. Practical work in this domain is limitedsignals
that differ in their characteristics. For example, it isitgl to as-
sume that one signal has much higher power than the otherawe c
decode the higher power signal assuming that the lower psiger
nal is noise, and then remove the high power signal to dedogle t
weaker signal. Our algorithm makes no such assumptions and ¢
operate on signals of the same strength.

(c) Traditional Network Coding: Work on network coding started

can transmit at the same timd, gets an interfered signal, but can recover with a paper by Ahlswede et al. that establishes the benéfitsing

N1’s packet because it already knows the content of the imtegasignal sent
by N3. This reduces the time slots to deliver a packet from 3 to @jlpcing
a throughput gain of 2 = 1.5.

tion instead of ignoring it. Since Alice’s and Bob’s signals not
perfectly align, there will be a few interference-free hitisthe be-
ginning and the end of the interfering signal. Alice can usese
interference-free bits to estimate how the channel modHmdsig-
nal. Alice then applies the same modifications to the sigmatsans-
mitted, cancels out the resulting signal from the interfgrsignal,
and obtains Bob’s signal.

3. RELATED WORK
Prior work falls into the following three categories.
(@) Theoretical Work on the Capacity of the 2-Way Relay Net-

in routers and bounds the capacity of such networks [2]. Wuigk
has been extended by papers on linear network codes [20418, 1
randomized coding [11], wireless network coding [6, 21, PB, 33,
23, 4], and network coding for content distribution [5]. Alf the
above mix bits in routers or hosts. In contrast, our work nsatke
senders transmit concurrently and has the wireless chanixehe
analog signals representing the packets.

4. SCOPE

Analog network coding is a general technique, independktiteo
underlying wireless technology. It is applicable in a widgigty of
scenarios, with 802.11 mesh networks being an obvious eeamp
Cellular networks are another possible example. Partiigyieellu-
lar networks deploy inexpensive bi-directional relaysxpand their
coverage area. These nodes intervene between the moliibe dex

work: Our work builds on prior work on the capacity of the 2-way the base station. They simply amplify and retransmit thaaithey

relay channel (i.e., the Alice-Bob topology) [16, 22, 27, 28]. This
work, however, focuses on theoretical capacity boundsodischot
provide an algorithm for delivering the resulting throughene-
fits. Also, it assumes symbol-level synchronization andctennel
functions being known.

receive [7], which is exactly the functionality they needrtgplement
analog network coding.

Our goal is to design and implement a proof of concept of ANC.
Since ANC works at the signal level, this implies designimgea-
tire communication system from the ground up. Hence, we have

Our work is closely related to the work on physical layer netmake a number of design choices at the physical layer. Mgsoim

work coding [29], which provides an algorithm for disentéing
two physical-layer signals using higher-layer informatidhe ap-
proach in [29] makes the router decode the interfered signdlre-
encode a different packet to Alice and Bob, whereas in ourcgmi
the router simply amplifies and forwards the interfered algMore
importantly, the algorithm in [29] assumes that the interfg sig-
nals are synchronized at the symbol boundaries; it is unblea to
handle signals that do not arrive synchronized at the ro8exond,

it assumes that both signals have undergone the same aitenua

when arriving at the router. Third, it assumes that difféi@rannels
do not introduce different phase-shifts, which is unlikglyen the
propagation delays in the channels. In contrast, our worke®&o
assumptions about phase shifts, attenuation or synclatonz Fur-

tantly, we have to choose a modulation/demodulation schivee
picked MSK because the GNURadio software project [8] has-a ma
ture MSK implementation. This facilitates implementing design

in software radios and allows us to start with an already tional
DSP code. MSK also has very good bit-error properties anchplei
demodulation algorithm, and constitutes the basis for GM8#ch

is used in the GSM cell-phone standard.

5. BACKGROUND: A SINGLE SIGNAL

Before talking about disentangling interfering signalg, need to
explain how a single signal is transmitted and received thewire-
less channel. For the sake of simplicity, we will intentitypaloss
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phase d}fference of /2 over for an intervall. It represents a a “0” bit as a decoded using a simple rule: a positive phase difference“is,a
phase difference of-7/2 overT. . ; PR

whereas a negative phase difference is a “0".

The most important fact about the computation in Eq. 1 isrits i
variance to both the channel attenuatitend the channel phase shift
~. This makes MSK demodulation very robust because the receiv
does not need to accurately estimate the channel.

over some details that are unnecessary for understand@ntetin-
nical ideas proposed in this paper (e.g., pass-band vs:Hzask er-
ror correction, upconversion, and downconversion). Weddscribe
how MSK transmits and receives a packet of bits.

5.1 The Sender Side 6. DECODING INTERFERED MSK SIG-
A wireless signal is represented as a complex and discrate fu NALS
tion of time. Thus, the signal transmitted by the senderctvhie So, how does Alice (or Bob) decode the interfered signals® Th
annotate with the subscriptcan be represented as: first step in answering this question is to understand whieAte-
sn) = Adnje®!, ceives. As described earlier, when Alice and Bob transmiiittia-

neously, the router receives the sum of their signals, di@plthis
whereAs[n] is the amplitude of thehsample ands[n] is its phase. composite signal, and broadcasts it to Alice and Bob. ThiiseA
Say that we have a packet to transmit over the wireless channesceives an interfered signgh[n] + ys[n]. However,ya[n] andys[n]|
We need to map “0” and “1” into two different complex represen are not the two signals Alice and Bob have sent. Rather, theetha
tions. This is called modulation. In particular, the MSK rtation  two transmitted signals after they traversed the chanmets their
represents bits by varying the phase difference betweesecotive corresponding senders to the router and the channel fromotiter
complex samples. A phase differencerg® represents “1”, whereas to their corresponding receivers. The effect of the wirglelsannels
a phase difference of /2 represents a “0”. can be approximated by an attenuation and phase shift [3ilis,T
To see how MSK works, let us go through an example. Assumge signal that Alice receives is:
the data being sent is 1010111000, the phase of the signdd wou
then vary as seen in Fig. 3. The signal itself is the complextion yinj = yaln] + ye[n]
whose phase changes as shown in the figure. Initially, at time yin = HWAEGMNH) 4 ypd@sii+™)

0, the signal isA«€®. Since the first bit is a “1”, the signal sample . . .
at timet = T should beA™/2). The second bit is a “0”, hence whereés refers to the phase of the signal transmitted by Alice and

the signal sample at time= 2T should beAd("/2-7/2) — AP, refers to the phase of the signal transmitted by Bob, whekeasd

This is repeated for all the bits. Note that in MSK, the anuplé Bs are the amplitudes at the transmitter.

of the transmitted signals, is a constant. The phase embeds all Note that we use the subscrigb refer to the transmitted signal as
information about the bits opposed to the received signal, for which we use no subsciiite

also thatn refers to the index of the received sample as sampled by
5.2 The Receiver Side Alice’s receiver. It does not mean that th® bit in Alice’s signal is
aligned with then™ bit in Bob's signal®

One approach to decoding the interfered signals would hdve A

ice estimate the channel parametgrand~’. Once she knows these
parameters, Alice recreates the version of her signal thatfered
with Bob’s signal, and subtracts it from the received sigiale re-
sultisyg[n], a sampled version of Bob’s signal that Alice can decode
’ using the standard method described®n Though estimatingy’ is
y[n] = h A[n)e M+ relatively easy (we show how to estimdtein §6.2), estimatingy’
is more complex and requires accurate coherent phase rigaeki

What does the signal look like at the receiver, after trangrshe
wireless channel? The received signal is also a stream opleam
samples spaced by the sampling interValThese samples differ,
however, from the transmitted samples, both in amplitudeprase.
In particular, if the transmitted sampleAg[n]e®!" the received sig-
nal can be approximated as:

whereh is channel attenuation andis a phase shift that depends on ___ . : .
the distance between the sender:ﬂand tﬁle rechiver. P gorithms. Since MSK can be decoded non-coherently (withoyt

i - ase tracking algorithms), we can simplify the decoderdkyng
e Joceher et o map e receved compes samoles e o s propery Speitcaly £, 1 compuiccee
ceived signal. For MSK, this amounts to discovering the prit difference without worrying about the exact valuesyofThis gives

f bet " | | Bk us a hint of how to design a non-coherent demodulation sctieme
erences between consecutive Complex sampes separa v interfered signals. One should focus on discovering thesgtif-
then mapping that phase difference back to a bit value.

Calculating phase differences of the complex samples is Sinlilerences for the two signals, namely) and A¢. Estimating phase

ple. Recall that in MSK, the amplitude of the samples is fixedFor clarity, we will ignore over-sampling and assume one siam
and does not change from one signal sample to the next. Coger bit/symbol. Our implementation has an over-sampliragoiaof

sider the following consecutive complex sampess €(%["M+7) and

30ur design does not assume synchronization of Alice’s artisBo
1This models flat-fading quasi-static channels. signals. We will talk about that issue in detail§n.2.




differences does not require the valueyand thus obviates the ne
for phase tracking. It is phase differences that carry dtirmation
about Alice’s and Bob’s bits, not the values of the phasesedves

Thus, in the rest of this section, we develop an algorithr alf
lows Alice to decode the phase differences between the cotige
samples of Bob's signal. For simplicity of notation, we wédpresen
the received signal at Alice as:

y[n = Ad?I" 4 Bl (2)

whereA = h'As, B = h"Bs, [n] = 65[n]+~', andg[n] = ¢s[n]+~".

How do you calculate phase differences when two signals-i
fere and you know the phase differences of one of the sigi
will use a two-step process. First, Alice uses her receivgdas to
calculate pair§Ad, A¢) that could have produced the observed
nal. Next, Alice uses her knowledge of her phase differehéeto
pick the most likely pair. This gives Alice an estimate/n$, Bob’s
phase difference. Based on this estimate Alice decidesheh&ok
senta“0” ora*“1".

6.1 Possible Phases of Both Signals

Say that Alice receives the interfered signal in Eq. 2, cantsh

Figure 4—Geometric representation of the phase computationthe re-
ceived complex samplgn] is the sum of two complex numbensandv. The
length of the first complex number &and the length of second & There
are exactly two pairs of such complex numbéusv) that sum up toy[n].
Thus, two solutions exist for the paié[n], ¢[n]).

again with the same sequence at the receiver to get the alrigjis.

the values ofd[n] and 4[n] just by analyzing the received signal? Hence,

The answer is “No”; without extra information, Alice canrtetl the
exact phases. She can, however, calculate possible valugwmte
phases. In particular, the following lemma is proved in [18].

LEMMA 6.1. If y[n] is a complex number satisfying Eq. 2, then
the pair (0[n], ¢[n]) takes one of the following two values.

6n] = argly[n)(A+BD=xiBy/1—D?)) (3)
o[ = argly[n(B+ AD FiAv1—D?)) 4)
_ Lyn?-A?-g? ; ;
where, D 5 , |y[n]| is the norm, and argis the angle of
the complex number.

Note that for each solution t8[n], there is a unique solution for
¢[n]. For example, whefi[n] = arg(y[n](A+BD+iBv1— D?)), the
corresponding solution i8[n] = arg(y[n](B + AD — iAv/1 — D?)).
The solutions come in two pairs.

The intuition underlying the proof can be explained geoinaliy.

As a complex numbeg[n] can be represented with a vector, as in

E[lyln|*] = n = A*+ B ®)

Alice estimates the expectation by averaging the energyeo€om-
plex samples over a window of size N.

Alice still needs a second equation to estimandB. She com-
putes the following quantity.

2
=3 il

yn] 2> p

Said differently, Alice computes the average energy in damp
whose squared norm is greater than the mean enerdiycan be
shown thatr can be reduced to [10, 15],

o = A’ + B+ 4AB/7. (6)

Given Egs. 5 and 6, Alice has two equations with two unknowrts a
can solve forA andB.

Note that because of the lack of synchronization betweeoeAli
and Bob’s signals, there are a few bits at the beginning addoén

Fig. 4. According to Eq. 2y[n] is the sum of two vectors, which he interfered signal that are interference free. One cantbese

have lengthsA and B respectively. Thus, we want to find a pair of ;

vectors, (u,V), that sum up to the received complex samp{e).
The constraint is that the first vector is of lendtland the second of
lengthB, i.e., the two vectors lie on two circles with radidsandB.
From the figure, there are only two such pairs of vectors. dloze,
there are two solutions for the patt[(], ¢[n]).

6.2 Estimating the Amplitudesa and B

If Alice knows the amplitude of the two signals, i.A.andB, she
can substitute those values and the received complex sawipjle
into the equations in Lemma 6.1 to calculate the phasesciyAice

can estimaté\ and B from the received signal. Since she has tw

unknowns A andB), she needs two equations.

The first equation for computing andB comes from the energy
of the received signal. When two signals interfere, theargies add
up. In particular, the energy is:

E[ly[n|*] E[A” + B® + 2AB cog(9[n] — ¢[n)],
whereE[] is the expectation. The value Bfcog0[n] — ¢[n])] ~ 0

for a random bit sequence. To ensure the bits are random, we XO
them with a pseudo-random sequence at the sender, and X@R the

nterference-free bits to estimafeand B directly. Such estimates
however are a bit noisier than the ones described above.

6.3 Estimating Phase Differences for Bob’s
Signal

Next, we describe the main step in our algorithm, i.e., wedes
how Alice estimates the phase differences of Bob’s sigfjak-1] —
¢[nl.

Alice uses the phases from Lemma 6.1 to calculate phase-diffe
ences of both her signaln + 1] — 6[n], as well as Bob’s signal
#[n+ 1] — ¢[n]. There is, however, ambiguity in these calculations

%ecause this lemma gives two solutions for each phase, ataany

ple timen. Alice cannot tell which of the two solutions is the correct
one. Alice therefore computes all possible phase differsrimsed
on Lemma 6.1. Let us denote the two solutions pairf@gs)|, ¢1[n])
and(62[n], #2[n]). Then, Alice has the following four possible phase
difference pairs:

(Abyy[n], Agwy[n])

(0x[n+ 1] — 6y[n], px[n + 1] — y[n])
vxy € {1, 2}
(7



Alice has to pick the right phase difference pair from therfou

choices in Eq. 7. This is where she leveragesvork layer informa- Intertering Lo packel | '
tion. Alice knows the signal she transmitted earlier, and whithri
fered with Bob’s signal. Thus, she knows the phase differerider fneerference
transmissionAés[n]. Phase differences are fairly robust to channel
distortion (if you take the phase difference théerm cancels out). Resfe;‘;‘d
Thus, she can use the know®s[n| to pick the correctAdyy. ¢

Alice calculates the error for each of the four choices shdrgm ——
Eq 7 Non-interfered

s Decode

ey = |A0W[n] - Aas[n” VX, ye {11 2} (8) Matching l:l I Known packet
Pilot Sequence Pilot Sequence

Alice picks theA6y[n] that produces the smallest errar,,. She

finds the matching\ ¢y [n] phase difference for Bob’s signal. Alice Al it seduences and compute
repeats this for all values af, to estimate the sequence of Bob’s
phase differences. She uses these estimated phase diffsetternde- Matching known Known packet ]
code Bob's bits. phase differences Known phase differences |

with received
6.4 Obtaining Bob’s Bits signal

Recall that MSK modulation maps “1” to a phase difference of
/2 and “0” to a phase difference efr /2. In the last step above, Al- Figure 5—Aligning known phase differences with received signalAlice
ice has an estimate of the phase differences of Bob's signglln].  finds where her packet starts using the pilot bits at the Inéiagrof the packet,
She now maps them back to bits. Because of estimation emors awhich are interference free. Bob, whose pa_lcket starts skames the pilot
the distortion of the received signal, the phase differenthat Alice ~ Pits at the end of the packet and runs the alignment processvazad.
estimates do not match exactly the phase differences seBbby
Thus, Alice follows a simple rule. the algorithm needs Alice to match the phase differencee$itinal

. th ver - ann e she sent against four possible solutions, in order to piekitiht one.
if Ag[n] > 0, then™ bit is “1", else itis “0". Without sy%chronizati?)n, however, Alice does not kﬁow?hhrdaeix of
the first interfering sample.
7. PRACTICAL ISSUES Interestingly, our solution to the problem leverages thek laf

Is the scheme described above feasible in practice? Theator complete synchronization. Since packets do not interferéeptly,
swer is "yes”. Building an operational communication syst&ow- there are bits at the start and end of the received signahaxdomot

ever, involves many practical challenges. have any interference. For example, assume Alice’s sigmiied
) before Bob’s. Then, the first few bits of Alice’s packet arteiter-
7.1 How Does Alice Detect Interference? ence free. Assuming Alice and Bob have similar packet sitres,

We begin with the most basic question: How does Alice detect &St few bits of Bob's packet are also interference frémdeed, our
packet reception? This is a standard problem in communicatjs- aPProach enforces this incomplete overlap between the &oé-p

tems. To detect a reception, Alice looks at the energy inebeived  ©€tS to ensure that there are a few bits at the beginning anafend
signal. During reception the energy level is much highenttte the interfered signal that are interference free, whichlmamised to

noise energy. synchronize. Specifically, we use a randomization schemgesito
Next, how can Alice tell whether a packet has been subjected 802-11 MAC. Nodes start their transmission afteraadom delay.

interference? If it is an interfered packet, Alice needsuo the in- 1€y do this by picking a random number between 1 and 32, and

terference decoding algorithm described @ otherwise, Alice runs starting their transmission in the corresponding time. Slbe size of

standard MSK decoding. a slot should depend on the transmission rate, modulatibense,
To answer this question, Alice uses the variance in the gnafrg etc. . . . .
the received signal. Recall that, in MSK, the transmitteghai am- ~ Our solution attaches known pilot bit sequence to the beginning

plitude is constant; MSK encodes the bits in the phase, earthg-  Of €ach packet. It also attaches a mirrored version of thet pi-
nitude of the complex sample. Hence, the energy of a nomfémezl ~ guence to the end of the packet. The pilot is 64-bit lengtis. ised
MSK signal is nearly constafitPacket interference destroys this [0 Synchronize with the beginning of the kn_owp packet. _
property of nearly constant signal energy. When two packets We describe our solution assuming Alice’s packet startg. firs
lide, the signals interfere with each other in a random fashiThe Bob’s decoding algorithm is described§@.5. Alice first detects the
constant energy property of MSK no longer holds. We use this i P€ginning of a packet using tieeergy detector from §7.1. She then
sight to detect interference. We quantify this variatioreirergy by ~00ks for the known pilot sequence in the interference-fraxt of the
measuring the variance in the energy of the received saripkee  Signal at the start of the packet. She decodes this part ssngard
variance is greater than a threshold, Alice detects intenee and MSK demodulation. Fig. 5 displays the matching processAliae

applies the decoding algorithm frog6. performs over the received signal. After decoding the fetence-
free part, she tries to match the known pilot sequence witryev
7.2 Dealing with Lack of Synchronization sequence of 64 bits. Once a match is found, she aligns herrknow

signal with the received signal starting at that point, istarting at
the end of the pilot. If Alice fails to find the pilot sequensbig drops
the packet.

In an ideal world, Alice’s and Bob’s signals arrive at the tenat
the same instant, and interfere exactly at the beginnindgh@ftwo
packets. In reality, there is a time shift between the twoalg} This
time shift complicates our algorithm describedS@. In particular,

_ SSimilarly to digital network coding, when two packets are tiee
4The energy of a complex sampie? is A2, same size the shorter packet is padded.



At the end of the pilot sequence, Alice starts applying thgoal

rithm in §6 that detects the two interfering signals. By then Bob’s

signal might not have started yet. Despite this Alice cath afi-
ply our decoding algorithm fron§6. The values for the initial esti-
mated phase differenced,¢[n] could be random and dependent on
the noise since Bob’s signal might not have started yet. Gutes
signal starts, the estimated phases differedces|, will correspond
to the pilot sequence at the start of Bob’s packet. At thattipdilice
detects the beginning of Bob’s packet.

Thus, the pilot sequence helps Alice align her own sent $igitia
respect to the received signal. It also helps her detectdgabing
of Bob’s signal in the received signal.

7.3 Channel and Hardware Distortions

So far, we have assumed that phase differences remain ugedhan
through a wireless channel. In practice, phase differeiatss get
distorted due to hardware limitations and channel effeEtstu-
nately, Alice can use the pilot sequence in the interferdrem bits
to estimate these distortions. Alice then applies the sastertions
to her known phase differences before comparing them toliase
differences in the received signal; i.e., she applies teodions to

.71 pilot Sequence |c._

. @'/

PAYLOAD

- Header o
(Src D, Dst ID, Seq No)

Figure 6—Frame Layout for Analog Network Coding

applies the same distortions to the transition patternsirkhown
signal.

Sampling Offset: Due to lack of synchronization, receivers cannot
sample the received signals exactly at the symbol bourgjdiere is
always a sampling offset. Similarly to the channel, in MSkg sam-
pling offset distorts the phase differences at bit traosgi(e.g., “10”
sequences) because the sinusoid being transmitted gbchpihges
at the symbol boundary. The sampling offset causes the pliise
ference to be computed using values from two separate sa®jso
which results in an attenuation of the phase differences.

As before, we estimate the impact of the sampling offset layrex
ining the distortion of the phase differences at the tramsipoints
in the pilot sequence. Sampling offset is also alleviatédgusver-

Abs before computing the errors in Eq. 8 to ensure that the valuesampling (taking two samples per bit/symbol), which is aidgp

she compares against match those in the received sighalwBek
describe each of these distortions and how we estimate them.

approach in communication systems.
Once Alice estimates all of the above distortions, she appli

Frequency Offset: Transmitters and receivers use oscillators tahe same distortions to her known phase differences, andubes

transmit or receive signals at the desired carrier frequéeg., 2.45
GHz for 802.11b/g). These oscillators have fundamentatditions;
they cannot be tuned exactly. There is always some errordagtw
the desired frequency and the one the oscillator locks te. tOuhis
error, there is an offset between the center frequencidseatrans-
mitter and the receiver. This frequency offset causes datisment
of the phase differences byrAf At, whereAf is the frequency off-

the resulting known phase differences in the decoding atgor
in §6.38

7.4 Which Packet Does Alice Use to Decode?

Alice keeps copies of the sent packets irseat-packet buffer.
When she receives a signal that contains interference,ashtoHig-
ure out which packet from the buffer she should use to decoee t

set andAt is the sampling period. Thus, the received phase differinterfered signal. Hence, we add a header after the pilatesaze

ences in MSK differ from the transmitted ones by a value lilyea
proportional to the frequency offset.

To compensate for this effect, Alice has to shift her knowaggh
differences by 2AfAt. She knows her sampling periafit, but
needs to estimate the frequency offget. To do so, Alice uses
the pilot sequence in the interference-free bits. The [Eémuence
is chosen such that the mean of the transmitted phase diffesds
zero (i.e., the pilot sequence has an equal number of onegeand
ros). Due to frequency offset, the mean of the phase difte®iin
the received pilot sequence is non-zero; itig¥f At. Alice decodes
the pilot sequence using standard methods which is podsiicieuse
the pilot sequence is interference free. Alice computesiban of
the phase differences of the pilot sequence, and uses thet ta
estimate the frequency offset.

Channel Distortion: The wireless channel distorts the transmitte
signal because it affects different frequency componeiffesreintly.

In MSK, bit transitions, such as the "10” sequence, causealdesu
change in the phase difference, and hence a sudden chahgsfie-t
guency of the sinusoid. As a result, the channel distortsebeived
phase differences at these transition points, reducingltagoness
of the transition.

We use the pilot sequence to estimate how the channel disto
the phase differences at transition points. We choose a gdo
guence that is rich in bit transitions of the forms “10”, “II'Qand
“111000". We experimentally observe that the distortioranf se-
guence can be estimated using the distortions for these traesi-
tion patterns. This is because the phase distortion foraeseg 10"
is very close to that of 111000, for any> 3. Alice observes how the
channel attenuates the transition patterns in her pilaiesgce and

that tells Alice the source, destination and the sequeno@au of
the packet. Using the decoded header information, Alicepganthe
right packet from her buffer to decode the interfered sigmral get
Bob'’s packet.

7.5 How Does Bob Decode?

Bob’s signal starts second in the interfered signal. Thescdm-
not blindly use the same decoding algorithm as Alice. Boleind
decodes the packet by running the decoding procedure bad&wa
More precisely, he stores the received complex samplekthaténd
of the packet, i.e., until the energy drops to the noise lelieén he
runs the algorithm starting with the last sample and gointkvard
in time. Our packets have the header and the pilot sequertbheabo
the beginning and at the end, as shown in Fig. 6. Bob starts the

Oend of the packet, decodes the header and the pilot sequesTee t

discovers which packet in hignt-packet buffer to use to cancel the
interference, and decodes Alice’s packet backwards, ubmter-
ference decoding algorithm.

7.6 What Does the Router Do?

In the Alice-Bob scenario, the router has to amplify the rifeteed
ﬁignal it receives from Alice and Bob, and broadcast it. ka¢hain
topology, however, the routel,, has to decode the packet itself.
Thus, the router needs to make a decision about what to doamith
interfered signal. The router uses the headers in the aremtfsignal
to discover which case applies. If either of the headersesponds
to a packet it already has, it will decode the interfered aigifi none

8Also, decoding Bob'’s phase differences to the bits accdonthe
distortions that affected his signal.



1 Pseudocode for the Interference Decoding Algorithm Note that the capacity of a general wireless network is amope

Use energy detector frof7.1 to detect signal reception problem in information theory. In fact, the exact capacifyao3-
if Signal detectethen _ node relay network, that is, a source-destination pair &itiouter
Use variance detector frofi¥.1 to detect interference in the middle, is itself an open problem. The standard amrasto

if Interfered Signathen
Decode start and end of received signal to get both headdrngilats
Use headers to discover whether my known signal starts fisto

compute upper and lower bounds on the capacity of these rietwo
which is what we do in this section.

ond We compare the capacity of the Alice-Bob network, underagal
Match the start of my known signal with the received signahgs network coding and the traditional routing approach. To dpvge
algorithm from§7.2 compute an upper bound on the capacity under traditionalngu

Apply the corrections irf7.3 to my known phase differences and gnd a lower bound on the capacity under ANC. We compute our
decode using algorithm fro6 bounds for a wireless channel with additive white Gaussiaisen

Collect the decoded bits and f them int ket andi ST .
th(; Sgperelayicrg ed bits and frame them into a packet andipiss For simplicity, we assume the channel between Alice anddhter

else is similar to the channel between Bob and the router, andoalés
Decode signal using normal MSK demodulation transmit at the same power. When the router receives theentel
Collect the decoded bits and frame them into a packet andiiass  signal, it simply re-amplifies the signal and broadcasts Altce and
eng‘;ﬁ upper layers Bob. We prove in [15] that:
end if THEOREM 8.1. An upper bound on the capacity of the tradi-

tional routing approach is given by:

of the headers corresponds to packets it knows, it checke ifwto Crraditional = :_L(|Og(1 + 2NR) + log(1 + NR)),

packets comprising the interfered signal are headed in Sifgpdi- 4

rections to its neighbors. If so, it amplifies the signal anmbldcasts and alower bound on the capacity of analog network coding is given
the interfered signal. If none of the above conditions is,itetmply  by:

drops the received signal. N

Finally, Alg. 1 summarizes our interference decoding &than. - 2
Canc = log(1+ IR+ 1),

7.7 Howto get the ”ght paCketS to interfere? where SNRisthe signal to nosieratio at the receiver. Hence, the ca-

We want to encourage interfering transmissions from thatrig pacity gain of analog network coding over the traditional approach
senders, i.e., those whose interfered signal can be clyrdaxtoded  asymptotically approaches 2 as the SNRincreases.
at both destinations. To do so, we design a sintiplgger protocol.
To “trigger” simultaneous transmissions, a node adds at stigger Fig. 7 illustrates the capacity bounds for analog networtiing
sequence at the end of a standard transmission. The tritiger s and the traditional approach. The figure shows two SNR regidth
ulates the right neighbors to try to transmit immediateliemathe different characteristics.
current transmissioh.For example, in the Alice-Bob topology, the (a) Moderate to High SNR: At medium-to-high SNR, analog net-
router adds the trigger sequence to the end of its transmnisBig-  work coding almost doubles the throughput when comparetigo t
gering both Alice and Bob to transmit. Alice and Bob respond b traditional routing approach. At these SNRs, the gain isnprily
transmitting as soon as the transmission from the routes.dndhe  dominated by the reduction in the number of time slots needed
chain topology, nodé\, triggers nodedN; andN; to transmit simul-  send the packets (from 4 to 2).

.taneously.by. adding the apprppna}e trigger sequence temUeqf (b) Low SNR: In contrast, at low SNRs around 0-8dB, the through-
its transmission. Thus, the triggering mechanism encasqmpsi- A
put of analog network coding is lower than the upper boundtier

tlvg;ggerlrfe;grgen?;é \;\(/)et;:ianee}xirsslor:tetio r']rg)(ggitiei:fet ;’;’;ﬂa::gs to traditional approach. This is because when the router diepknd
Y, 99 g s broadcasts the interfered signal to Alice and Bob, it alspldias

know th? ”‘"Pff'c f|0\_/v in 't?' local neighborhood. We assume that the noise that the channel adds to the interfered signabwASNR,
information is provided via control packets that the nodeshange. . . : . ;
s " ) L this amplified noise has a negative effect at Alice and Boalgesthe
In our context, the “trigger” protocol provides a simplifidiAC Lo . .
transmission power is quite low.

for ANC. Designing a general MAC protocol for ANC depends Note that practical wireless systems operate above 10dBaend

on the environment in which it is used. For example, cellulet- . .
. L ' typically around 20-40dB [9]. The low SNR region is not used b
works already have strict scheduling-based MAC protocbB\IA, cause it is hard to design practical receivers that decodecit low

CDMA etc). The trigger protocol for ANC in these networks dam ower. For example. when SNR is about 5-10dB. 802.11 devices
easily integrated into the scheduling mechanism. In ceht&92.11 P ’ ample, . y :
cannot associate with the local access point [9]. So, fort piEe-

wireless mesh networks use random access. In this caseceimer . . .
. . tical cases, analog network coding has a capacity gaix édr2the
trol sequences may be used as triggers. However, custanmizen Alice-Bob network

MAC protocol for ANC in 802.11 or other networks is beyond the
56ope of this paper 9. IMPLEMENTATION
8. CAPACITY ANALYSIS We have implemented ANC using Software Defined Radios
d (SDR). SDRs implement all the signal processing components
6 (source coding, modulation, clock recovery, etc.) of a lese com-
munication system entirely in software. The hardware isrgpte ra-

dio frequency (RF) frontend, which acts as an interface éovtive-

less channel. The RF frontend passes the complex samples gen
ated by the SDR to the Digital to Analog Converter (DAC), whic
"The nodes still insert the short random delay mentionej¥ia. produces the analog signal. The upconverter converts ttpgibaf

This section bounds the capacity gains of analog networkngo
for the Alice-Bob network. We have proved these bounds if.[1
Here, however, we summarize and discuss the bounds tordtast
the theoretical benefits of ANC, before delving into the eipental
results ing10.




- plement an optimal MAC that schedules transmissions kngifie
?nadlog Net. Coding :.Luwer bound on capaciFy trafﬂc pattern and the topologyl
gl = = = Tra itional Approach: Upper bound on capacity| | . . . . .
Since the MAC is optimal for all three designs, the differesic
between them are due to their intrinsic characteristickerathan
how the MAC works.

10.2 Metrics

Capacity (b/s/Hz)

e Network Throughput: This is the sum of the end-to-end through-
put of all flows in the network. Note that ANC has a higher bit-
error rate than the other approaches and thus needs extra-red
dancy in its error-correction codes. We account for thisrbgad

e in our throughput computation.

SNR (d8) e Gain Over Traditional Approach: This is the ratio of network
throughput in ANC to network throughput in the traditiong-a
proach in back-to-back runs, while keeping the topology taaid
fic pattern constant.

e Gain Over COPE: This is the ratio of network throughput in ANC

the DAC to the carrier frequency and transmits it over theeleiss to network throughput in COPE in back-to-back runs, whilegke

Figure 7—Capacity bounds as functions of SNR, for half-duplex nodes.
At high SNRs, analog network coding doubles the throughputpared to
traditional routing.

channel. Atthe receiver side, the process is invertedt, Firs down- ing the topology and traffic pattern constant. o
converter converts the received signal to its basebandidrecy and ® Bit-Error Rate (BER): the percentage of erroneous bits in an ANC
passes it to an Analog to Digital Converter (ADC). The disemam- packet, i.e., a packet decoded using our approach.

ples produced by the ADC are converted into complex numbmds a
passed to the SDR software. 10.3 Su.mmary of Result; o
For SDR hardware, we use the Universal Software Radio Periph Our experiments reveal the following findings:
eral (USRP) [13] with RFX2400 daughterboards, which openat
the 802.11 frequency range (i.e., 2.4GHz) and have a trapsnver
of 50mW (17dBm)[12]. The USRP connects to the PC via USB 2.0.
Thus, its throughput is limited to 32MB/s. This also limitetband-

width of the signal to at most 4MHz, which is enough for mostna ANC improves the throughput of the “X” topology by B5when

rowband data transmissions. -
. . . compared to the traditional approach, and b%:28hen compared
The software for the signal processing blocks is from thenope to C(%PE . P L P

source GNURadio project [8]. We use the default GNURadio- con For unidirectional flows in the chain tonoloay. ANC improvés
figuration® which results in a bit rate of 500kb/s. We work in the. umict I WS | In topology. Imp

SNR region of 25-35 dB, which is a typical range for 802.11 [9] throughput by 36 when compared to the traditional approach.

; . (COPE does not apply to this scenario.)
;T%Eacckgtzc;?;fg;g&ae St%/&glgszrgietm;slc%sz iggg;b;’:% Ft)\?v}éﬁa o Differences between the theoretical gains of ANC and itstpra
ol ! ) | gai dominated by i fect lap bet tie
of length 64 bits each. Except for repeating the header amddbess ca gains are comina ec by impertect overap heween d

. packets, where only 80% of the two packets interfere on aeera
gggﬁgitr;Ts):snd of each packet, all are default GNURadio 808w , \ye evajuate ANC's sensitivity to the relative strength o tivo

interfering signals. On USRP software radios, our decodigg-
rithm works with signal to interference ratio in the range-8dB

10. EXPERIMENTAL EVALUATION to 0dB. Said differently, ANC works even when the two inteeie

This section uses results from a software radio testbedutdyst tselgfr:rltlesngzvczrrrc%ﬁ?ag(r)i\e:htgri:r:;n?\g\;v\?vgrl;iﬁcmg?rsat}lggga
the performance of our approach. We run our experiments i@eth . . . .
canonical topologies: the Alice-Bob topology in Fig. 1, the' quire a signal to interference ratio of about 6dB [10].
topology in Fig. 10, and the chain topology in Fig. 2. Thegeoto-  10.4 Alice-Bob Topology
gies form the basis for larger networks and provide exampié&sth
2-way and unidirectional traffic.

e ANC provides significant throughput gains. For the AlicebBo
topology, ANC increases network throughput by7@ompared
to the traditional approach. Compared to COPE, the throuighp
increases by 36.

We compare ANC to both the traditional approach and COPE in
the Alice-Bob topology in Fig. 1. Each run transfers 1000ke4s in

10.1 Compared Approaches each direction, first using ANC, then using the traditiorgb@ach,
’ and last using COPE. We repeat the experiment 40 times and plo

We compare ANC with two other approaches. the results in Fig. 8.
(a) No Coding (Traditional Approach): We implement traditional Fig. 8(a) plots the CDF of ANC's throughput gain over the tra-
routing but with an optimal MAC. This means that the MAC enyslo ditional approach and COPE. The figure shows that ANC's aera
an optimal scheduler and benefits from knowing the traffitgoat gain is 70% compared to the traditional approach ané@@mpared
and the topology. Such MAC never encounters collisions okbftls, to COPE.
and hence outperforms the conventional carrier sense ba&ed Our practical throughput gains are significant, but less ttee

(b) Digital Network Coding (COPE): We compare against packet- theoretical optimum. .'I.'heoretically, ANC doublgs the t.rgbput
based network coding whenever applicable. We use the CORE pcompared to the traditional approach and provide$ Sfin over

tocol as an example network coding protocol [17]. Again we im COPE. Practical gains are lower due to two reasons. Firstifte-
oretical computation assumes that packets interfere gibrfee., it

SDAC Rate: 1286 samples/s, Interpolation Rate: 128, 2 samassumes that Alice and Bob are perfectly synchronized. dotjwe,
ples/symbol, 1 bit/symbol. the average overlap between Alice’s packets and Bob’s%. 8he
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Figure 8—Results for the Alice-Bob topology: ANC has 70% average
throughput gain over the traditional approach anft3fver COPE. The av-

erage BER is around%, which can be easily corrected by a small amount

of error correcting codes.

imperfect overlap is due to thrandom delay introduced by our pro-
tocol to ensure that the pilot sequences are interfereeee Further,
because our implementation runs in user-space, thererifisant
jitter in how fast Alice and Bob transmit after receiving thegger”
from the router. We believe that with a kernel-space impletaigon,
one could get higher overlap in the packets and consequieigter
gains.

The second factor affecting ANC’s practical gains is the-mero
bit-error rate. Fig. 8(b) plots the CDF of bit-error rates Adice and
Bob, when using our approach. The bit-error rate is comptied
decoding the packet from the interfered signal and then eoimg it
against the payload that was sent. The bit-error rate fot paskets
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Figure 9—Results for the “X” topology. Our approach provides an av-
erage of 696 gain over the traditional approach and%&ver traditional
network coding. It is slightly less than the Alice-Bob topgy due to unre-
liable overhearing. The BERs for the experiments is comadmgly higher.

Figure 10—"X" topology: Two flows intersecting at node R.

theoretical gains are fairly similar to those in the AlicelBcase.
First, packets do not overlap perfectly. Second, the detqdek-

is less than %. To compensate for this bit-error rate we have to adets have a non-zero BER, hence extra redundancy is reqiiinede

8% of extra redundancy (i.e., error correction codes) congbdoe
the traditional approach. This overhead is another readon the
practical gains are a little lower than the theoretical gain

10.5 *“X” Topology

Next, we evaluate ANC in the “X” topology in Fig. 10. This tdpo
ogy is analogous to the Alice-Bob topology, but in contrasilice’s
node, which knows the interfering signal because she hasrgienl
it, the receivers in the “X” topology know the interferinggsial be-
cause they happen to overhear it while snooping on the medium
particular,S; and S are sending td1 and D,, respectively. Node

is, however, an additional error factor in the “X” topologyhich is
imperfect decoding of overheard packets. Theoreticalggassume
that whenS, transmits,D, overhears the packet and correctly de-
codes it. This is not always true aid sometimes fails in decoding
the overheard packets, particularly because rigdis transmitting
too; hence nod®;’s reception faces additional interference. When
a packet is not overheard, the corresponding interferethbicannot
be decoded either. The same reason holds for mhdeverhearing
S's transmission. Hence, the throughput gain is slightlydaw

10.6 Unidirectional Traffic: Chain Topology

D, can overheafS's transmission, and similarl{d; can overhear Unlike COPE, analog network coding is useful even when the
S's transmission. We mak8, and$; transmit simultaneously. The flows are uni-directional. To demonstrate these gains, veduate
routerR amplifies and transmits the interfered signal to the destinaur approach in the chain topology shown in Fig. 2, wherditréd
tionsD; andD.. The destinations use the overheard packets to candébwing from nodeN; to nodeNa.

the interference and decode the packets they want. Figure. 11(a) plots the CDF of the throughput gains with qut a

Fig. 9(a) plots the CDF of throughput gains for the “X” topgjo
The figure shows that ANC provides a%S5ncrease in throughput
compared to the traditional approach, and &28crease in through-
put compared to COPE.

As expected, practical gains are lower than theoreticalggdihe-
oretically, ANC doubles the throughput when compared totthe
ditional approach, and increases the throughput % 8then com-
pared to COPE. The reasons for the difference between paheatid

proach, compared to the traditional approach. ANC incredke
throughput by 3%, on average.

Note that for the chain topology, the throughput gain iselmsthe
theoretical prediction. Theoretically, ANC has a gain ofg&Gince
it reduces the number of time slots required to deliver a pack
average from 3 to 2. The slight loss in gain is due to the sacterfa
as before. Packets do not overlap perfectly and we have tisgra
for extra redundancy to correct for the slightly higher éitor rate.
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Figure 11—Results for the chain topologyOur approach provides an av-
erage of 366 gain over the traditional approach. The average BER i%1.5
which is lower than the Alice-Bob topology since here theteoudirectly
decodes the interfered signal and does not amplify and besshdt.

Interestingly though, the bit-error rate is lower for theaghthan for
the other topologies. Fig. 11(b) plots the BER CDF at nNgeThe
average bit-error rate is about %5which is significantly lower than
the 4% bit-error observed in the Alice-Bob topology. This is besau
in the chain topology, decoding is done at the node that ficgives
the interfered signal. In the Alice-Bob case, the interfiershappens
at the router, but the router has to then amplify and brodadhassig-
nal to Alice and Bob. This also amplifies the noise in the fietexd
signal, resulting in higher bit-error rates at Alice and Bob

10.7 Impact of Relative Signal Strengths

Typical interference cancellation schemes require thatafrthe
two interfered signals is significantly stronger than thieeot Then
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Figure 12—BER vs. Signal-to-Interference Ratio (SIR) ANC shows low
BER when the relative signal strengths are more or less ttresAs one
signal becomes significantly weaker than the other, the BEER&ases at one
receiver and naturally decreases at the other receiver.

Thus, ANC works well even when the relative signal strengths
are more or less the same. This is because of its ability &rdee
already known network level information to decode a desgigdal
even if it has a strength comparable or lower than the sidralis
interfering with it.

Note that the SIR at Alice and the SIR at Bob have the same value
but with opposite signs, as indicated in Eq. 9. As Bob’s didpea
comes weaker, Alice has harder time decoding it, but it bessom
easier for Bob to decode Alice’s signal from the interfelnn
Fig. 12, when the SIR at Alice decreases bele®dB, Alice ex-
periences 5% BER decoding Bob’s signal, but Bob has 0% BER
decoding hers. Thus, as one of the two signhals becomes gilcgha
weaker than the other, ANC's performance degenerates tothiae
current approach, where the stronger signal captures tdeumeand
the weaker one gets ignored.

11. DISCUSSION

This paper provides a proof of concept of analog network rogpdi
However, more research is needed to realize the full patloitithis
inter-disciplinary approach. Here, we list a number of fatresearch
topics that can help further develop this technology.

(a) Modulation independent schemein principle, ANC is appli-
cable independent of the modulation scheme. Though pattsisf
paper exploit the characteristics of MSK, we believe theraggh

they can decode the strong signal, cancel it out, and dedugle tcan be extended to other modulation schemes. Conceptuailly,

weaker signal. Thus, when the signal to interference r&8iR) is
higher than 6 dB, one can apply known interference canaafiat
schemes [10]. Itis interesting to ask whether ANC also negusuch
constraints to work? We evaluate this by calculating theshior rate
for the decoded packet as the relative signal strengths Wyocus
on the region where typical interference cancelation dligaors do
not work, i.e., when the signal strengths of the interfesignals are
roughly the same and no single signal is significantly steong/e
consider the Alice-Bob topology, and compute the Signahntert
ference Ratio (SIR),

Psob )

SR = 10log,( B

9)

ANC technique can be divided into two parts. First, ANC exslo
the lack of complete synchronization to estimate the chatnaes-
fer function using a pilot sequence at the beginning andea¢tid of

a packet. Then, it uses knowledge of one of the signals alatig w
the estimated channel transfer function to decode theedksignal.
The same two-step methodology can be applied to other mibatula
schemes. This will require estimating the channel phaseranking

it, which we did not need to do in the case of MSK.

(b) Reducing the bit-error rate: ANC achieves good BER per-
formance using a simple decoding algorithm. But one can use a
more advanced decoding algorithm to decrease the BER even fu
ther. Specifically, one could develop an iterative Viterdcdding al-

) , .,_gorithm to find the most likely bit sequence. Such an algoritias a
wherePego, andPaice are the received powers for Bob's and Alice’s pigher computational complexity but can potentially regltiee BER

signals respectively at Alice.

We vary Bob’s transmission power, while Alice’s power is kep

constant. Fig. 12 plots the BER of the decoded Bob's packet

a function of the received SIR at Alice. Even when Bob’s signa

strength is half that of Alice’s signal, i.e., for a SIR of3dB, the

BER is less than%, which can be masked by error-correcting codes:

further.

£¢) More than two interfered signals: ANC has focused on decod-

ing two signals that interfered with each other. The nextstjoa to
ask is how to generalize ANC to more than two interfered digna
ANC can theoretically apply to more than two signals. We are ¢

When the signals are of equal strength (SIR = 0dB), the BERsdro rently working on a practical system for accomplishing tiaisk.
to 2%. At the other end of the spectrum, when Bob’s signal is twicgd) Towards a general MAC: In this paper, we designed a basic

as strong as Alice’s signal, the BER drops to 0.

MAC for using ANC with toy topologies. Designing a general 8N



MAC protocol that works in a wide variety of topologies is an i
teresting question for future research. One potentialtgwius to
investigate a scheduling based MAC (based on RTS/CTS) that e

ploits situations in which interference could be useful @vadids (12]
interference when it is harmful. 13]

(e) Packet SizeWe note that though our description assumed thai4]
packets are of the same size, this is not necessary. Simitigital
network coding [17], a smaller packet can be padded to thgtten
of the larger packet. Also, one may decide to apply ANC only t
relatively large packets because the throughput gains froding
small packets may be negligible.

[11]

5]

[16]

12. CONCLUSION a7
The success of wireless networks is due to contributiorma froth
electrical engineers and computer scientists. So farettves groups

have proceeded largely in isolation, having agreed a fevadkes [18]
ago that their contract would be a digital one: the electriayi-

neers would design components that present binary date tootin- [19]

puter scientists, and in return, could ignore network layggstions;
while computer scientists would design the network layet ever-
look physical layer details. In this paper, we question \Whethis
divide is suitable irevery context. In particular, we show that, for [20]
wireless networks, by poking a hole in this digital absti@cti.e.,

by combining physical-layer and network-layer informatiwe can (21]
substantially increase network capacity. We believe thetause of
the substantial gains possible, this inter-disciplingopraach is wor- 22]

thy of further investigation.
[23]
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