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Double descent
- Model size                                                      -   Sample size

- Epoch-wise



Regression setting

Ground truth: 

Samples (xi , yi) with noise ϵ ~ Ɲ(0, σ2)

Estimator:

Estimator risk:



Optimal ridge

Expected risk for estimator function

Optimal ridge parameter:                                                     (                          )

Is regression in this setting with optimal ridge monotonic in sample/parameter 
size? Yes

   



Sample size mitigation

Theorem 1:

for all n, d

Theorem 2 (over-regularized):



Sample size mitigation

Proof of Theorem 1:

1.                                                                                             using SVD of X

2.

3. Cauchy interlacing theorem



Counterexample: non-Gaussian data distribution

                                                               where A is uniform over [0, 10]

So

The first coordinate has optimal 0 ridge and second coordinate has optimal ∞ ridge

Theorem 4: with slight modification of above instance, we have



Model size mitigation

Data comes from space of dim p. Project with random orthonormal matrix P to dim d

Expected risk is now

where 

Theorem 3: For all d ≤ p and n



Model size mitigation

Proof:  

1.

2.                                where 

3. Cauchy interlacing theorem



Epoch-wise mitigation(Stop early!)

● Under Parameterized d << n: Risk at time t approximated by  

● Over parameterized for two layer NN

Initialization:



Open Problems

Proof for non-isotropic covariates?

Multiple descents based on 
eigenspace of 𝜮

Nonlinear models?
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