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ABSTRACT
Even though screen readers are a core accessibility tool for blind
and low vision individuals (BLVIs), most visualizations are incom-
patible with screen readers. To improve accessible visualization
experiences, we partnered with 10 BLV screen reader users (SRUs)
in an iterative co-design study to design and develop accessible
visualization experiences that afford SRUs the autonomy to interac-
tively read and understand visualizations and their underlying data.
During the five-month study, we explored accessible visualization
prototypes with our design partners for three one-hour sessions.
Our results provide feedback on the synthesized design concepts
we explored, why (or why not) they aid comprehension and ex-
ploration for SRUs, and how differing design concepts can fit into
cohesive accessible visualization experiences. We contribute both
Chart Reader, a web-based accessibility engine resulting from our
design iterations, and our distilled study findings—organized by
design dimensions—in the creation of comprehensive accessible
visualization experiences.
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• Human-centered computing → Visualization design and
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1 INTRODUCTION
Data visualization enables people to efficiently explore data and
effectively communicate insights. However, due to its inherent re-
liance on human visual capabilities, data visualization is not readily
accessible to blind or low vision individuals (BLVIs). Screen readers
are a core assistive technology tool for BLVIs, which announces
digital content as synthesized speech. They, however, are optimized
for reading structured document content, which is at odds with
spatial, temporal, and non-linear forms of multimedia (e.g., images,
videos, maps, charts). Most data visualizations, even on mainstream
websites, are incompatible with screen readers [27].

BLVIs who use a screen reader experience one of the following
circumstances when they encounter a web-based visualization: (1)
nothing (undiscovered by the screen reader), (2) a textual descrip-
tion (experiences vary, e.g., from “object” to “an image of a bar
chart,” to rich descriptions of the visualization including meaning-
ful insights, such as overall trends), and (3) interactive or explorable
descriptions of the visualization and underlying data. Sometimes,
a data table (or downloadable data file) is provided in lieu of or in
addition to a visualization.

Obviously, undiscoverable charts or nonsensical descriptions of
them are the worst-case scenarios for screen reader users (SRUs).
As a baseline, accessibility guidelines recommend visualization au-
thors provide textual or tabular representations of visualizations
as an alternative for SRUs. Textual descriptions of a visualization
are most useful when they “report statistical concepts and rela-
tions” or “identify perceptual and cognitive phenomena” [18]. At
the other end of the spectrum, data tables provide an unrestricted
opportunity to explore the data. The underlying data table can be
read, analyzed, sonified, or printed as a tactile chart. However, this
approach requires technical expertise and puts an undue burden on
BLVIs, as they must invest time to learn and implement data explo-
ration strategies. Furthermore, providing tabular representations
is a lossy exchange, as raw data is devoid of the design decisions
and communicative intent of the author, giving up the benefits of
data visualization. Combining the advantages of tabular and textual
representations, interactive accessible visualizations enable SRUs
to explore descriptions of the chart and its underlying data, their
derived values or structures, and author-identified insights.
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Recently, visualization research and practice has made strides in
several avenues toward interactive visualization experiences that in-
tegrate with screen readers. Web-based component libraries [10,33]
allow SRUs to explore the data and rich alternative descriptions
of a chart through keyboard navigation. Building on these prac-
tices, Zonget al.[38] prototyped visualizations with varying struc-
ture and keyboard navigation experiences through a co-design
study, identifying the importance of boundaries in exploration.
Beyond textual descriptions, non-speech audio of the data (soni�-
cation) [10, 29, 30] can communicate quantitative data values by
mapping them to tonal pitch or illustrate matching points of inter-
est (line intersections) with earcon sounds. In our work, we strive
to synthesize these previously disparate works together to under-
stand how to balance features with usable designs of visualizations
for SRUs: our goal is to provide an accessibility engine that syn-
thesizes best practices for alt-text description, a combination of
hierarchical and �exible navigation among chart components, and
non-speech soni�cation of data characteristics without requiring
a speci�c screen reader, extension plugin, or additional hardware.
With this engine, we can explore the holistic design space of acces-
sible visualization representations.

To synthesize, situate, and expand upon the combination of mul-
tiple accessible visualization techniques, we conducted an iterative
co-design study with 10 BLV screen reader users over a continuous
period of �ve months. Our design partners were very passionate
about our co-design study, and they represented a signi�cant diver-
sity in perspectives and expertise, as well as in demographics. This
greatly bene�tted our design collaborations, enabling us to con-
duct co-design at a very high level of comprehensiveness. We had
three one-on-one sessions (once every 4-6 weeks) with each design
partner, during which they interacted with accessible visualiza-
tions. We presented an initial version of our accessible visualization
prototype in the �rst session, and re�ned the prototype between
sessions based on feedback and ideas gathered from previous ses-
sions. Our accessible visualization began with basic line charts and
extended to cover multi-series line charts and stacked bar charts.
We used visualization prototypes as probes, not only to ground the
feasibility of ideas but also to contextualize tasks, interactions, and
interfaces with real data. Our iterative co-design study yielded a
multitude of accessible visualization design ideas, feedback on the
implementation of many of those ideas, and accessible visualization
designs that can transfer to similar chart types.

The main contributions of this work are twofold. We present the
design and implementation of Chart Reader, a web-based accessibil-
ity engine, which enables rendering of accessible visualizations for
BVLIs to read and better understand the visualizations and their un-
derlying data (Section 4). Chart Reader extends the state-of-the-art
work [29, 30, 38], incorporating non-speech audio and alternative
ways to navigate chart components. We also contribute the un-
derstanding of helpful (and unhelpful) designs from our iterative
co-design study on accessible, usable, and e�ective screen reader in-
terfaces for experiencing data visualizations (Section 5). We present
these insights as lessons that we learned and can be applied when
creating other accessible visualization experiences.

2 BACKGROUND AND RELATED WORK
2.1 The Web Accessibility Initiative (WAI)
In this paper, we focus on web-based data visualization. Visualiza-
tions built on the web can take advantage of accessibility interfaces
built into browsers that adhere to web and web-adjacent speci�ca-
tions. Speci�cally for accessibility, the WAI-ARIA speci�cation [34]
uses attribute tags intertwined in HTML's DOM (document ob-
ject model) to generate a generalized accessibility tree that screen
readers can consume without the need for specialized plugins. By
using the right combination of labels, roles, and associated details,
linearized navigation of a complex document is possible. While guid-
ance is given by WAI-ARIA for complex images [35], its suggestions
are limited to textual descriptions of visualizations (alternative text,
often shortened to �alt text�) and makes no note of interaction or
piecemeal consumption paradigms. In addition to screen reader
support, the modern web stack also has support for generating
audio programmatically via WebAudio [37], allowing authors to
synthesize tones, chords, and melodies dynamically generated from
document content.

Unfortunately for visualization viewers, the �correct� usage of
these accessibility and audio standards for visualization consump-
tion is underde�ned. While many visualizations do not support
any sort of interaction or interrogation, there are also many exam-
ples where misuse of ARIA tags lead to poor consumption experi-
ences [7]. E�orts such as the early WAI-ARIA Graphics speci�ca-
tion [36] and directly modifying the Accessibility Object Model [2]
strive to standardize and enrich consumption and authoring paradigms,
but are still in their infancy.

2.2 Accessible Visualization Experiences
A large part of the consumption and interaction paradigms asso-
ciated with data visualization are intertwined with the input and
output modalities of mouse, keyboard, touch, and graphical dis-
play devices [14]. As a result, generalized knowledge about how
to best support both authors and consumers of data visualizations
using other modalities as well as assistive technology has lagged
behind these traditional modalities [20]. However, recent work has
re-energized interest in this area in visualization authoring for ac-
cessibility, particularly in pushing forward consumer interaction
paradigms with visualizations [4, 12, 14, 38].

The proliferation of web-based visualizations has pushed the
focus for consumable, accessible visualization experiences towards
web-based accessibility standards. Many commercial applications
are also constructed based on these web standards, such as Audio
Graphs [1], Highcharts [10], Microsoft Power BI [21], SAS Graphics
Accelerator [25], and Tableau [32]. These tools provide varying
support for consumption experiences, which often depend on the
author to provide relevant alt text for individual visualizations.
Between these applications, there is varying support for interacting
with chart elements such as axes, series, data points, and high-level
trends. Visualization grammar-based tools such as Vega-Lite have
also added support for ARIA labels [26], but its intended usage and
impact to navigation is underde�ned.

There has been excitement in recent research regarding how to
best support and generalize accessible visualization and data ex-
periences. Early studies such as those constructed by Brewster [3]
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point at the need to consider multiple modalities when construct-
ing accessible experiences, while recent work by Elavskyet al.[5]
provide prompts for visualization authors to think beyond the min-
imum accessibility speci�cation towards usable experiences. Kim
et al.[14] describe the breadth of the design space from existing
web-based visualizations and highlight areas for further study, in-
cluding interaction and consumption representations. Chundury
et al.[4] use semi-structured interview with blind orientation and
mobility instructors to understand how blind individuals perceive
spatial concepts, and discuss implications for visualization design
for blind individuals. We adapt some of their high-level insights to
our work, such as minimizing sensory overload, not creating new
barriers between BLVIs and others, and supporting interaction and
navigation as a critical piece for non-visual sensemaking.

Studies speci�c to particular modalities such as speech with
VoxLens [29] or to speci�c visualization types such as line charts [23]
and interactive maps [9] validate how core design choices a�ect
the data consumption experience. All of these studies point at the
need to mix modalities to support the wide range of visualization
consumers. However, the need to textuallydescribetrends, context,
and visualization construction is pervasive. Junget al.[13] explore
the level of textual support individuals need and �nd super�uous
in describing a data visualization, while Lundgardet al.[18] catego-
rize �levels� of descriptions from descriptions of visual encodings
to descriptive statistics, and to complex trends and high-level in-
sights. While alt text in and of itself does not replace consumers'
agency of free-form visualization navigation, these works provide
a strong foundation for visualization authors to ground their com-
ponent descriptions upon. For auditory cues, Hollowayet al.[11]
introduceInfosonics, which mixes interaction with multiple audio
tracks to interpret trends in an infographic. Siuet al.[30] gear more
toward audio narratives, which provide guidelines for duration,
complexity, contextual clues, and mixing with textual descriptions.
Sharifet al.[28] also discuss SRUs' preferences for non-speech au-
dio cues, �nding that there is a preference towards non-continuous
square waveforms�a data soni�cation strategy that we adopt in
our prototype. On the whole, these works hint at the need to sup-
port individual di�erences on behalf of visualization viewers and
multiple avenues to access relevant segments of data.

In moving towards complete accessible parity for interacting
with data visualizations, Sharifet al.[27] identify the inherent limi-
tation of screen readers in �linearizing� interaction patterns. They
point to the need to hierarchically organize interactive elements
in a discoverable and consumable manner. Fanet al.[6] �nd the
prevailing issues with accessibility support for popular web-based
visualizations, highlighting that consumption experiences are poor
to non-existent and that simple �adherence to the spec� strategies
are not su�cient for SRUs. They advocate for multiple representa-
tions (for viewer diversity, task, and goal), combining screen reader
and other auditory representations, and embracing other web-based
modalities to create a complete data experience. Most similar to
our work, Zonget al.[38] describe a manner of hierarchically or-
ganizing the interaction of a screen reader into chart components
such as axes, legend, data points, and annotations. Using the ac-
cessible primitives of tables, trees, and lists, they lean toward trees
to �exibly arrange screen reader and iterative interaction with the

visualization. While this work concentrated on hierarchical orga-
nization and textual descriptions of chart components, we extend
this state-of-the-art work to consider alternate modalities such as
soni�cation and alternative ways to navigate chart components.

2.3 Co-Design Methods
Co-design and inclusive design are powerful strategies for ensuring
that user goals, intents, and interaction preferences are incorporated
into a user interface [15, 24]. Through the inclusion of users in the
design process, participants help realize potential beyond what
designers may have originally envisioned for the interface [15].
Speci�cally for accessible co-design, Manko�et al.[19] clarify that
assistive technology researchers can identify technical and social
limitations of their work by understanding disability studies as a
form of critical inquiry. While the use of co-design is attractive to
researchers and designers, Lundgardet al.[17] raise socio-technical
concerns of designing accessible data visualizations, speci�cally
highlighting the need to reduce barriers to entry by following
existing accessibility standards, clearly communicating intents, and
fairly including potential users in the design process.

Similar to our study, Zonget al.[38] used an iterative co-design
method to understand consumption limitations with existing prac-
tices. The design iteration in that study helped to identify issues
with describing semantic content represented by components in
the visualization, while also considering competing goals of expres-
siveness, verbosity, context, and �exible navigation. The authors
then evaluated three of their prototypes with 13 users not involved
in the co-design process to validate whether the design choices they
made extended to a diverse set of users. In contrast, our study in-
corporates 10 participants with diverse expertises and backgrounds
in parallel co-design over three iterations, where each iteration in-
corporated design responses to summative feedback (see Section 3).
While more complex in nature, we believe such a process provides
better understanding of individual di�erences, and helps to point
design toward more �exible interfaces that promote agency on
behalf of the visualization consumer (see discussion in Section 6.3).

2.4 Initial Chart Reader Design
To guide the overall design of Chart Reader, we developed �ve core
design dimensions derived from the set proposed by Zonget al.[38],
and supplemented by other prior work [4, 11, 13, 18, 27, 29, 30] and
some speci�c design needs of our tool. As shown in Table 1, our
scope of design dimensions includes Zonget al.'s dimensions of
structure, navigation, anddescription, as well asnon-speech audio
(e.g., soni�cation, earcons) andfocus(e.g., �ltering, highlighting,
selection). As a prompt for our initial co-design session with partic-
ipants, we developed an initial �v1� accessible visualization proto-
type (rendered using Chart Reader) based on these dimensions and
the �ndings of prior work. Our intent was to synthesize features of
prior work in a single tool without requiring the consumer to use
a speci�c screen reader, extension plugin, or additional hardware.
The initial prototype only supported augmenting a continuous,
single-series line chart (the chart type most frequently supported
in prior work), and included the following:
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Table 1: An overview of the design dimensions we considered when architecting a comprehensible screen reader experience.

Dimension Description & Example

Structure How chart elements are organized in a format to be navigated with a screen reader [27, 38].

George enters the �rst-level of the control hierarchy, where each component a�ords di�erent access modalities to the chart:�data
insights, x axis, y axis, data points�(Section 4.3)

Navigation Methodology to freely traverse the accessible structure of a visualization [38].

Emma is navigating along the�x axis bin� for �1999.�She moves to theRight, hearing�2000, 2001, 2002, ...�as she moves along the
bins (Section 4.4)

Description Textual representations of all chart elements [4, 13, 18, 30, 38].

George reads the �rst insight:�Second Largest Peak, Winter 2021...�George cuts o� the announcement early as he is interested in
more recent events, and navigates to the next insight (Section 4.3)

Non-speech audio Auditory stimuli such as tones or music that convey chart elements, state, or data characteristics [4, 11, 29].

When Murphy pressesRight Arrowrepeatedly along the x axis, the chart emits a�Bonk� sound that indicates a boundary. From
this noti�cation, Murphy knows she is at the end of the�x axis� (Section 4.5)

Focus Mechanism to modify or remove chart elements from the navigable structure to improve clarity [4].

Emma uses series �lter functionality to select two out of four series and sonify the data points of just those two series concurrently
to identify correlation (Section 4.4)

� Hierarchical chart structure : chart elements are hierar-
chically organized based on their arrangment: annotations,
axes, and data points,

� Keyboard navigation : a user can useEnterandEscto move
up and down the hierarchy, and useUp Arrowand Right
Arrow or Down ArrowandLeft Arrowto move between items,

� Annotations : a user can interact with multiple text elements
that provide di�erent insights into the features contained
within and context around the data visualization,

� Element descriptions : announce element type, associated
description, and any data bindings (i.e., category and value
for a line chart vertex), and

� Soni�cation playthrough : when a user presses Shift+Enter,
Chart Reader plays a soni�cation of the series, with a tone
for each available value encoded in the tone's pitch.

3 OUR METHOD: PARALLEL CO-DESIGN
We designed and implemented Chart Reader, a web-based acces-
sibility engine that renders accessible visualization experiences,
with 10 BLV design partners over �ve months. In this section, we
describe how we adopted a co-design method to iteratively develop
accessible visualization experiences.

We conducted our co-design sessions as a series of one-on-one
sessions with each partner, which we call a parallel co-design study.
Having individual sessions instead of group sessions enabled us
to directly work with each design partner to gather their insights
and comments, without them being in�uenced by other partners'
perspectives. We found this helped to identify their personal design
preferences. Furthermore, this structure enabled us to choose which
portions of the design to focus on with each participant during each
session, recognizing that di�erent participants had di�erent areas
of expertise within this design domain.

We conducted all sessions remotely via the Microsoft Teams
videoconferencing software, and recorded the video call sessions

using its recording feature. As our accessible visualization proto-
types were web-based, this virtual format allowed us to integrate
live exploration of the prototypes into our general design conversa-
tions, while also permitting our partners to use their own software
and hardware setups (including personalized screen reader settings,
Braille displays, and a high-contrast and magni�ed visual display).

3.1 Co-Design Partners
We recruited 10 BLV design partners (7 males, 3 females) from
Microsoft by using an internal mailing list. To be eligible to par-
ticipate in the study, they identi�ed themselves as blind or low
vision and frequently used a screen reader to navigate the web. Our
design partners' ages were spread across �ve age groups: 25-34 (3),
35-44 (2), 45-54 (2), 55-64 (2), and 65+ (1). Beyond diversity in demo-
graphics, they represented a signi�cant diversity in perspectives
and expertise as summarized below, which bene�ted our design
collaborations and enabled us to conduct co-design at a high level
of comprehensiveness.

� Assistive Technology Setups.Our design partners use vari-
ous screen readers�NVDA (9), JAWS (5), and Narrator (6)�
with many di�erent con�gurations. They ran them at speeds
ranging from less than 1x speed up to about 4x (this is our
estimation). Several partners also use Braille displays as a
complement to their screen reader, and one partner used a
high-contrast, magni�ed screen.

� Expertise on Assistive Technology.Several partners had ex-
tensive (e.g., 18 years) experience in the design or devel-
opment of assistive technologies including screen readers.
One design partner helped to design or develop accessible
applications as an advisor and reviewed many accessibility
speci�cations, and another partner taught assistive technol-
ogy for over 15 years.

� Screen Reader Experience.Our design partners had a wide
range of experience and familiarity with screen readers.
Some utilized advanced hotkeys and informed our research
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Figure 1: Accessible visualization prototypes, visualizations types, and datasets used in each session.

team of the inner workings of their screen readers, while a
few had to wrestle with their screen readers a bit more to
accomplish their intended actions.

� Data and Chart Familiarity.Some design partners were well-
versed in data exploration, regularly working with raw data
and data tables, both professionally and recreationally. Oth-
ers had either basic knowledge of some chart types with
infrequent use, or little to no knowledge of charts and gen-
erally avoided engaging with them.

� Knowledge of Other Tools.Some partners were well-versed in
chart tools, including HighCharts [10], Audio Graph [1], Ex-
cel [22], SAS Graphics Accelerator [25], and Desmos Graph-
ing Calculator [31].

� Diversity of Visual Impairments.Our design partners had a
range of visual impairments, which naturally a�ected their
experience with our tool and, as some partners emphasized,
their familiarity with chart layouts and visual metaphors
used in data visualizations. Three partners were born blind,
three lost vision in childhood (before the age of 18), three
lost vision in adulthood, and one partner had low vision.

In addition to their diverse disability identities supporting com-
prehensive co-design that generalizes for people with disabilities
[19], their diverse expertise in other areas enabled us to deeply
engage in di�erent topics with each parter. For instance, with a
partner with a background in assistive technology development,
we were able to brainstorm implementation details of a particularly
challenging feature (which was not a topic we could discuss with
all our partners). Other unique topics we explored with speci�c
partners include: how our prototype can scale to support large-
scale data (discussed with two partners who professionally manage
large datasets), and how it could be integrated into existing re-
search publication accessibility practices (discussed with a partner
who professionally engages with research papers, many of which
contain inaccessible charts).

Overall, our design partners enabled us to consider many more
design perspectives than we initially anticipated, which we were
able to incorporate into our �nal design to produce a prototype
that is not just accessible, but also well-rounded.

3.2 Iterative Co-Design Sessions and Data
Analysis

We conducted our co-design process iteratively, with three distinct
sessions for each design partner to participate in. For each session,

all design partners worked with the same version of the accessible
visualization prototype employing the same data visualizations and
underlying data (Figure 1). After all available design partners com-
pleted a session, we coded the feedback and design insights from
our design partners. We then updated the Chart Reader prototype
with new features and modi�cations based on the feedback and
insights from the session, and used this updated prototype in the
following session. Each version of the prototype also introduced a
new chart type: the �rst prototype only supported single-series line
charts, the second prototype added support for multi-series line
charts, and the third prototype added support for stacked bar charts.
As mentioned above, the initial chart type was chosen to best in-
corporate prior work, and subsequent chart types were selected
to extend the previously introduced type (i.e., adding multi-series
support to a line chart, and adding categorical X-axis support to
a multi-series chart). In Section 5, we report the set of accessible
visualization design ideas we tried in each session and how they
evolved throughout the three sessions.

Procedure. Each session consisted of three segments�(1) pre-
session information gathering, (2) feedback and idea generation
from experiencing prototypes, and (3) debrief�and started with our
partners sharing their computer's screen and audio. Even though
the main structures of the three sessions were very similar, the
�rst session was di�erent from the other two sessions in two as-
pects. The �rst session started with questions to gather general
background information (e.g., gender, age group, screen reader ex-
perience, technical expertise) and the description of our co-design
study logistics (format, cadence, compensation, etc.), whereas the
other two sessions started with questions regarding their experi-
ences with data visualization, if any, between sessions. In addition,
in the �rst session, we presented an initial version of the accessible
visualization prototype we prepared; and thus it was new to our
design partners. In the other two sessions, design partners �rst
revisited one of the two visualizations from the previous session
using the updated prototype, providing us with feedback on the
changes made between sessions (Figure 1). The full set of visualiza-
tions used in our study can be found in our supplemental materials.
In all sessions, our partners experienced two instances of the same
visualization type�we used the �rst one to walk them through the
prototype and they used the second one on their own.

When using the visualization prototype on their own, we pro-
vided design partners with two questions (Table 2) to encourage
their engagement with the prototype. Because our intentions were
to encourage design partners to explore the visualization and to
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