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Set A Set B Set C Set D
X Y X Y X Y X Y

10 8.04 10 9.14 10 7.46 8 6.58

8 6.95 8 8.14 8 6.77 8 5.76

13 7.58 13 8.74 13 12.74 8 7.71

9 8.81 9 8.77 9 7.11 8 8.84

11 8.33 11 9.26 11 7.81 8 8.47

14 9.96 14 8.1 14 8.84 8 7.04

6 7.24 6 6.13 6 6.08 8 5.25

4 4.26 4 3.1 4 5.39 19 12.5

12 10.84 12 9.11 12 8.15 8 5.56

7 4.82 7 7.26 7 6.42 8 7.91

5 5.68 5 4.74 5 5.73 8 6.89

[Anscombe 73]

Summary Statistics Linear Regression
uX = 9.0 σX = 3.317 Y2 = 3 + 0.5 X
uY = 7.5 σY = 2.03 R2 = 0.67
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How much data (bytes) 
will we produce in 2010?



2010: 1,200 exabytes

Gantz et al, 2008, 2010

10x increase over 5 years



The ability to take data—to be able to understand it, to 
process it, to extract value from it, to visualize it, to 
communicate it—that’s going to be a hugely important 
skill in the next decades,  … because now we really do 
have essentially free and ubiquitous data. So the 
complimentary scarce factor is the ability to understand 
that data and extract value from it.

Hal Varian, The McKinsey Quarterly, Jan 2009
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Today's first task is not to invent wholly new 
[graphical] techniques, though these are needed. 
Rather we need most vitally to recognize and 
reorganize the essential of old techniques, to make 
easy their assembly in new ways, and to modify their 
external appearances to fit the new opportunities.

J. W. Tukey, The Future of Data Analysis, 1962.



Protovis:  A Declarative Language for Visualization
http://protovis.org/

A graphic is a composition of data-representative marks.



Area Bar Dot Image

Line Label Rule Wedge



Protovis
Create customized visualizations using a 
declarative specification language.

Protovis (protovis.org) – Declarative Visualization Design 

var vis = new pv.Panel();
vis.add(pv.Bar)
.data([1, 1.2, 1.7, 1.5, .7])
.bottom(10).width(20)
.height(function(d) d * 70)
.left(function()  this.index * 25 + 20);

vis.render();



vis.add(pv.Rule).data([0,-10,-20,-30])
.top(function(d) 300 - 2*d - 0.5).left(200).right(150)
.lineWidth(1).strokeStyle("#ccc")
.anchor("right").add(pv.Label)

.font("italic 10px Georgia")

.text(function(d) d+"°").textBaseline("center");

vis.add(pv.Line).data(napoleon.temp)
.left(lon).top(tmp) .strokeStyle("#0")

.add(pv.Label)
.top(function(d) 5 + tmp(d))
.text(function(d) d.temp+"° "+d.date.substr(0,6))
.textBaseline("top").font("italic 10px Georgia");

var army = pv.nest(napoleon.army, "dir", "group“);
var vis = new pv.Panel();

var lines = vis.add(pv.Panel).data(army);
lines.add(pv.Line)
.data(function() army[this.idx])
.left(lon).top(lat).size(function(d) d.size/8000)
.strokeStyle(function() color[army[paneIndex][0].dir]);

vis.add(pv.Label).data(napoleon.cities)
.left(lon).top(lat)
.text(function(d) d.city).font("italic 10px Georgia")
.textAlign("center").textBaseline("middle");



Bullet Charts | Clint Ivy



Climate Graph | Robert Kosara



Bach’s Prelude #1 in C Major | Jieun Oh



FlickrSeason | Ken-Ichi Ueda



Dymaxion Maps | Vadim Ogievetsky



Current Status & Results

Protovis has led to faster designs, less code
Job Voyager: 5x less code, 10x less dev time
Over 20,000 downloads and widely in use

Multiple implementations: JavaScript & Java

Behind-the-scenes optimization & parallelization
20x scalability over prior systems (in Java)



http://protovis.org
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Design Considerations

Multiple representations aid reasoning
Node-link + Matrix views, linked plots

Networks are more than just structure
Attributes of nodes and edges
Evolution over time

Transformation & visualization go hand-in-hand
Filtering, Aggregation, Statistics
Defining Network Ties, Subdivision



Current Work

ORION: A network processing pipeline
Extract networks from input data
Define, merge, and weight links
Graph manipulation: aggregation, subdivision
Graph statistics: BC, clustering, community id

Next Steps: design a GUI for interactive 
specification of transforms & visualizations
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Why Visualize Text?

Understanding – get the “gist” of a document

Grouping – cluster for overview or classification

Compare – compare document collections, or 
inspect evolution of collection over time

Correlate – compare patterns in text to those in 
other data, e.g., correlate with social network



Wordle Tag Cloud of a Political Speech



Parallel Tag Clouds of U.S. Court Decisions (Collins et al, 2009)



How might we best summarize 
text documents? 



Approach: first observe how 
people read and summarize text



Method – Part 1

Asked 69 subjects (all Ph.D. students) to read 
and describe dissertation abstracts. 

Students were given 3 documents in sequence, 
they then described the collection as a whole.

Students were matched to both familiar and 
unfamiliar topics; topical diversity within a 
collection was varied systematically.

We then analyzed and modeled the results…



Bigrams (phrases of 2 words) 
are the most common.



Phrase length declines with 
more docs & more diversity.



Term Commonness

log(tfw)  /  log(tfthe)

The normalized term frequency relative to the 
most frequent n-gram, e.g., the word “the”.

Measured across an entire corpus or across the 
entire English language (using Google n-grams)



Selected descriptive terms 
have medium commonness.
Judges avoid both rare and 
common words.



Commonness increases with 
more docs & more diversity. 



Grammar: Technical Term Patterns

Technical Term T = (A|N)+ (N|C) | N
Compound Tech. Term X = (A|N)∗ N of T

Regular expressions over part-of-speech tags.
A = adjective, N = noun, C = cardinal number.

Prior work suggests these patterns can be used 
to identify important terms in text.

Over 4/5 of selected terms match pattern!



Method – Part 2

Build a statistical model of keyphrase quality

Train a logistic regression model
Positive examples: selected phrases
Negative examples: randomly sampled phrases

Assess contributions of four classes of features:
Freq stats, commonness, grammar & position

Evaluate the phrases selected by our model 
using precision & recall measures



Frequency Statistics Only



Adding Commonness



Adding Grammatical Features



Adding Positional Features



Fitted Parameters for a Corpus-Independent Model
WC: web commonness bins, *: p < 0.05, **: p < 0.01, ***: p < 0.001



Compare to User-Selected Phrases

At low recall (fewer phrases) 
our models select phrases 
with higher precision.



Automatic Keyphrase Extraction

Phase 1 Score candidate terms using our 
keyphrase quality regression model

Phase 2 Eliminate redundancy by grouping 
similar terms based on word overlap
plus entity and acronym resolution.
- “analysis”, “data analysis”, …
- “Barack Obama”, “Obama”, …





G2 Our Technique







G2 Our Technique





Why Visualize Text?

Understanding – get the “gist” of a document

Grouping – cluster for overview or classification

Compare – compare document collections, or 
inspect evolution of collection over time

Correlate – compare patterns in text to those in 
other data, e.g., correlate with social network
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