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C Project Summary
Data Intensive Computing: Scalable, Social Data Analysis

Maneesh Agrawala∗, Jeffrey Heer†, Joseph M. Hellerstein∗
∗University of California, Berkeley and †Stanford University

Analysts in all areas of human knowledge, from science and engineering to economics, social science and
journalism are drowning in data. As a result we must rethink how we design the tools and techniques for
exploring, analyzing and communicating data in a manner that scales as both the data and the organizations
analyzing it grow in size. Throughout the data lifecycle, sensemaking is often a collaborative process. As
different analysts each contribute to data acquisition, cleaning, analysis, and interpretation they contribute
contextual knowledge that deepens understanding. At times may disagree on how to interpret data, but then
work together to reach consensus. Many data sets are so large that thorough exploration by a single person
is unlikely. In short, social cognition plays a critical role in the process of scalable data analysis. We believe
that new analysis tools that address human cognitive characteristics, social interaction and data analytics in
an integrated fashion can improve our ability to turn data into knowledge.

Our hypothesis is that scalable data analysis requires social interaction and therefore social context
must be embedded in data analysis tools. The goals of this research are (1) to understand how social
interaction and an understanding of social context can facilitate successful data analysis, (2) to develop
models and tools for representing and annotating data transformations, visualizations, and social activity
(e.g., textual and graphical annotations, discussions, links, tags), and (3) to design and test visual inter-
faces that leverage our tools to support collaborative analysis practices, including data entry, transformation,
visualization, and interpretation. Central concerns of our research include (a) a focus on enabling social
interaction throughout the data life-cycle and (b) the use of scalable data transformation routines that can
return results in a time frame concordant with interactive, exploratory data transformation and analysis.

Intellectual Merit: This research will improve our understanding of the effects of social interaction and
social context in group sensemaking and inform the development of new data analysis tools. Our tools will
serve as a petri dish for exploring social collaboration processes throughout the life-cycle of massive data
sets, enabling us to identify effective processes and interfaces for sensemaking and to gauge the effects of
integrating contextual social metadata into analysis tools. We will evaluate the effectiveness of our systems
through a combination of system benchmarks and both quantitative and qualitative user studies. By syn-
thesizing methods from the database, visualization, and human-computer interaction research communities,
our work aims to promote cross-fertilization across sub-disciplines of computer science to address shared
research problems.

Broader Impacts: This project should inform and improve data analysis practices in many fields of critical
importance to society, including business, intelligence, science, and public policy. Our results will provide
new models, scalable analysis methods, and visual interfaces for analysts in these areas. We believe that
expanding analysis tools to incorporate social interaction will improve both the scope and quality of analytic
results, while also providing useful tools for analyzing a variety of social communication networks.

Keywords: visualization, scalable-analytics, social computing, social networks, online aggregation, prove-
nance
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D Project Description
1 Introduction

“The ability to take data—to be able to understand it, to process it, to extract value from it, to
visualize it, to communicate it—that’s going to be a hugely important skill in the next decades,
... [b]ecause now we really do have essentially free and ubiquitous data. So the complimentary
scarce factor is the ability to understand that data and extract value from it...”

Hal Varian, Google’s Chief Economist [65]

Analysts in all areas of human knowledge, from science and engineering to economics, social science and
journalism are drowning in data. New technologies for sensing, simulation, and communication are helping
people to both collect and produce data at exponential rates [29,30,49]. As a result we must rethink how we
design the tools and techniques for exploring, analyzing and communicating this abundance of data.

In order to produce real value from data, we must make sense of it. Such sensemaking – turning data sets
into knowledge – is a basic motivation for database and data mining research. In addition to the systems,
algorithms and statistics, sensemaking is a fundamental challenge in human-computer interaction. It requires
integrating large-scale data storage, access, and analysis tools with contextualized human judgments about
the meaning and significance of patterns in the data.

Sensemaking is a process that needs to scale across both data and organizations. It is typically a collaborative
process that occurs throughout the data lifecycle, as different people contribute to data acquisition, cleaning,
analysis, and interpretation. Studies of information workers [56, 58] have demonstrated that sensemaking is
highly iterative, as an insight gained from a visualization may suggest the need for additional corroborating
data or highlight a data cleaning error. Analysts may disagree on how to interpret data, and then work
together to reach consensus. Many data sets are large and multifaceted, and thorough exploration by a
single person or a single algorithm is unlikely. As a result, recent attention has focused on the critical role
of social cognition in the process of data analysis [63], investigating tools for sharing, annotation, and group
deliberation of visualized data [7, 9, 35, 44, 61, 70].

Moreover, social interaction depends on an understanding of social context, including the skills, inclinations,
past actions, and relationships among collaborators [14,18,26]. The distributed and often asynchronous na-
ture of computer-mediated collaboration, as well as the sheer volume of data and people at hand, complicates
the process of making sense of the social environment. We believe that new tools that address human cogni-
tive capabilities, social interaction and data analytics in an integrated fashion are crucial for improving our
ability to turn data into knowledge.

Our hypothesis is that scalable data analysis requires social interaction, and therefore social context
must be embedded in data analysis tools. The goals of this research are (1) to understand how social
interaction and an understanding of social context can facilitate successful data analysis, (2) to develop
models and tools for representing and annotating data transformations, visualizations, and social activity
(e.g., textual discussion, graphical annotation, links, tags), and (3) to design and test visual interfaces that
leverage our tools to support collaborative analysis practices, including data cleaning, transformation, vi-
sualization, and interpretation. Central concerns of our research include (a) a focus on enabling social
interaction throughout the data lifecycle and (b) the use of scalable analysis routines that can return results
in a time frame concordant with interactive, exploratory data transformation and analysis.
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2 Motivation and Objectives
Our goal of scalable, social data analysis tools is motivated by our prior research on collaborative analysis
environments, social network visualization, and interactive analysis of large data sets.

2.1 Social Data Analysis
To explore the potential of incorporating social interaction with visual analysis, we built Sense.us, a web ap-
plication for collaborative sensemaking of 150 years of United States census data [35]. Sense.us integrates
visualizations of demographic data with features for collective analysis (Figure 1). Users can attach com-
mentary and annotations to views, share collections of views, and engage in discussion. Novel bookmarking
and indexing features facilitate view sharing and reduce cross-talk between related visualization states.

We studied usage of the system through a live deployment and a series of laboratory studies, and conducted
a content analysis [46] of recorded usage. We found that users often combined their knowledge in cycles of
observation and hypothesis to make sense of trends in the data. For example, one observer noted a decline in
the number of dentists in the labor force. Other people then hypothesized possible explanations, including
fluoridation of the water supply and an increasing stratification between dentists and hygienists over the last
century. In other cases, users explored topics such as changing gender roles, the impact of technology on the
job market, and correlations among the wax and wane of occupations (Figure 1). We observed that social
features helped mobilize users in the process of identifying interesting trends and generating hypotheses,
and that exposing social activity regularly catalyzed new explorations by collaborators.

Based on these observations we have designed mechanisms to help analysts effectively allocate their atten-
tion. Scented widgets [75] are user interface controls with embedded visualizations that depict the visitation
and comment counts for visualization views reachable from the current application state. In a controlled ex-
periment we found that such cues can simultaneously promote visits to popular or controversial views and,
by revealing under-visited regions of the data, increase the number of unique discoveries made by users.

Our research presaged a flowering of data sharing and visualization sites on the web, including IBM’s Many-
Eyes.com [70], Swivel.com, Data360.org, Google Fusion Tables and commercial products such as Tableau
Server. These services enable users to upload data sets, visualize them using a palette of visualization types,
and attach comments to data sets and visualization states.

Though initial experiences suggest the potential of social data analysis, Sense.us and subsequent tools lack
many features that we believe are essential for fully realizing the value of social sensemaking. Within
Sense.us and Many-Eyes.com, comments are associated with a single visualization view, hampering the
ability to discuss multiple views and datasets. Yet, real-world analysis often requires bringing together in-

Figure 1: Collaborative sensemaking in Sense.us. (a) Multiple users debated the causes of military build-up while
(b) another noted a drop and subsequent rise in male waiters in the late 1900’s. (c) A different participant sought to
connect the two, noting an inverse correlation between the occupations.
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sights from multiple data sources or analysis methods [56, 63]. Similarly, annotations in Sense.us live in
pixel space; one can not annotate the underlying data, limiting the scale of analysis by inhibiting computa-
tional re-use and analysis of annotation patterns. More flexible data and interaction models for commenting
and annotation are needed to facilitate analyses spanning multiple data sets and visualizations.

Our studies of Sense.us found that roughly 16% of social commentary involved data integrity issues [35],
as users posted comments to aid interpretation of missing data, problematic outliers, changing schemas,
and data integration errors. Yet, existing social data analysis tools do not conform to the iterative nature of
sensemaking. To correct an error in the data one must leave the system, correct the data manually, upload
a new data set, and begin anew – often losing the connection between the prior analysis and the resulting
analysis on transformed data. Richer tools that enable interactive data transformation and record data
provenance could empower analysts to collaboratively and opportunistically clean data as they go about
their work, keeping track of insights and changes across iterations.

Research Goal 1 In this grant, we will develop improved tools and techniques that support social data
analysis across the lifecycle of data, scaling over numerous collaborators and massive data sets.

2.2 Interacting with Big Data
Most current social data analysis tools handle modest-sized data sets of at most a few thousand tuples.
In areas such as business intelligence and scientific research, analysts need interactive analysis tools for
multi-terabyte or even petabyte-scale data sets. One example we have worked with is a half-petabyte data
warehouse at FOX Advertising Network comprising data on advertising, user behavior, and customer rela-
tionships. For a database of this scale, current social data analysis tools are limited to visualizing only the
outputs of long chains of analysis [20]. But visualization and collaborative analysis can assist at every step
of these analysis chains – especially those that are data-intensive. To this end, we believe that collaborative
visualization and analysis tools need to handle massive data sets at human interaction speeds. In addition,
there should be facilities to support collaborative refinement of rich data processing pipelines that span the
data lifecycle from acquisition through transformation, cleaning, analysis and presentation.

Data analysis is fundamentally an iterative process in which analysts invoke tasks, receive responses, for-
mulate the next tasks based on responses, and repeat. Interactive manipulation of the data with immediate
feedback is essential for analysts to efficiently make sense of the data [40]. Ironically, as access to data
has exploded in recent years, there has been a retreat to mainframe-style batch processing of Big Data that
stymies iterative analysis. For example, Google’s MapReduce framework (cloned in open source as Hadoop)
produces no output for a job until all input data has been consumed. Long-running batch operations offer
the most primitive possible user interaction, which frustrates the naturally iterative process of data analysis.

In earlier work we tackled the problem of providing interactive control and immediate feedback in several
settings ranging from SQL queries to data cleaning tools to spreadsheet and map visualizations [36]. For
example, our Online Aggregation system supports interactive data analysis through SQL queries. (Fig-
ure 2). Using continuous sampling methods, this system immediately computes a coarse statistical estimate
in response to a query and visualizes the result as a dot plot with a confidence interval per dot. Over time,
increasing sample size enables progressively refined estimates, which are animated in the visualization to
show the refinement process. Initially the red dots oscillate in large steps as the estimates are rough, but
as the query runs, the oscillations become tighter, visually indicating the rate of reduction in uncertainty.
In this case, the early estimates shown in the figure reveals that that colleges D and R are almost certainly
outliers and merit further study. Underlying the interface is an integrated combination of data sampling,
sample-aware query processing algorithms, and statistical estimators for the aggregates and confidences.
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Figure 2: Online aggregation interface. The query requests a breakdown of average GPAs by college. Each dot in
the plot represents the approximate average GPA and the confidence bars represent uncertainty in the estimates of the
averages. For example, the the average GPA in College A is within 0.2 points of 2.935 with 95% probability. The
query progressively refines the estimate and continuously updates the visualization to show the tightening estimates.

Although Online Aggregation has received renewed attention in recent years [24, 37, 42], SQL-style aggre-
gates are only one example of the kind of long-running interactions that need to handle big data – especially
in collaborative settings. We plan to extend the interactive approaches to more complex user interactions
and statistical methods, as envisioned by algorithmic work on Anytime Algorithms in AI [79]. Beyond the
scale of individual algorithms, the full lifecycle of data in an organization involves iteration and communi-
cation across tasks and groups. Approximation techniques used to make individual analyses interactive raise
higher-level questions: how will users use a partially-completed analysis to discuss data and data products?,
how will they reason and communicate about uncertainty?, and what tools do they need to refine, alter and
continue discussing analyses along multiple steps of an analytic chain?

Research Goal 2 In this grant we will develop tools and techniques that enable a scalable interplay of
interaction, discussion, and analysis of Big Data, both within individual algorithmic steps, and in the larger
context of full data lifecycles.

2.3 Surfacing Social Context and Activity
Analysis tools must also scale in terms of people. Such scaling is especially important for large databases,
which are rarely analyzed by only one person with only one goal. As statistician John Tukey noted [64],
“There is often more analysis than there was data.” We posit that it is equally important for analysts to not
only make sense of the data, but also make sense of the analysis process itself. Moreover the analysts must
be aware of the social network and context brought to the process by their collaborators.

The FOX warehouse (Section 2.2) is shared by many stakeholders with different skills and goals: statisti-
cians designing sophisticated analysis algorithms, sales and marketing professionals looking for intuition
and justification for decision-making, and executive staff producing reports for corporate leadership. The
statisticians design algorithms to clean and summarize the raw data, and thereby generate data products for
the analysts in the other groups. These analysts in turn provide feedback and requests based on their own
data exploration and understanding [20]. We argue that social data analysis tools should help coordinate
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Figure 3: Enron e-mail corpus viewer, consisting of a social network view, timeline, and inbox inspector. (a) An
overview of e-mail exchanges showing search hits for the terms “California” (yellow), “FERC” (orange), and their
intersection (red). (b) A zoomed-in view showing highly-connected actors.

such analysis efforts, by assisting in the allocation of tasks, facilitating awareness of others’ actions, and
managing visibility to ensure that people see the data and context that is appropriate to their tasks.

Successful collaborations often depend on understanding the social context in which the work is con-
ducted [14, 18, 26]. Analysts review past activity and roles of other analysts to assess the earlier find-
ings [52]. How regularly do other participants post on similar topics, and how often do they engage in
argument? Within an organizational context, is another actor a boss, a co-worker, a (possibly internal) cus-
tomer of the data, or a consultant? Where are they geographically located? There are many such questions
one might ask, and the appropriate questions depend on the context of the particular analysis task.

In previous work, we have built visual tools for exploring social communication patterns in online social
networks [34] and in e-mail archives [32]. For example, we developed a tool to analyze the network structure
and textual content of the 1.5 million internal emails of the Enron corporation (Figure 3). Using this tool we
quickly discovered an anomaly in the communication patterns to a high-level Enron employee named Tim
Belden. Belden received all the reports on Congressional meetings concerning Enron, but unlike other ex-
ecutives, never replied to these reports. Running a Google search on Belden we learned that the government
had investigated him and determined that Belden was the “mastermind” behind the manipulation of Califor-
nia’s markets. He was found guilty on charges of conspiracy. By tracing the social communication structure
we were able to observe discrepancies and quickly hone in on one actor of interest among thousands.

Our aim is to extract and utilize such communication structures that naturally arise within a collaborative
analysis of any dataset to further the analysis of that data. As a team of analysts generates observations, hy-
potheses and evidentiary structures, meta-analysis of the analysts’ communication behavior and past actions
may be used (a) to establish social context to better interpret others’ contributions and diagnose potential is-
sues, (b) to determine what entities or datasets have received the most attention—and conversely, which have
been relatively neglected—and (c) to connect the dots between analysts doing related work but are unaware
of each other. We posit that incorporating social context and activity as full-fledged data sets amenable to
analysis in their own right will improve the quality and coverage of collaborative analysis.

Research Goal 3 In this grant we will develop general tools for representing and analyzing the social
communication, structure and context that both supports and is created by sensemaking activity.
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3 Data Model for Scalable Collaborative Analysis
In any discussion, the participants must share a common ground [18] of objects and concepts being dis-
cussed. In our context of collaboration, the mental models underlying the data analysis and sensemaking
tasks need to be captured explicitly in software and reflected back unambiguously to other participants.

Humans have evolved a rich ability to verbally identify items or concepts in conversation by naming them
and by referring to or deictically pointing to these entities via physical gestures [8, 17]. Both naming and
deictic reference (pointing) offer important design challenges for visualization [38]. Participants must be
able to unambiguously point to visual elements (“that bump in the curve”), as well as name or identify the
data that the elements represent (“the stock price at Friday’s closing bell”).

A key contribution of our work will be the development of a social analysis model (SAM) that is designed to
handle such naming and deictic reference issues. We are developing the SAM as a concrete software model
aside from that of the data, which captures the entities and relationships involved in the full data lifecycle
in an organization. The goal of our SAM is not to innovate in data models but rather to use traditional
models such as Relational or RDF to catalog various aspects of the data lifecycle including the data and
data products, the people and processes involved in manipulating that data, and the computational and social
interactions between the data, processes and people. We consider two examples of the types of interactions
and analyses our SAM will enable:

1. Capturing social interactions in the SAM: Earlier collaborative visualization systems such as Many-
Eyes.com and our own work on Sense.us treated comments, annotations and users’ interactions as com-
pletely separate entities from the data being visualized. The techniques used to render the data visualizations
could not be used to render this user-generated data. This approach hinders analysts from using the system to
analyze their own analysis behavior. For example, to perform social network analysis of comments analysts
would have to first extract the comments from the system via screen-scraping or access to system internals,
and reload them into the site as first-class data. The lack of flexibility in analyzing the analysis process
undercuts a core goal of social data analysis – to take advantage of the digitization of social interaction.
User communication and analytic activity is all mediated by software, and an analytic system should use its
trace of that activity to enrich the data analysis process. Our SAM will reify this social data as first-class
data objects with explicit representation of the analysts and their roles, their interactions with the data, and
their interactions with each other.

2. Capturing visual elements and mappings in the SAM: Underlying every data visualization system is
an implicit analysis model that captures the data values being visualized, the visual marks used for display,
and the mappings between the two [13]. There is a body of work that captures these visual elements and
mappings in a formal language [5, 19, 48, 50, 62, 74], but that work has not been well integrated either
with social data analysis or with data transformation and query languages. A key piece of this proposal is
to capture data, visual elements and the behaviors of code and people that generate and manipulate those
elements. Each visual element will have a unique identity, traceable via the SAM back through the visual and
data-centric transformations to the raw input data that generated it. Our goal is to create interactive, graphical
data annotation techniques that extend prior visualization work on brushing [3, 33, 47, 51] and interactive
querying [1, 23, 28, 39, 54] to support annotation of specific data elements, logical data regions, and data
transformations. When users leave comments on a graph in this framework, they will form an unambiguous
relationship between a piece of text (their comment) and a specific data product. This relationship can then
be rendered and analyzed in a host of ways that go beyond the original context in which it was first generated.

To realize these various goals, we will design a unified social analysis model (SAM) for data, transfor-
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mation, visualization and collaboration. This SAM will enable expressive, unambiguous reference and
naming of semantic entities including raw data, derived data products, social actors and the relationships
between the above entities. We will realize this SAM in an open source implementation based in a reusable
data-centric software framework such as Ruby on Rails.

4 Surfacing Social Context
A critical dimension of the common ground [18] underlying successful collaboration is an understanding
of social context, including the skills, inclinations, past actions, and relationships among collaborators. For
instance, awareness of the activities of others helps collaborators gauge what work has been done and where
to allocate effort next [14,26]. While we and others have demonstrated benefits for collaborative exploratory
data analysis [35, 69, 75], research has also shown that communication overhead and biases such as group-
think and cognitive tunneling can potentially degrade the performance of collaborative teams [2, 7]. Thus
careful design and study is required when incorporating social interaction into analysis tools.

As discussed in the previous section, our social analysis model (SAM) will capture the artifacts, actors, and
actions involved in a collaborative analysis effort. It will provide an infrastructure for experimenting with
various means of surfacing social context in order to scale collaboration. We will explore the inclusion of
social context within analysis tools through both explicit meta-analysis of comments, annotations and other
social activity data as well as selective presentation of social activity cues within the data analysis interface.

1. Visualizing Social Structures: Because our proposed model treats social activity as first-class data, it
will enable analysts to visualize and explore social activity just like another other data set within the system.
To facilitate such exploration, we will include data transforms (e.g., social network extraction, text entity
extraction), analysis routines (e.g., betweenness centrality, linkage-based clustering, activity and diversity
metrics), and visualization methods (e.g., argumentation trees, timelines, node-link diagrams, matrix dis-
plays) applicable to social communication networks. Our prior experience with social network and e-mail
visualization [32, 34] provides a starting point for this space of analysis tools. Our network analysis tools
will also support the coexistence of multiple social networks (edge sets) among an overlapping set of
people (nodes), enabling analysts to overlay networks such as organization charts, communication graphs,
and friend relationships. Real-world applications that could benefit from improved social context include
inter-agency collaboration (e.g., DHS and CIA; FBI and police) and ad-hoc analysis teams (e.g., emergency
response or search-and-rescue efforts, such as the 2007 e-mail-coordinated search for missing computer
scientist Jim Gray [31]).

2. Group Management and Access Control: The division of analysis work often involves the formation
and management of teams. Intelligence analysis provides examples of both cooperative and competitive
models of work [63]. In cooperative scenarios, information is pooled such that collaborators can immediately
make use of others’ work. Examples include finding relevant information sources, identifying connections
between sources, and positing hypotheses. In competitive scenarios, work is not integrated until a later stage
of sensemaking, when detailed, evidence-backed hypotheses or recommended actions are made. While
lacking the benefits of resource pooling, this approach encourages individual assessment and can reduce
groupthink bias. Accordingly, it may benefit collaborative analysis systems to support both fine-grained
and coarse-grained work parallelization. In conjunction with our data model, we will construct group
management and access control mechanisms to support the coordination of a work group around
specific tasks. Specific mechanisms we plan to explore include notification updates of group activity (c.f.,
[10]), selective visibility of activity to combat groupthink bias, and lightweight meta-data such as tagging
and linking to indicate areas of interest or flag action items.
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3. Social Activity Cues: User activity can be aggregated and abstracted to provide additional forms of social
context. Social navigation [27] involves the use of activity traces to provide additional navigation options,
allowing users to purposefully navigate to past states of high interest or explore less-visited regions [71].
For example, the system might highlight views with low visitation rates or action items such as unanswered
questions and unassessed hypotheses. Our own work [75] provides evidence that social navigation cues can
simultaneously promote revisitation of popular or controversial views while also leading to a higher rate of
unique discoveries. We will use our data model and analysis applications as a testbed for developing and
evaluating awareness cues for collaborative analysis. We will study how the inclusion of social activity
data impacts the quality and social scalability of analysis.

4. Markers of Identity and Reputation: Within a sensemaking context, interpersonal assessments affect
how people value, and respond to the contributions of others. Other things being equal, a hypothesis sug-
gested by a more trusted or reputable person will have a higher probability of being accepted as part of the
group consensus [52]. The challenge is to understand and design effective markers of identity, trust and
reputation. Even a cue as simple as one’s e-mail address can lead to a number of inferences about identity
and status [25]. Accordingly, we will leverage the SAM and appropriate algorithms to explore different
presentations of profile and reputation information, and assess their impact on collaborative analysis.

5. Group Diversity: Another issue in understanding social context is the diversity of group members, such
as the distribution of domain-specific knowledge among potential participants and differences in attributes
such as geographical location, culture, and gender. Organizational studies [21, 59] find that increased di-
versity can lead to greater coverage of information and improved decision making. However, diversity can
also lead to increased discord and longer decision times. We will develop diversity metrics by analyzing
differences between user profiles and structural features of the social networks of the participants [11]. Such
networks may be explicitly articulated or inferred from communication patterns, such as the co-occurrence
of commenters across discussion threads. Wu et al.’s [77] study of organizational information flow found
that information spreads efficiently among homophilous (similar) group members but not across community
boundaries, further suggesting the value of identifying structural holes and directing bridging individuals in
the social network towards particular findings. By constructing user profiles based on demographic data,
social connectivity, and prior usage, our analysis tools will help users make sense of social context and
suggest relevant tasks to appropriate community members.

5 Collaborating with Big Data
Human abilities including visual perception, attention, cognition and communication are relatively fixed
resources. As a result, analysis often focuses on relatively modest amounts of data that people can name,
point to, and reason about; graphical elements in a chart, parameters of a statistical model, top-10 lists
of matches, and so on. Current collaborative data analysis systems like Sense.us and Many-Eyes.com have
centered on the visualization of “spreadsheet-sized” datasets, typically containing fewer than a thousand data
points. In many cases these spreadsheets were developed as summaries of much more extensive datasets.

The core challenge in collaboratively analyzing Big Data is managing the human bottleneck of transforming
the massive datasets into more useful data products, usually in an iterative cycle of making a transforma-
tion, visualizing and discussing the result, and making another transformation. For analysts to collaborate
efficiently on the sensemaking process, we believe it is essential to scale this iterative process to work inter-
actively and to provide immediate visual feedback. Our work will tackle two main issues: interaction with
individual analytic methods, and collaboration in the process of developing data products.
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5.1 Interacting with Scalable Statistics
Interactivity and feedback at human timescales is key to sensemaking. Online Aggregation (Section 2.2) in
SQL is a step in this direction, integrating system design, approximation and interaction techniques into a
query language. Recently, it has been shown that this kind of aggregation can be used in SQL and MapRe-
duce to implement fairly complex statistical methods over massive datasets [16,20]. But these more complex
batch jobs are not directly amenable to the techniques used in prior work on Online Aggregation. For exam-
ple, our work on implementing SVM classifiers via the Conjugate Gradient method in SQL is an iterative
approach with a massive SQL query in each iteration [20]. We will explore methods for leveraging Online
Aggregation techniques within scalable statistical algorithms such as those described in [16] and [20].
Making these complex multistep algorithms more interactive requires new work at every level: data access,
query processing, statistical estimation, visualization and steering.

The use of approximation to scale up to Big Data complicates the task of scaling collaboration in a big or-
ganization. To be useful in a large organization, users of varying sophistication must be able to perceive and
reason about the uncertainty in the data products. We are especially interested in capturing the way analysts
discuss this uncertainty, and the way they collaboratively refine their queries and analysis in the context
of such uncertainty. As a simple example, a social version of our Online Aggregation system (Figure 2)
could allow analysts to name three separate concepts related to uncertainty: the estimator for the data point
(2.935... for College A), the range of the confidence interval for the estimator (plus or minus 0.2), and the
probability that the estimate falls into the confidence interval (95%). To some users these concepts and their
interplay are elementary, but to others they can be confusing. Such analysts might prefer not to discuss the
refinement of the statistical metrics but to instead explain the more intuitive behaviors shown for example
in the animations where “the red dots initially bounce up and down a lot and the bars shrink quickly, but
after a while things settle down.” We will develop visual vocabularies for approximation interfaces and
continuously-refining animated data visualizations. These vocabularies will be targeted at enabling effi-
cient asynchronous discussion of data and analysis process between analysts from a variety of backgrounds.
We will realize these vocabularies as software components or language elements in a data-centric framework
like Ruby on Rails, and explore their use in a variety of applications (Section 6.)

5.2 Modeling and Discussing Data Transformations and Provenance
By definition, when data is big, people end up discussing data products: outputs of analysis and transfor-
mation tasks. These products may be data that has been cleaned, integrated from multiple sources, and/or
analyzed via some queries or algorithms. To enable cogent dialog about data products, a system needs to
support naming and deixis both for data products, and for all the elements that were brought together to pro-
duce them. For example, a common topic of discussion in analysis is the choice not only of algorithms and
data, but of tuning parameters used when running the algorithms. This agenda relates both to software man-
agement (of transformation scripts and analysis algorithms) [12, 45, 72], and to data provenance (lineage)
from input data to output products [15].

We intend to extend the SAM (Section 3) to help analysts track, evolve and discuss the software scripts
they use, the data they apply these scripts to, and the data products they generate. The SAM will not
prescribe tools, languages or methodologies as we recognize that data analysts commonly use many tools
including SQL and MapReduce, R and Matlab, Python and Perl, etc. in varying combinations [20]. Rather,
the SAM will capture behaviors and processes in the environment in which these tools are used.

One very common task in large-scale data analysis is to determine the source of a data entity that is produced
as a result of a long pipeline or transformations – e.g. a set of outlier data points seen after many stages
of transformation involving multiple analysts and groups within an organization. To discuss this process
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intelligently requires a representation of that pipeline; the input data, transformations to the data along the
way, and the people with relevant knowledge or expertise. It is essential to maintain mappings between
data inputs, analytic scripts and systems that run them, and data products at their output. For example,
in a fully opaque “black box” transformation, it may only be feasible to capture a three-way association
between an input data set, an output data set, and the code that was run to convert one to the other. In a
declarative language like SQL, this three-way association may lead to richer derived associations via data
provenance analyses [15] that can map specific input and output records together and explain their associa-
tions. Various intermediate levels of approximate forward and inverse mappings may also be available [76].
In addition to this software-oriented data provenance, a social trail is also important for answering questions
like who chose the relevant input data, who wrote, chose and applied the various transformation scripts, and
what are the social relationships between these parties? We will study the ways that various methods of
data provenance and transformations can be captured in the SAM, and build software interfaces to
surface this information for analysts examining data products and developing transformations. We
will take care to ensure compatibility with a variety of programming models for Big Data, including SQL,
MapReduce, and various sub-languages for scripting routines. We will explore the integration of our soft-
ware into open-source revision control systems like Subversion or Git, as well as Integrated Development
Environments like Eclipse and its data presentation layer, BIRT.

These lightweight tools we build will inform and improve current practice, by remaining open and flexible
with respect to languages and development patterns. But we are also interested in the potential benefit of
a tightly unified stack of software and practices. Thus, we will also explore a deep integration of a query
language like SQL or SPARQL with a rich logical visualization language in the spirit of Wilkinson’s Gram-
mar of Graphics [74] and Stanford’s Polaris [62]. This approach would enable powerful data provenance
reasoning to be applied from the pixels of a visualization back to source data, resulting in many potential
improvements in visualization and sensemaking: rich naming of data inputs by pointing at data outputs,
fluid re-rendering of associations between comments and visual elements as visualizations are modified,
and potentially cleaner reuse and evolution of both data transformations and visual mappings.

We posit that social interaction around analytic processes can lead to a powerful feedback loop: visualiza-
tions of data transformation processes enrich the discussion of data products, and the digitized discussion
leads to further curation of the processes in the data lifecycle.

6 Applications
In the preceding sections of this proposal we have outlined a number of goals for our work on scalable, social
data analysis. Based on these goals we are developing three software applications designed from the ground-
up to facilitate and inform scalable, social data analysis. CommentSpace is a system for asynchronous web-
based collaborative visual analysis of large data sets. We are also developing a social e-mail analysis tool to
bootstrap our research on social analysis models and surfacing social context. Finally, Bellhop is a relational
database profiling system that will be integrated with Comment Space, to support interactive summarization
of massive databases as an entry point for deeper analysis.

6.1 CommentSpace
One of the lessons we learned in building and deploying Sense.us is that the ability to place freeform com-
ments on views of a visualization enables people to collaboratively identify patterns in the data, form ques-
tions and hypotheses, marshal evidence supporting claims and leave to-do items for others. Yet, the Sense.us
commenting model was fundamentally limited in two ways; 1) the comments could only be attached to views
of the visualization and 2) the comments themselves consisted of freeform text and did not include any cat-
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Figure 4: A mockup of the interface we envision for CommentSpace. Users can attach comments any nameable
entity, including subsets of data, views of the data, transforms of the data and other comments. Comments and the
links between them are color-coded based on tag-types (blue is a question, yellow is a hypothesis) and comments that
related to one another (e.g. reply-to) are laid out in an indented format. If a comment is linked to a view a thumbnail
of the view appear with the comment and users can enlarge the view to interact with it in the window on the right.

egorical metadata to provide structure. Sense.us did not allow users to attach comments to subsets of the
data or to functional transformations of the data, and therefore made it difficult for users to discuss many
aspects of the sensemaking process. Moreover, the unstructured nature of the comments left it up to users to
develop their own schemas and vocabularies for organizing the comments if they wished to do so.

Our goal with CommentSpace is to develop a collaborative data analysis tool that supports rich conversations
throughout every aspect of the sensemaking process. We will build CommentSpace using our SAM as
the underlying model and treat comments as just another form of data. In contrast to Sense.us users
will be able to link together any pair of nameable entities including subsets of the data, views of the data
or transformations of the data. Users will be able to create additional structure by tagging the nameable
entities, or the links between them. For example, a user browsing a scatterplot might notice a subset of
outliers and author a comment asking “Why do these these elements fall outside the normal range?” The
user could link the comment to the subset of outliers and tag the comment itself as a question. Another user
might then filter the comments for such questions and try to find an answer to it. We will experiment with
limited vocabularies and schemas for the tags so that for example analysts consistently mark comments as
representing questions, hypotheses, evidence-for, evidence-against and to-do items.

We believe that enabling the creation of such structured links and tags will significantly facilitate collab-
orative analysis. Analysts will be able to more easily leave signposts marking interesting views, data or
transformation. CommentSpace will visually depict the links and tags in a variety of ways so that collab-
orators can quickly find and navigate to entities of interest, answer questions, discuss data transformation
strategies, verify provenance, marshal evidence supporting or refuting hypotheses, browse unexplored areas
of the data, etc.

Figure 4 shows a mock-up example of the interface we envision. Comments and the links between them are
color-coded based on tag-types and comments that related to one another are laid out in an indented format
to indicate this relationship. Users can filter the comments by folding and unfolding the tree-structured
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hierarchy. Users can also search through the comments by a specific tag-type, search for an arbitrary text
string within the comments or show only the comments attached to the view or the data shown in the
visualization window on the right.

Because CommentSpace comments are first class data in the SAM, we will develop a variety of visual-
izations for depicting the comments themselves. The tree-structured layout shown in Figure 4 is just one
form of comment visualization and many other visual representations are possible. In earlier work we found
that visual cues indicating where users have recently left comments can facilitate navigation and social
analysis [75]. Yet our previous work did not have access to the rich linking and tagging structure of Com-
mentSpace. Thus in CommentSpace we might produce a bar chart of the number of comments left by each
user to help everyone better understand who is contributing the most to the analysis. Or, a timeline of the
number of comments left on each view could indicate where the most discussion is taking place. Similarly
a chart of the number of questions or hypothesis could help users navigate to interesting views and a chart
of the number of evidence-for versus evidence against comments could indicate contentious issues.

Because users will be able to link comments to transformations of the data CommentSpace will support shar-
ing of analysis procedures and provide important context to enrich traditional computational trails of data
provenance. One analyst might transform the data to produce a derived product such as a mean and another
could annotate the transform to suggest “Might be better off using a robust statistic such as the median.”
Such comments could serve as a mechanism for analysts to better review one another’s transformations and
thereby provide greater visibility on the analysis process itself.

6.2 Using E-mail to Bootstrap Analysis of Social Context
Assessing the social scalability of our approach in an ecologically valid fashion requires a large-scale de-
ployment of suitably mature analysis tools. Such a deployment will be infeasible in the early stages of our
research. We intend to bootstrap this process by using e-mail as a testbed for designing social communi-
cation analysis tools. This application will serve as a proxy (and adjunct) for analysis and visualization
of social context. Prior research has investigated usage practices surrounding e-mail [4, 73] and developed
new interfaces intended to improve e-mail management [41, 53, 57, 78]. These systems aim to enhance
personal productivity, for example by surfacing one’s regular correspondents, depicting temporal patterns,
or surfacing aging mail in need of a response. Other systems attempt to visualize communication pat-
terns [22, 32, 55, 66–68] in order to analyze those structures or reflect on personal relationships. Our goals
are related, but with a shifted focus: we will develop an e-mail analysis tool as a milestone project to
seed our work on surfacing communication and activity patterns within analysis.

E-mail is an attractive data type for bootstrapping our efforts. There is a great deal of available data in
our own inboxes, providing non-trivial data sets to work with. Our inboxes contain messages regarding a
number of analysis tasks; for Co-PI Hellerstein this includes his logs of the time-constrained, multi-party
amateur search and rescue effort to find missing computer scientist Jim Gray [31]—a process involving
rapid organizational development, role assignment, and matching of volunteers to tasks. Working with email
has several benefits including (a) forcing us to prototype our interactive approach to data cleaning, entity
resolution, and social network extraction, (b) as our tools mature, we can easily integrate e-mail archives
within the SAM as an additional source of social context, and (c) by releasing an e-mail client plug-in, we
can gain user feedback on our designs as we concurrently build an analysis suite.

We will import data into the SAM using ingesters for common e-mail transfer protocols (POP, IMAP) and
a plug-in for the open source Thunderbird mail client. Collected e-mail will serve as a natural testbed for
investigating approaches to surfacing and analyzing social context (Section 4). As the ingestion process will
require us to transform data and write scripts, e-mail analysis will also bootstrap our code management tools
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(Section 5). For example, we have already developed scalable, database-managed scripts for computing
network metrics such as PageRank and clustering coefficients, and have begun scripts for text analysis
methods such as q-gram similarity.

6.3 Bellhop: Interactive, Collaborative Data Profiling
As with our discussion of social context, we need to bootstrap our assessment of our proposal to enable
collaboration with interactive statistics via online aggregation. To this end, we will build a collaborative,
interactive data profiling tool we are calling Bellhop – named after a batch-oriented data profiler called
Bellman developed in the 1990’s [43].

It is common practice for analysts to begin exploratory data analysis in relational databases by computing
data profiles that provide summaries of coarse statistics across the databases. Common profile elements
include column-summary statistics like means, medians, standard deviations, and frequent values. They
also include identification of potential keys per table (row identifiers) and likely foreign keys (references)
across tables, as well as likely “join paths” that can be used to connect tables. A number of these profile
statistics can be directly estimated via known online aggregation techniques, others have been less studied
but look tractable; development of online profile algorithms fits into the goals of Section 5.

The advantage of building Bellhop is that data profiles are a common “entry path” into different data analy-
ses. So on one hand they are likely to receive shared attention over time from many analysts, but on the other
hand are only of casual interest in many cases, since analysts are likely to proceed deeper into the data after
a glance at the profile. This is an ideal setting for beginning our evaluation of ways that analysts manage is-
sues around approximation, impatience with processing, and collaboration over time. For example, the first
analyst to play with a data set may run profiling queries for a short time, stop and save their outputs, tag a
feature of interest and move on to a deeper analysis. The next analyst may distrust the degree of uncertainty
in certain stored profile results and continue their execution, tagging the refined results before moving on to
their own analyses. A third analyst may let certain profiling tasks run to absolute completion. Over time, the
refinement of profile results and their discussion should provide a historical record of shared analysis and
discussion.

7 Evaluation: Metrics and Methodology
The applications we develop will serve as testbeds for experimenting with a variety of approaches and build-
ing blocks to support scalable social data analysis. A key feature of our approach is that it ties together issues
of scalability and performance commonly addressed by database researchers, with issues of utility, usability
and quality of analysis results that are usually studied by HCI researchers. As a result we believe it is crucial
to evaluate the effectiveness of our application designs using methodologies from both communities.

Our work aims to emphasize real-time interaction with massive data sets. Thus, our applications and un-
derlying software components will be designed to use statistical approximations that progressively refine
the quality of transformations and visualizations. Regardless of data set size, the applications will immedi-
ately display initial results and continuously refine the results based on statistical samples of the data, when
possible providing confidence intervals or other statistical assessments of uncertainty. We will measure re-
sponsiveness of the applications in terms of latency (how quickly first results are displayed), update rates
(how quickly results are updated as they are refined), quality (confidence of estimate) and speed with which
a given quality is achieved (how quickly a confidence interval threshold is reached with 95% confidence).
Scalability will be evaluated on Cloud Computing infrastructure, using data sets whose sizes vary by orders
of magnitude, and include a variety of underlying statistical properties generated both synthetically and from
real data.
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In addition to the core system measurements of our component technologies, we plan to measure the utility
of our approaches and tools in human sensemaking. As a first step, we wish to gain more insight into the
needs and practices of real-world analysts. To do so, we plan to conduct fieldwork observing and interview-
ing analysts at a number of collaborating institutions, including FOX Audience Network, Yahoo!, and the
NYSE (see letters of support). Our contextual inquiry [6] will investigate data collection and curation pro-
cesses, and the analysis approaches used by various groups within these institutions. We suspect that a key
challenge of scaling tools across an organization is not just the sheer number of people, but also the diversity
of roles. We will attempt to observe the social dynamics and group incentives within these organizations, in-
cluding the collaborations (or “hand-offs”) between groups with potentially diverse organizational roles. We
believe that this investigation will be highly informative of our subsequent design and development efforts.

In order to develop useful and effective applications, we will rapidly iterate using the three stage design–
prototype–evaluate cycle. Our aim is to produce prototype applications quickly and then observe and inter-
view analysts as they work with these prototypes to solve real-world analysis problems. Initial evaluations
will be performed using both informal and controlled deployments with university students engaged in anal-
ysis tasks; we plan to evaluate more mature prototypes with analysts at collaborating institutions, ideally
leveraging “informants” established in our contextual inquiry. Based on these observations and feedback we
will iteratively refine the design of our algorithms, interfaces and visualizations to better serve analysts.

To assess the quality of analysis we will develop a set of analysis tasks and scenarios that are based on the
datasets used in each application. For example, with CommentSpace we can use U.S. census data (e.g., 15
decades of data from ipums.org, also used in our Sense.us system) and ask analysts to “Find evidence of
gender bias in US jobs.” Other data sets of interest include those used in the annual IEEE VAST analysis
contests [60]. These sets are derived from real-world intelligence data, and are released in conjunction with
well-specified analysis tasks whose outcome can be compared against those of past contest submissions.

We will observe analysts as they use our applications to perform such analyses and then apply content
analysis techniques [46] to the resulting social interactions (e.g., comments, annotations) in which trained
experimenters classify comments (e.g., is it a hypothesis, a question, etc.) and rate the quality of each
comment and annotation left by the analysts. We will measure the degree to which our tools, such as
the linking and tagging structures supported by CommentSpace, lead to more hypotheses, better evidence
gathering and more efficient distribution of tasks. We will also compare our applications to earlier state-of-
the-art applications (e.g. Sense.us, Outlook, Thunderbird, business intelligence tools, Excel, etc.) to check
whether our applications increase the quality, efficiency and depth of analysis.

A key goal of our work is to understand how well our social data analysis tools scale as the number of
analysts grows and the social structure of the analysts changes. A small group of three to five analysts in
a single company is likely to work in a very different manner from a group of hundreds of casual analysts
collaborating via the Internet to analyze a dataset. To study the effects of group size and structure we will
work with a variety of different sized groups. Initially we will study how small groups of graduate students
work with the system and then scale up the system to work with larger groups of students (at the graduate,
undergraduate and eventually high-school levels) within a classroom. With students we will focus on the
educational benefits of our tools and again use content analysis methods [46] to examine how they increase
the level of discourse and analysis about the data in the classroom. We will also work with teams of analysts
in companies such as the Fox Audience Network (see letter of support) to compare their analysis approaches
to those of the students. In parallel we will provide public access to many of our applications via the Web
and open source and study how they are used in the wild as varied networked users work together to make
sense of the data.
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Throughout each of these studies we will use our observations, interviews with analysts, recorded usage
data, and content analysis to assess the effectiveness and malleability of our social analysis model. While
we believe that surfacing provenance and activity data can aid analysis, this process inevitably introduces
additional complexity. To assess such trade-offs, our evaluations will also include (a) analyses of what forms
of social activity data analysts access and utilize as part of their work and (b) controlled experiments that
vary the types and richness of contextual data provided in order to assess their effect on analysis outcomes.

8 Results from Prior NSF Funding
PI Maneesh Agrawala is an Associate Professor of Electrical Engineering and Computer Science at the
University of California, Berkeley. His research investigates how understanding of human perception and
cognition can be used to improve the effectiveness of visualizations. He has received an Okawa Foundation
Research Grant in 2006, a Sloan Fellowship in 2007 and a SIGGRAPH Significant New Researcher award
in 2008. He also received an NSF CAREER award #CCF-0643552 CAREER: Design Principles, Algo-
rithms, and Interfaces for Visual Communication, $400,000 in 2007 and an NSF HCC award #IIS-0812562
HCC-Small: Collaborative Research: Design and Evaluation of the Next Generation of E-book Readers,
$75,999 in 2008. While these awards have enabled work that has appeared in a variety of venues including
SIGGRAPH, IEEE Information Visualization, and UIST, as well as recent best paper awards at SIGCHI and
Graphics Interface, neither of these previous NSF awards overlaps with the work described in this document.

Co-PI Jeffrey Heer has not yet received any funding from NSF.

Co-PI Joseph M. Hellerstein has been involved in a number of NSF awards in the last five years. Three
are currently active, but entering their final year, and focused in rather different areas of computing than this
proposal: III-COR; Dynamic Meta-Compilation in Networked Information Systems (0713661, 09/01/2007
- 08/31/2010, $450,000), NeTS-NBD: SCAN: Statistical Collaborative Analysis of Networks (0722077,
01/01/2008 - 12/31/2010, $249,000), NGNI-Medium: MUNDO: Managing Uncertainty in Networks with
Declarative Overlays (09/01/2008 - 08/31/2010, $303,872). The remainder are completed: ITR: Data on
the Deep Web: Queries, Trawls, Policies and Countermeasures (0205647, 10/2002 - 9/2007, $1,675,000),
Adaptive Dataflow: Eddies, SteMs and FLuX (0208588, 08/2002 - 07/2005, $299,998), Query Processing
in Structured Peer-to-Peer Networks (0209108, 08/2002 – 07/2005, $179,827), and ITR: Robust Large Scale
Distributed System (5710001486, 10/2002 – 9/2007, $2,840,869). The most relevant of these awards is the
ITR involving Data on the Deep Web, which funded Hellerstein’s influential Telegraph project on adaptive
query processing of Web and Stream data (http://telegraph.cs.berkeley.edu). The work produced many pres-
tigious papers including Best Paper awards at VLDB 2004 and IEEE SPOTS 2006, and a paper at SIGMOD
2006 chosen for the CACM Research Highlights to appear this fall. It led to the education of numerous
graduate students (three now faculty members at leading research universities), provided research opportu-
nities for seven undergraduates, and led to the founding of a startup company called Truviso by one of the
funded graduate students, which is still in business. Two other influential open source projects came out of
that proposal: the P2 Declarative Networking system and the PIER Internet-scale query processor.
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E Collaboration Plan
Although Visualization, Databases, HCI and Social Computing are strongly interrelated areas of Computer
Science, they are usually studied independently. A key feature of this proposal is that it brings together ideas
from all of these areas, with PIs that have expertise in one or more of each of them: Visualization (Agrawala,
Heer), Databases (Hellerstein), HCI (Agrawala, Heer) and Social Computing (Heer).

The PIs already have a history of working together. Heer recently graduated from Agrawala’s group and
is now an Assistant Professor at Stanford. They have co-authored many papers together on many different
topics in Visualization and Collaborative Data Analysis. Hellerstein has developed a wide variety of core
Database technologies and all three PIs have had joint weekly research meetings for the past two years to
discuss our shared interests in Scalable Social Data Analysis. Hellerstein taught a graduate seminar course
on Data Management for Collaborative Environments in Spring 2009 based on these discussions.

The primary mechanism for collaborating on research projects and discussing research ideas is the joint ad-
vising of students. Mentoring graduate students is the key to vibrant and successful academic collaboration.
The PIs envision working closely with graduate students at both Berkeley and Stanford in co-advising rela-
tionships. Already the PIs are playing co-advisory roles for Berkeley Ph.D. students Wesley Willett, Kuang
Chen and incoming Stanford Ph.D. student Diana MacLean. Our experience is that the close proximity of
Berkeley and Stanford significantly facilitates such mentoring and collaboration between the PIs and their
students. Hellerstein has a long track record of co-advising students, including students who are now fac-
ulty at MIT (Sam Madden) and University of Pennsylvania (Boon Thau Loo). Loo was co-advised across
the areas of databases and networking, with Prof. Ion Stoica. Alexandra Meliou is another Ph.D. alumna
beginning a post-doc at U. Washington, co-advised by Hellerstein and CMU Prof. Carlos Guestrin, whose
area is Machine Learning.

All three PIs are deeply committed to mentoring and producing students with skills that span Visualization,
Databases, HCI and Social Computing. As we have noted, research in each of these areas has largely been
conducted independently and instances of sharing insights and approaches between the communities have
been rare. We aim to fill this gap as we believe that the best way to develop new, scalable tools for analyzing
very large datasets is to train students in this combination of areas.

E.1 PI Roles and Responsibilities
This project will be directed by PI Agrawala through the Department of Electrical Engineering and Com-
puter Science at the University of California, Berkeley. Agrawala will be responsible for overall manage-
ment of the project including maintaining the schedule of weekly meetings of the entire team and submitting
NSF progress reports.

All three PIs will work together closely with graduate students at Berkeley and Stanford to develop the social
analysis model (SAM) (Section 3). However, each PI will also take primary responsibility for developing
one of the applications described in Section 6. More specifically, Agrawala will lead the effort to develop
CommentSpace (Section 6.1). Co-PI Heer will lead the effort to develop the tools required to use email
for bootstrapping the analysis of social context (Section 6.2). Co-PI Hellerstein will lead the effort to
develop the Bellhop data profiler. Each PI will also direct the effort to evaluate their respective applications.
Nevertheless, we expect to collaborate closely on developing all of the applications as they will be built
using the same underlying SAM and share analytic libraries and visual components.
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E.2 Project Management Across Investigators, Institutions and Disciplines
While PI Agrawala will be responsible for the overall management of the project, we believe that the close
proximity of Berkeley and Stanford as well as the strong ties and working relationships of the PIs will enable
extensive cross-fertilization and deep collaboration. We expect that many of the graduate students will be
co-advised by various combinations of or even all three of the PIs. The tightly integrated research plan is
also designed to further foster the collaboration as all of the applications we build will be based on the SAM
and many of the tools and techniques we develop will be designed to work with all of the applications.

All three PIs have a long and successful history of interdisciplinary projects across multiple institutions,
often involving faculty from a variety of other disciplines.

E.3 Specific Coordination Mechanisms
Weekly Team and Project Meetings: The entire team of PIs and graduate students will meet weekly to
discuss progress and identify next steps. In addition to meeting as a complete team, each PI will also meet
with their graduate students to discuss progress on the specific applications. The team meetings will be held
using conference calls and shared desktop/whiteboard software. At least once a month the complete team
will meet at either Berkeley or Stanford rather than teleconference, to provide better face-to-face discussion.

Yearly Workshop on Scalable Social Data Analysis: In order to provide better connection between the
Visualization, Database and HCI communities, we will hold a day-long workshop once a year on the topic
of scalable social data analysis. We will invite team members as well as researchers and data analysts from
a variety of organizations (including our industrial partners – see letters of support) to give talks or present
posters. The workshop will be open to the public and based on past experience we believe there is great
interest in having such a workshop. Agrawala and Heer previously organized such a workshop at Berkeley in
Fall Spring 2006 on the general topic of Visualization and many participants have encouraged us to continue
to hold such meetings.

E.4 Budget Line Items Supporting Coordination Mechanisms
The weekly team and project meetings do not require additional budget because of the proximity of the
institutions. We have allocated $1625 of the yearly budget as Workshop Expense (see Berkeley budget) to
hold the workshop.
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