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Predictive Interaction



My software doesn’t know 
what I’m trying to do.



What if it did? 
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Hints of Intelligent Interaction



Type-ahead uses context 
and data to predict search 
terms and preview results.
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The input and output domains are the same: text.
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What about more complex input/output relations?
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Model the task as a program (often a sequence).
Formalism for reasoning about actions (enumeration, ranking, …).
Provides means of learning from usage.
Can be re-applied to new inputs.
Cross-compile to different runtimes.



E X A M P L E :  
Data Visualization
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VizQL: A DSL for Tabular Visualization

Operators: 
concatenation (+) 
cross product (x) 
nest (\)  

Operands: 
Ordinal fields 
Quantitative fields 

The operators (+, x, \) and operands (O, Q) 
provide an algebra for tabular visualization. 

Algebraic statements are then compiled to: 
 Visualizations: partitions, visual encodings 
 Queries: selection, projection, group-by… 

Users make statements via drag-and-drop 
    This specifies parameters, not operators! 
 Operators inferred by data type (O, Q)
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Mapping from Textual to Visual Languages

Data VisVizQL

Lift

Visualization and Interaction

Schema Shelvesdrag-and-drop

GroundDSL = Lift ∘ Interact ∘ Ground
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Domain Specific Language (DSL)

Are the Languages Isomorphic?

Data VisVizQL

Lift

Visualization and Interaction

Schema Shelvesdrag-and-drop

Ground

O + O?O x O?

DSL more expressive than UI





Lyra: A Visualization Design Environment. Arvind Satyanarayan & J. Heer. EuroVis’14



E X A M P L E :  
Data Wrangling



I spend more than half of my time 
integrating, cleansing and transforming 
data without doing any actual analysis. 
Most of the time I’m lucky if I get to do 
any “analysis” at all. 

Anonymous Data Scientist 
from our 2012 interview study









DataWrangler

Wrangler: Interactive Visual Specification of Data Transformation Scripts 
Sean Kandel et al. CHI’11





Visualization and Interaction 

Data Transformation Code

Traditional Specification



Visualization and Interaction 

Data Transformation Code

User authors a draft 
transformation script

1.

Traditional Specification



Visualization and Interaction 

Data Transformation Code

User authors a draft 
transformation script

User tests the script on a small 
amount of data

1. 2.

Traditional Specification



Visualization and Interaction 

Data Transformation Code

User authors a draft 
transformation script

User tests the script on a small 
amount of data

User inspects output data to 
assess effects

1. 2.

3.

Traditional Specification
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Visualization and Interaction 

Data Transformation Code

User highlights 
features of a data 
visualization

Data previews 
allow user to 
choose, adjust 
and confirm

Algorithms 
predict 
distribution over 
DSL statements

1. 3.

2.

Predictive Interaction
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/(?<=adtam_source\=)[^\&]*(?=\&)/
Look-behind Look-ahead

What (not) to match



/(?<=adtam_source\=)[^\&]*(?=\&)/
Escaped Literal Characters

Control Characters



Write once, read never.



after: ‘adtam_source=’ before: ‘&’
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Column Selection 
Row Selection 
Formula 
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Number 
String 
Boolean 

Inference Procedure
1. User Makes Selection(s)
2. Infer Parameter Sets
3. Generate Compatible Transforms
4. Rank & Cluster Transforms
5. Present Top Results
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Why Domain-Specific Languages?

Model the task (often as a sequence). 
Formalism for reasoning about actions. 
Provides means of learning from usage. 
Can be re-applied to new inputs. 
Cross-compile to different runtimes.

Necessary Components:
1. Content Representations
2. Language Model
3. Preview Mechanisms
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Language Design Considerations

Expressivity. Supports the tasks.

Problem domain fit. Nouns and verbs 
match domain understanding.

Small surface area. Permits tractable 
inference, less for users to learn.

Bootstrap ranking. Can the language 
model provide useful suggestions 
without extensive training data?
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Opportunities & Challenges

Ambiguity of Input, Ambiguity of Intent 

Applicable Problem Domains & Language Designs 

Mixed-Initiative Interaction 

User Performance Cliffs 

Error Handling & Non-Deterministic Programs 

Development Costs
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Prototype task structures. Analogous to information architecture. 

Interface Synthesis 
Orchestrate application architecture, generate UI elements from DSL. 
History management, undo, redo, etc provided automatically. 
Developers provide custom content representations. 

Interfaces that Learn 
Provide standard set of inference procedures. 
Synthesize instrumentation to enable learning over time. 
Visualize and inspect domain-adapted language models.
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