
6 Quantum search algorithms

Suppose you are given a map containing many cities, and wish to determine the shortest

route passing through all cities on the map. A simple algorithm to find this route is to

search all possible routes through the cities, keeping a running record of which route has

the shortest length. On a classical computer, if there are N possible routes, it obviously

takes O(N ) operations to determine the shortest route using this method. Remarkably,
there is a quantum search algorithm, sometimes known as Grover’s algorithm, which

enables this search method to be sped up substantially, requiring onlyO(
√

N ) operations.
Moreover, the quantum search algorithm is general in the sense that it can be applied

far beyond the route-finding example just described to speed up many (though not all)

classical algorithms that use search heuristics.

In this chapter we explain the fast quantum search algorithm. The basic algorithm is

described in Section 6.1. In Section 6.2 we derive the algorithm from another point of

view, based on the quantum simulation algorithm of Section 4.7. Three important appli-

cations of this algorithm are also described: quantum counting in Section 6.3, speedup of

solution of NP-complete problems in Section 6.4, and search of unstructured databases

in Section 6.5. One might hope to improve upon the search algorithm to do even better

than a square root speedup but, as we show in Section 6.6, it turns out this is not possible.

We conclude in Section 6.7 by showing that this speed limit applies to most unstructured

problems.

6.1 The quantum search algorithm

Let us begin by setting the stage for the search algorithm in terms of an oracle, similar to

that encountered in Section 3.1.1. This allows us to present a very general description of

the search procedure, and a geometric way to visualize its action and see how it performs.

6.1.1 The oracle

Suppose we wish to search through a search space of N elements. Rather than search the

elements directly, we concentrate on the index to those elements, which is just a number

in the range 0 to N − 1. For convenience we assume N = 2n, so the index can be stored

in n bits, and that the search problem has exactly M solutions, with 1 ≤ M ≤ N . A
particular instance of the search problem can conveniently be represented by a function

f , which takes as input an integer x, in the range 0 to N − 1. By definition, f (x) = 1 if
x is a solution to the search problem, and f (x) = 0 if x is not a solution to the search
problem.

Suppose we are supplied with a quantum oracle – a black box whose internal workings

we discuss later, but which are not important at this stage – with the ability to recognize

solutions to the search problem. This recognition is signalled by making use of an oracle
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qubit. More precisely, the oracle is a unitary operator, O, defined by its action on the
computational basis:

|x〉|q〉 O→ |x〉|q ⊕ f (x)〉 , (6.1)

where |x〉 is the index register, ⊕ denotes addition modulo 2, and the oracle qubit |q〉 is
a single qubit which is flipped if f (x) = 1, and is unchanged otherwise. We can check
whether x is a solution to our search problem by preparing |x〉|0〉, applying the oracle,
and checking to see if the oracle qubit has been flipped to |1〉.
In the quantum search algorithm it is useful to apply the oracle with the oracle qubit

initially in the state (|0〉 − |1〉)/
√
2, just as was done in the Deutsch–Jozsa algorithm of

Section 1.4.4. If x is not a solution to the search problem, applying the oracle to the state
|x〉(|0〉 − |1〉)/

√
2 does not change the state. On the other hand, if x is a solution to the

search problem, then |0〉 and |1〉 are interchanged by the action of the oracle, giving a
final state −|x〉(|0〉 − |1〉)/

√
2. The action of the oracle is thus:

|x〉
( |0〉 − |1〉√

2

)

O−→ (−1)f (x)|x〉
( |0〉 − |1〉√

2

)

. (6.2)

Notice that the state of the oracle qubit is not changed. It turns out that this remains

(|0〉 − |1〉)/
√
2 throughout the quantum search algorithm, and can therefore be omitted

from further discussion of the algorithm, simplifying our description.

With this convention, the action of the oracle may be written:

|x〉 O−→ (−1)f (x)|x〉 . (6.3)

We say that the oracle marks the solutions to the search problem, by shifting the phase

of the solution. For an N item search problem with M solutions, it turns out that we

need only apply the search oracle O(
√

N/M ) times in order to obtain a solution, on a

quantum computer.

This discussion of the oracle without describing how it works in practice is rather

abstract, and perhaps even puzzling. It seems as though the oracle already knows the

answer to the search problem; what possible use could it be to have a quantum search

algorithm based upon such oracle consultations?! The answer is that there is a distinction

between knowing the solution to a search problem, and being able to recognize the

solution; the crucial point is that it is possible to do the latter without necessarily being

able to do the former.

A simple example to illustrate this is the problem of factoring. Suppose we have been

given a large number, m, and told that it is a product of two primes, p and q – the
same sort of situation as arises in trying to break the RSA public key cryptosystem

(Appendix 5). To determine p and q, the obvious method on a classical computer is to
search all numbers from 2 through m1/2 for the smaller of the two prime factors. That

is, we successively do a trial division of m by each number in the range 2 to m1/2, until

we find the smaller prime factor. The other prime factor can then be found by dividing

m by the smaller prime. Obviously, this search-based method requires roughlym1/2 trial

divisions to find a factor on a classical computer.

The quantum search algorithm can be used to speed up this process. By definition,

the action of the oracle upon input of the state |x〉 is to dividem by x, and check to see if
the division is exact, flipping the oracle qubit if this is so. Applying the quantum search

algorithm with this oracle yields the smaller of the two prime factors with high probability.
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But to make the algorithm work, we need to construct an efficient circuit implementing

the oracle. How to do this is an exercise in the techniques of reversible computation.

We begin by defining the function f (x) ≡ 1 if x divides m, and f (x) = 0 otherwise;
f (x) tells us whether the trial division is successful or not. Using the techniques of
reversible computation discussed in Section 3.2.5, construct a classical reversible circuit

which takes (x, q) – representing an input register initially set to x and a one bit output
register initially set to q – to (x, q ⊕ f (x)), by modifying the usual (irreversible) classical
circuit for doing trial division. The resource cost of this reversible circuit is the same to

within a factor two as the irreversible classical circuit used for trial division, and therefore

we regard the two circuits as consuming essentially the same resources. Furthermore, the

classical reversible circuit can be immediately translated into a quantum circuit that takes

|x〉|q〉 to |x〉|q ⊕ f (x)〉, as required of the oracle. The key point is that even without
knowing the prime factors ofm, we can explicitly construct an oracle which recognizes
a solution to the search problem when it sees one. Using this oracle and the quantum

search algorithm we can search the range 2 to m1/2 using O(m1/4) oracle consultations.

That is, we need only perform the trial division roughly m1/4 times, instead of m1/2

times, as with the classical algorithm!

The factoring example is conceptually interesting but not practical: there are classical

algorithms for factoring which work much faster than searching through all possible

divisors. However, it illustrates the general way in which the quantum search algorithm

may be applied: classical algorithms which rely on search-based techniques may be sped

up using the quantum search algorithm. Later in this chapter we examine scenarios where

the quantum search algorithm offers a genuinely useful aid in speeding up the solution

of NP-complete problems.

6.1.2 The procedure

Schematically, the search algorithm operates as shown in Figure 6.1. The algorithm

proper makes use of a single n qubit register. The internal workings of the oracle, in-
cluding the possibility of it needing extra work qubits, are not important to the description

of the quantum search algorithm proper. The goal of the algorithm is to find a solution

to the search problem, using the smallest possible number of applications of the oracle.

The algorithm begins with the computer in the state |0〉⊗n. The Hadamard transform

is used to put the computer in the equal superposition state,

|ψ〉 = 1

N 1/2

N−1
∑

x=0

|x〉 . (6.4)

The quantum search algorithm then consists of repeated application of a quantum

subroutine, know as the Grover iteration or Grover operator, which we denote G. The
Grover iteration, whose quantum circuit is illustrated in Figure 6.2, may be broken up

into four steps:

(1) Apply the oracle O.

(2) Apply the Hadamard transform H⊗n.

(3) Perform a conditional phase shift on the computer, with every computational basis

state except |0〉 receiving a phase shift of −1,

|x〉 → −(−1)δx0 |x〉. (6.5)
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(4) Apply the Hadamard transform H⊗n.

Exercise 6.1: Show that the unitary operator corresponding to the phase shift in the

Grover iteration is 2|0〉〈0| − I.

Figure 6.1. Schematic circuit for the quantum search algorithm. The oracle may employ work qubits for its

implementation, but the analysis of the quantum search algorithm involves only the n qubit register.

Figure 6.2. Circuit for the Grover iteration, G.

Each of the operations in the Grover iteration may be efficiently implemented on

a quantum computer. Steps 2 and 4, the Hadamard transforms, require n = log(N )
operations each. Step 3, the conditional phase shift, may be implemented using the

techniques of Section 4.3, using O(n) gates. The cost of the oracle call depends upon
the specific application; for now, we merely need note that the Grover iteration requires

only a single oracle call. It is useful to note that the combined effect of steps 2, 3, and 4

is

H⊗n(2|0〉〈0| − I)H⊗n = 2|ψ〉〈ψ| − I , (6.6)

where |ψ〉 is the equally weighted superposition of states, (6.4). Thus the Grover iteration,
G, may be written G = (2|ψ〉〈ψ| − I)O.

Exercise 6.2: Show that the operation (2|ψ〉〈ψ| − I) applied to a general state
∑

k αk|k〉 produces
∑

k

[

−αk + 2〈α〉
]

|k〉 , (6.7)
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where 〈α〉 ≡ ∑

k αk/N is the mean value of the αk. For this reason,

(2|ψ〉〈ψ| − I) is sometimes referred to as the inversion about mean operation.

6.1.3 Geometric visualization

What does the Grover iteration do? We have noted that G = (2|ψ〉〈ψ|− I)O. In fact, we
will show that the Grover iteration can be regarded as a rotation in the two-dimensional

space spanned by the starting vector |ψ〉 and the state consisting of a uniform superpo-
sition of solutions to the search problem. To see this it is useful to adopt the convention

that
∑′

x indicates a sum over all x which are solutions to the search problem, and
∑′′

x in-

dicates a sum over all x which are not solutions to the search problem. Define normalized
states

|α〉 ≡ 1√
N − M

∑

x

′′ |x〉 (6.8)

|β〉 ≡ 1√
M

∑

x

′ |x〉 . (6.9)

Simple algebra shows that the initial state |ψ〉 may be re-expressed as

|ψ〉 =
√

N − M

N
|α〉 +

√

M

N
|β〉 , (6.10)

so the initial state of the quantum computer is in the space spanned by |α〉 and |β〉.
The effect of G can be understood in a beautiful way by realizing that the oracle

operation O performs a reflection about the vector |α〉 in the plane defined by |α〉 and
|β〉. That is, O(a|α〉 + b|β〉) = a|α〉 − b|β〉. Similarly, 2|ψ〉〈ψ| − I also performs a
reflection in the plane defined by |α〉 and |β〉, about the vector |ψ〉. And the product of
two reflections is a rotation! This tells us that the stateGk|ψ〉 remains in the space spanned
by |α〉 and |β〉 for all k. It also gives us the rotation angle. Let cos θ/2 =

√

(N − M )/N ,
so that |ψ〉 = cos θ/2|α〉 + sin θ/2|β〉. As Figure 6.3 shows, the two reflections which
comprise G take |ψ〉 to

G|ψ〉 = cos 3θ
2
|α〉 + sin 3θ

2
|β〉 , (6.11)

so the rotation angle is in fact θ. It follows that continued application of G takes the state

to

Gk|ψ〉 = cos
(

2k + 1

2
θ

)

|α〉 + sin
(

2k + 1

2
θ

)

|β〉 . (6.12)

Summarizing, G is a rotation in the two-dimensional space spanned by |α〉 and |β〉,
rotating the space by θ radians per application of G. Repeated application of the Grover
iteration rotates the state vector close to |β〉. When this occurs, an observation in the
computational basis produces with high probability one of the outcomes superposed in

|β〉, that is, a solution to the search problem! An example illustrating the search algorithm
with N = 4 is given in Box 6.1.

Exercise 6.3: Show that in the |α〉, |β〉 basis, we may write the Grover iteration as

G =

[

cos θ − sin θ
sin θ cos θ

]

, (6.13)
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Figure 6.3. The action of a single Grover iteration, G: the state vector is rotated by θ towards the superposition

|β〉 of all solutions to the search problem. Initially, it is inclined at angle θ/2 from |α〉, a state orthogonal to |β〉.

An oracle operation O reflects the state about the state |α〉, then the operation 2|ψ〉〈ψ| − I reflects it about |ψ〉.

In the figure |α〉 and |β〉 are lengthened slightly to reduce clutter (all states should be unit vectors). After repeated

Grover iterations, the state vector gets close to |β〉, at which point an observation in the computational basis

outputs a solution to the search problem with high probability. The remarkable efficiency of the algorithm occurs

because θ behaves like Ω(
√

M/N ), so only O(
√

N/M ) applications of G are required to rotate the state vector

close to |β〉.

where θ is a real number in the range 0 to π/2 (assuming for simplicity that
M ≤ N/2; this limitation will be lifted shortly), chosen so that

sin θ =
2
√

M (N − M )

N
. (6.14)

6.1.4 Performance

How many times must the Grover iteration be repeated in order to rotate |ψ〉 near |β〉?
The initial state of the system is |ψ〉 =

√

(N − M )/N |α〉 +
√

M/N |β〉, so rotating
through arccos

√

M/N radians takes the system to |β〉. Let CI(x) denote the integer
closest to the real number x, where by convention we round halves down, CI(3.5) = 3,
for example. Then repeating the Grover iteration

R = CI

(

arccos
√

M/N

θ

)

(6.15)

times rotates |ψ〉 to within an angle θ/2 ≤ π/4 of |β〉. Observation of the state in the
computational basis then yields a solution to the search problem with probability at least

one-half. Indeed, for specific values of M and N it is possible to achieve a much higher

probability of success. For example, when M ≪ N we have θ ≈ sin θ ≈ 2
√

M/N , and
thus the angular error in the final state is at most θ/2 ≈

√

M/N , giving a probability
of error of at most M/N . Note that R depends on the number of solutions M , but not
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on the identity of those solutions, so provided we know M we can apply the quantum

search algorithm as described. In Section 6.3 we will explain how to remove even the

need for a knowledge of M in applying the search algorithm.

The form (6.15) is useful as an exact expression for the number of oracle calls used

to perform the quantum search algorithm, but it would be useful to have a simpler

expression summarizing the essential behavior of R. To achieve this, note from (6.15)

that R ≤ ⌈π/2θ⌉, so a lower bound on θ will give an upper bound on R. Assuming for
the moment that M ≤ N/2, we have

θ

2
≥ sin θ

2
=

√

M

N
, (6.16)

from which we obtain an elegant upper bound on the number of iterations required,

R ≤
⌈

π

4

√

N

M

⌉

. (6.17)

That is, R = O(
√

N/M ) Grover iterations (and thus oracle calls) must be performed

in order to obtain a solution to the search problem with high probability, a quadratic

improvement over the O(N/M ) oracle calls required classically. The quantum search

algorithm is summarized below, for the case M = 1.

Algorithm: Quantum search

Inputs: (1) a black box oracle O which performs the transformation

O|x〉|q〉 = |x〉|q ⊕ f (x)〉, where f (x) = 0 for all 0 ≤ x < 2n except x0, for which
f (x0) = 1; (2) n + 1 qubits in the state |0〉.

Outputs: x0.

Runtime: O(
√
2n) operations. Succeeds with probability O(1).

Procedure:

1. |0〉⊗n|0〉 initial state

2. → 1√
2n

2n−1
∑

x=0

|x〉
[ |0〉 − |1〉√

2

]

apply H⊗n to the first n qubits,

and HX to the last qubit

3. →
[

(2|ψ〉〈ψ| − I)O
]R 1√

2n

2n−1
∑

x=0

|x〉
[ |0〉 − |1〉√

2

]

apply the Grover iteration R ≈
⌈π

√
2n/4⌉ times.

≈ |x0〉
[ |0〉 − |1〉√

2

]

4. → x0 measure the first n qubits

Exercise 6.4: Give explicit steps for the quantum search algorithm, as above, but for

the case of multiple solutions (1 < M < N/2).

What happens when more than half the items are solutions to the search problem, that

is, M ≥ N/2? From the expression θ = arcsin(2
√

M (N − M )/N ) (compare (6.14)) we
see that the angle θ gets smaller as M varies from N/2 to N . As a result, the number of
iterations needed by the search algorithm increases with M , for M ≥ N/2. Intuitively,
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this is a silly property for a search algorithm to have: we expect that it should become

easier to find a solution to the problem as the number of solutions increases. There are

at least two ways around this problem. If M is known in advance to be larger than N/2
then we can just randomly pick an item from the search space, and then check that it is

a solution using the oracle. This approach has a success probability at least one-half, and

only requires one consultation with the oracle. It has the disadvantage that we may not

know the number of solutions M in advance.

In the case where it isn’t known whether M ≥ N/2, another approach can be used.
This approach is interesting in its own right, and has a useful application to simplify the

analysis of the quantum algorithm for counting the number of solutions to the search

problem, as presented in Section 6.3. The idea is to double the number of elements in the

search space by adding N extra items to the search space, none of which are solutions.

As a consequence, less than half the items in the new search space are solutions. This is

effected by adding a single qubit |q〉 to the search index, doubling the number of items to
be searched to 2N . A new augmented oracle O′ is constructed which marks an item only

if it is a solution to the search problem and the extra bit is set to zero. In Exercise 6.5 you

will explain how the oracle O′ may be constructed using one call to O. The new search
problem has only M solutions out of 2N entries, so running the search algorithm with

the new oracle O′ we see that at most R = π/4
√

2N/M calls to O′ are required, and it

follows that O(
√

N/M ) calls to O are required to perform the search.

Exercise 6.5: Show that the augmented oracle O′ may be constructed using one

application of O, and elementary quantum gates, using the extra qubit |q〉.

The quantum search algorithm may be used in a wide variety of ways, some of which

will be explored in subsequent sections. The great utility of the algorithm arises because

we do not assume any particular structure to the search problems being performed. This

is the great advantage of posing the problem in terms of a ‘black box’ oracle, and we

adopt this point of view whenever convenient through the remainder of this chapter. In

practical applications, of course, it is necessary to understand how the oracle is being

implemented, and in each of the practical problems we concern ourselves with an explicit

description of the oracle implementation is given.

Exercise 6.6: Verify that the gates in the dotted box in the second figure of Box 6.1

perform the conditional phase shift operation 2|00〉〈00| − I, up to an
unimportant global phase factor.

6.2 Quantum search as a quantum simulation

The correctness of the quantum search algorithm is easily verified, but it is by no means

obvious how one would dream up such an algorithm from a state of ignorance. In this

section we sketch a heuristic means by which one can ‘derive’ the quantum search algo-

rithm, in the hope of lending some intuition as to the tricky task of quantum algorithm

design. As a useful side effect we also obtain a deterministic quantum search algorithm.

Because our goal is to obtain insight rather than generality, we assume for the sake of

simplicity that the search problem has exactly one solution, which we label x.

Our method involves two steps. First, we make a guess as to a Hamiltonian which
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Box 6.1: Quantum search: a two-bit example

Here is an explicit example illustrating how the quantum search algorithm works

on a search space of size N = 4. The oracle, for which f (x) = 0 for all x except
x = x0, in which case f (x0) = 1, can be taken to be one of the four circuits

� � � �� � � �

� � � �� � � �

� � � �� � � �

� � � �� � � �

corresponding to x0 = 0, 1, 2, or 3 from left to right, where the top two qubits carry
the query x, and the bottom qubit carries the oracle’s response. The quantum circuit
which performs the initial Hadamard transforms and a single Grover iteration G is

Initially, the top two qubits are prepared in the state |0〉, and the bottom one as

|1〉. The gates in the dotted box perform the conditional phase shift operation

2|00〉〈00| − I. How many times must we repeat G to obtain x0? From Equa-

tion (6.15), using M = 1, we find that less than one iteration is required. It turns

out that because θ = π/3 in (6.14), only exactly one iteration is required, to per-
fectly obtain x0, in this special case. In the geometric picture of Figure 6.3, our
initial state |ψ〉 = (|00〉+ |01〉+ |10〉+ |11〉)/2 is 30◦ from |α〉, and a single rotation
by θ = 60◦ moves |ψ〉 to |β〉. You can confirm for yourself directly, using the

quantum circuits, that measurement of the top two qubits gives x0, after using the
oracle only once. In contrast, a classical computer – or classical circuit – trying to

differentiate between the four oracles would require on average 2.25 oracle queries!

solves the search problem. More precisely, we write down a Hamiltonian H which de-

pends on the solution x and an initial state |ψ〉 such that a quantum system evolving

according to H will change from |ψ〉 to |x〉 after some prescribed time. Once we’ve
found such a Hamiltonian and initial state, we can move on to the second step, which is

to attempt to simulate the action of the Hamiltonian using a quantum circuit. Amazingly,

following this procedure leads very quickly to the quantum search algorithm! We have

already met this two-part procedure while studying universality in quantum circuits, in

Problem 4.3, and it also serves well in the study of quantum searching.

We suppose that the algorithm starts with the quantum computer in a state |ψ〉. We’ll
tie down what |ψ〉 should be later on, but it is convenient to leave |ψ〉 undetermined
until we understand the dynamics of the algorithm. The goal of quantum searching is to
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change |ψ〉 into |x〉 or some approximation thereof. What Hamiltonians might we guess
do a good job of causing such an evolution? Simplicity suggests that we should guess

a Hamiltonian constructed entirely from the terms |ψ〉 and |x〉. Thus, the Hamiltonian
must be a sum of terms like |ψ〉〈ψ|, |x〉〈x|, |ψ〉〈x| and |x〉〈ψ|. Perhaps the simplest
choices along these lines are the Hamiltonians:

H = |x〉〈x| + |ψ〉〈ψ| (6.18)

H = |x〉〈ψ| + |ψ〉〈x|. (6.19)

It turns out that both these Hamiltonians lead to the quantum search algorithm! For now,

however, we restrict ourselves to analyzing the Hamiltonian in Equation (6.18). Recall

from Section 2.2.2 that after a time t, the state of a quantum system evolving according
to the Hamiltonian H and initially in the state |ψ〉 is given by

exp(−iHt)|ψ〉 . (6.20)

Intuitively it looks pretty good: for small t the effect of the evolution is to take |ψ〉 to
(I − itH)|ψ〉 = (1 − it)|ψ〉 − it〈x|ψ〉|x〉. That is, the |ψ〉 vector is rotated slightly,
into the |x〉 direction. Let’s actually do a full analysis, with the goal being to determine
whether there is a t such that exp(−iHt)|ψ〉 = |x〉. Clearly we can restrict the analysis
to the two-dimensional space spanned by |x〉 and |ψ〉. Performing the Gram–Schmidt
procedure, we can find |y〉 such that |x〉, |y〉 forms an orthonormal basis for this space,
and |ψ〉 = α|x〉 + β|y〉, for some α, β such that α2 + β2 = 1, and for convenience we
have chosen the phases of |x〉 and |y〉 so that α and β are real and non-negative. In the
|x〉, |y〉 basis we have

H =

[

1 0

0 0

]

+

[

α2 αβ
αβ β2

]

=

[

1 + α2 αβ
αβ 1− α2

]

= I + α(βX + αZ) . (6.21)

Thus

exp(−iHt)|ψ〉 = exp(−it)
[

cos(αt)|ψ〉 − i sin(αt) (βX + αZ) |ψ〉
]

. (6.22)

The global phase factor exp(−it) can be ignored, and simple algebra shows that (βX +

αZ)|ψ〉 = |x〉, so the state of the system after a time t is

cos(αt)|ψ〉 − i sin(αt)|x〉 . (6.23)

Thus, observation of the system at time t = π/2α yields the result |x〉 with probability
one: we have found a solution to the search problem! Unfortunately, the time of the

observation depends on α, the component of |ψ〉 in the |x〉 direction, and thus on x,
which is what we are trying to determine. The obvious solution is to attempt to arrange

α to be the same for all |x〉, that is, to choose |ψ〉 to be the uniform superposition state

|ψ〉 =
∑

x |x〉√
N

. (6.24)

Making this choice gives α = 1/
√

N for all x, and thus the time of observation t =
π
√

N/2 does not depend on knowing the value of x. Furthermore, the state (6.24) has
the obvious advantage that we already know how to prepare such a state by doing a

Hadamard transform.

We now know that the Hamiltonian (6.18) rotates the vector |ψ〉 to |x〉. Can we find
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a quantum circuit to simulate the Hamiltonian (6.18), and thus obtain a quantum search

algorithm? Applying the method of Section 4.7, we see that a natural way of simulatingH
is to alternately simulate the Hamiltonians H1 ≡ |x〉〈x| and H2 ≡ |ψ〉〈ψ| for short time
increments ∆t. These Hamiltonians are easily simulated using the methods of Chapter 4,
as illustrated in Figures 6.4 and 6.5.

Exercise 6.7: Verify that the circuits shown in Figures 6.4 and 6.5 implement the

operations exp(−i|x〉〈x|∆t) and exp(−i|ψ〉〈ψ|∆t), respectively, with |ψ〉 as in
(6.24).

Figure 6.4. Circuit implementing the operation exp(−i|x〉〈x|∆t) using two oracle calls.

� � � �� � � � � � � �� � � �

� � � �� � � � � � � �� � � �

� � � �� � � � � � � �� � � �

Figure 6.5. Circuit implementing the operation exp(−i|ψ〉〈ψ|∆t), for |ψ〉 as in (6.24).

The number of oracle calls required by the quantum simulation is determined by

how small a time-step is required to obtain reasonably accurate results. Suppose we use a

simulation step of length ∆t that is accurate toO(∆t2). The total number of steps required
is t/∆t = Θ(

√
N/∆t), and thus the cumulative error is O(∆t2 ×

√
N/∆t) = O(∆t

√
N ).

To obtain a reasonably high success probability we need the error to beO(1), which means
that we must choose ∆t = Θ(1/

√
N ) which results in a number of oracle calls that scales

like O(N ) – no better than the classical solution! What if we use a more accurate method
of quantum simulation, say one that is accurate to O(∆t3)? The cumulative error in this
case isO(∆t2

√
N ), and thus to achieve a reasonable success probability we need to choose

∆t = Θ(N−1/4), resulting in a total number of oracle calls O(N 3/4), which is a distinct

improvement over the classical situation, although still not as good as achieved by the

quantum search algorithm of Section 6.1! In general going to a more accurate quantum

simulation technique results in a reduction in the number of oracle calls required to

perform the simulation:

Exercise 6.8: Suppose the simulation step is performed to an accuracy O(∆tr ). Show
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that the number of oracle calls required to simulate H to reasonable accuracy is

O(N r/2(r−1)). Note that as r becomes large the exponent of N approaches 1/2.

We have been analyzing the accuracy of the quantum simulation of the Hamilto-

nian (6.18) using general results on quantum simulation from Section 4.7. Of course, in

this instance we are dealing with a specific Hamiltonian, not the general case, which sug-

gests that it might be interesting to calculate explicitly the effect of a simulation step of

time ∆t, rather than relying on the general analysis. We can do this for any specific choice
of simulation method – it can be a little tedious to work out the effect of the simulation

step, but it is essentially a straightforward calculation. The obvious starting point is to ex-

plicitly calculate the action of the lowest-order simulation techniques, that is, to calculate

one or both of exp(−i|x〉〈x|∆t) exp(−i|ψ〉〈ψ|∆t) or exp(−i|ψ〉〈ψ|∆t) exp(−i|x〉〈x|∆t).
The results are essentially the same in both instances; we will focus on the study of

U (∆t) ≡ exp(−i|ψ〉〈ψ|∆t) exp(−i|x〉〈x|∆t). U (∆t) clearly acts non-trivially only in the
space spanned by |x〉〈x| and |ψ〉〈ψ|, so we restrict ourselves to that space, working
in the basis |x〉, |y〉, where |y〉 is defined as before. Note that in this representation
|x〉〈x| = (I + Z)/2 = (I + ẑ · �σ)/2, where ẑ ≡ (0, 0, 1) is the unit vector in the z
direction, and |ψ〉〈ψ| = (I + �ψ · �σ)/2, where �ψ = (2αβ, 0, (α2 − β2)) (recall that this is
the Bloch vector representation; see Section 4.2). A simple calculation shows that up to

an unimportant global phase factor,

U (∆t) =

(

cos2
(

∆t

2

)

− sin2
(

∆t

2

)

�ψ · ẑ
)

I

−2i sin
(

∆t

2

)

(

cos

(

∆t

2

) �ψ + ẑ

2
+ sin

(

∆t

2

) �ψ × ẑ

2

)

· �σ . (6.25)

Exercise 6.9: Verify Equation (6.25). (Hint: see Exercise 4.15.)

Equation (6.25) implies that U (∆t) is a rotation on the Bloch sphere about an axis of
rotation �r defined by

�r = cos

(

∆t

2

) �ψ + ẑ

2
+ sin

(

∆t

2

) �ψ × ẑ

2
, (6.26)

and through an angle θ defined by

cos

(

θ

2

)

= cos2
(

∆t

2

)

− sin2
(

∆t

2

)

�ψ · ẑ, (6.27)

which simplifies upon substitution of �ψ · ẑ = α2 − β2 = (2/N − 1) to

cos

(

θ

2

)

= 1− 2

N
sin2

(

∆t

2

)

. (6.28)

Note that �ψ · �r = ẑ · �r, so both |ψ〉〈ψ| and |x〉〈x| lie on the same circle of revolution
about the �r axis on the Bloch sphere. Summarizing, the action of U (∆t) is to rotate
|ψ〉〈ψ| about the �r axis, through an angle θ for each application of U (∆t), as illustrated
in Figure 6.6. We terminate the procedure when enough rotations have been performed

to rotate |ψ〉〈ψ| near to the solution |x〉〈x|. Now initially we imagined that ∆t was small,
since we were considering the case of quantum simulation, but Equation (6.28) shows
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that the smart thing to do is to choose ∆t = π, in order to maximize the rotation angle
θ. If we do this, then we obtain cos(θ/2) = 1− 2/N , which for large N corresponds to

θ ≈ 4/
√

N , and the number of oracle calls required to find the solution |x〉 is O(
√

N ),
just as for the original quantum search algorithm.

Figure 6.6. Bloch sphere diagram showing the initial state 
ψ rotating around the axis of rotation 
r going toward the

final state ẑ.

Indeed, if we make the choice ∆t = π, then this ‘quantum simulation’ is in fact

identical with the original quantum search algorithm, since the operators applied in

the quantum simulation are exp(−iπ|ψ〉〈ψ|) = I − 2|ψ〉〈ψ| and exp(−iπ|x〉〈x|) =
I − 2|x〉〈x|, and up to a global phase shift these are identical to the steps making
up the Grover iteration. Viewed this way, the circuits shown in Figures 6.2 and 6.3 for

the quantum search algorithm are simplifications of the circuits shown in Figures 6.4

and 6.5 for the simulation, in the special case ∆t = π!

Exercise 6.10: Show that by choosing ∆t appropriately we can obtain a quantum
search algorithm which uses O(

√
N ) queries, and for which the final state is |x〉

exactly, that is, the algorithm works with probability 1, rather than with some

smaller probability.

We have re-derived the quantum search algorithm from a different point of view, the

point of view of quantum simulation. Why did this approach work? Might it be used to

find other fast quantum algorithms? We can’t answer these questions in any definitive

way, but the following few thoughts may be of some interest. The basic procedure used is

four-fold: (1) specify the problem to be solved, including a description of the desired input

and output from the quantum algorithm; (2) guess a Hamiltonian to solve the problem,

and verify that it does in fact work; (3) find a procedure to simulate the Hamiltonian;

and (4) analyze the resource costs of the simulation. This is different from the more

conventional approach in two respects: we guess a Hamiltonian, rather than a quantum

circuit, and there is no analogue to the simulation step in the conventional approach. The

more important of these two differences is the first. There is a great deal of freedom in

specifying a quantum circuit to solve a problem.While that freedom is, in part, responsible
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for the great power of quantum computation, it makes searching for good circuits rather

difficult. By contrast, specifying a Hamiltonian is a much more constrained problem, and

therefore affords less freedom in the solution of problems, but those same constraints

may in fact make it much easier to find an efficient quantum algorithm to solve a problem.

We’ve seen this happen for the quantum search algorithm, and perhaps other quantum

algorithms will be discovered by this method; we don’t know. What seems certain is that

this ‘quantum algorithms as quantum simulations’ point of view offers a useful alternative

viewpoint to stimulate in the development of quantum algorithms.

Exercise 6.11: (Multiple solution continuous quantum search) Guess a

Hamiltonian with which one may solve the continuous time search problem in

the case where the search problem has M solutions.

Exercise 6.12: (Alternative Hamiltonian for quantum search) Suppose

H = |x〉〈ψ| + |ψ〉〈x| . (6.29)

(1) Show that it takes time O(1) to rotate from the state |ψ〉 to the state |x〉,
given an evolution according to the Hamiltonian H.

(2) Explain how a quantum simulation of the Hamiltonian H may be performed,

and determine the number of oracle calls your simulation technique requires

to obtain the solution with high probability.

6.3 Quantum counting

How quickly can we determine the number of solutions,M , to anN item search problem,

ifM is not known in advance? Clearly, on a classical computer it takes Θ(N ) consultations
with an oracle to determine M . On a quantum computer it is possible to estimate the

number of solutions much more quickly than is possible on a classical computer by

combining the Grover iteration with the phase estimation technique based upon the

quantum Fourier transform (Chapter 5). This has some important applications. First, if

we can estimate the number of solutions quickly then it is also possible to find a solution

quickly, even if the number of solutions is unknown, by first counting the number of

solutions, and then applying the quantum search algorithm to find a solution. Second,

quantum counting allows us to decide whether or not a solution even exists, depending on

whether the number of solutions is zero, or non-zero. This has applications, for example,

to the solution ofNP-complete problems, which may be phrased in terms of the existence

of a solution to a search problem.

Exercise 6.13: Consider a classical algorithm for the counting problem which samples

uniformly and independently k times from the search space, and let X1, . . . , Xk

be the results of the oracle calls, that is, Xj = 1 if the jth oracle call revealed a
solution to the problem, and Xj = 0 if the jth oracle call did not reveal a
solution to the problem. This algorithm returns the estimate S ≡ N × ∑

j Xj/k
for the number of solutions to the search problem. Show that the standard

deviation in S is ∆S =
√

M (N − M )/k. Prove that to obtain a probability at
least 3/4 of estimating M correctly to within an accuracy

√
M for all values of

M we must have k = Ω(N ).


