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ABSTRACT

Mixed Reality (MR) offers opportunities to greatly improve re-
mote collaboration, given its ability to understand and reason
about the spatial environment and to output multi-sensory feedback.
Passthrough camera access, which is essential for MR applications
to reason about the surrounding, is now available on major MR
devices such as Microsoft’s HoloLens 2 and Apple’s Vision Pro.
However, how to comfortably share our spatial environment to MR
applications becomes an ever-more important question to address,
given the wide variety of sensitive visual information it contains. In
this paper, we present SpatialPrivacy, a framework that offers spatial
control through indoor localization techniques and access control
policies configured over digital replicas of the real-world space.

1 INTRODUCTION

As Mixed Reality (MR) technologies continue to advance, their abil-
ity to sense, understand, and reconstruct our physical environments
has seen remarkable improvements. This increased capability not
only enables smooth transitions between the physical and the digital
but also opens new possibilities for sharing digitally rendered spaces
with others to let remote users “see” what another person is seeing
in real-time. Building on these advancements, researchers have, for
the past few decades, explored and developed various MR systems
and interaction mechanisms that facilitate remote collaboration in
various application domains, including health, industry, sports, de-
sign, and training [3, 4, 10]. Compared to collaboration through
2D-based video teleconferencing systems, remote collaborations in
MR can enhance the sense of co-presence, engagement, and work
effectiveness [11, 13]. These MR remote collaboration experiences
are possible as MR devices continuously record and sense the user’s
environment by using sensors (e.g., cameras and depth sensors).

However, this sensing capability that enables the remote col-
laboration introduces privacy concerns. Particularly, the sensors
embedded in MR devices could be used to unwittingly record and
infer the potential sensitive data contains in a user’s physical sur-
roundings [7]. This concern is not theoretical. Existing industry MR
platforms have already recognized the potential concern associated
with the outward-facing passthrough cameras and have implemented
rigorous privacy controls. For example, passthrough-camera data
access is restricted across all Meta Quest products and on visionOS
1.0 for Apple’s Vision Pro. This approach, however, limited the
potential utility, pushing it to the extreme of the privacy-utility trade-
off curve [12]. Recently, visionOS 2.0 has opened the access to
passthrough camera only under the enterprise API [1] to enhance
the MR experience for enterprise applications. Although these APIs
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are designed specifically for workplace environments, deploying
MR spatial sharing in settings that contain sensitive information still
presents privacy challenges. Institutions like hospitals and banks,
which must adhere to strict regulatory compliance due to the sensi-
tive information they handle and store, may face heightened risks.

In this statement, we propose SpatialPrivacy, a framework that
utilized indoor localization to configure access policy based on
the spatial entity’s relation to the real space. By regulating the
spatial content shared in MR, SpatialPrivacy provides strong privacy
guarantees while preserving the necessary utility to help remote
collaboration in MR reach its full potential.

2 GOALS AND THREAT MODEL

We start by detailing our threat model. Then, we describe the design
goals SpatialPrivacy aim to achieve.

Threat Model We consider the adversary to be either an un-
trusted application or an untrusted user. We assume attacker-
controlled applications have full network access and can share sen-
sitive content to external entities, and the untrusted user can access
sensitive areas in physical workspace environments. We classify
potential assets in the spatial content to four classes as follows.

• Room space: This includes the semantic information about the
room and its indoor location, which could reveal the function
of a space and activity happened within.

• Object space: This includes sensitive objects within the space
that may contain or display confidential information, such as
documents, screens, or proprietary equipment.

• User space: This involves the user’s biometric information
gathered from the MR environment, including but not limited
to eye-tracking, hand-tracking, and input selection.

• Bystander space: This involves the presence and activities of
individuals not engaging in the MR environment.

Design Goals To protect these assets when sharing the 3D
environment, we made four key design goals as follows.

• Non-image-based solutions: To address privacy concerns, our
framework avoids the use of cameras. This approach helps in
adhering to compliance rules, as it prevents the processing of
sensitive visual data.

• Object customization: We support fine-grained configuration,
allowing users to specify which objects in the environment are
sensitive and should be excluded from spatial sharing.

• Policy configuration: Our framework includes a policy config-
uration feature that clearly maps out restricted areas where MR
technology should not record or process data. This ensures
that sensitive zones within a 3D environment are explicitly
protected from any form of data sharing.



Figure 1: Diagram of the proposed solution. The yellow box represents
the four main modules: localization, spatial map, policy, and filter. The
green and red boxes represent allowed action and denied action.

• Dynamic tracking: Our framework should handle objects that
can move from one location to another, such as users, by-
standers, and certain sensitive objects like mobile whiteboards.

3 SYSTEM DESIGN

We now present the design of SpatialPrivacy, as shown in Figure 1.
We envision this framework as a middleware that provides necessary
privacy functionalities for MR remote collaboration applications.

3.1 Localization Module
For this project, we use Ultra-wideband (UWB) techniques to per-
form indoor localization, as prior work has demonstrated that UWB
based solution can achieve a few-cm accurate localization [2]. Gen-
erally, we can categorize UWB devices into anchors and tags. A
UWB anchor continuously transmits signals that are detected by
UWB tags, which can be used to determine the relative distance. A
UWB tag sends the received data to the server through local network,
which will then compute the relative distance between the tag and
the anchor and localize them in the global space. We assume that
the MR headset will have UWB capabilities and thus will serve as a
tag. We can also attach tags to moving objects to support dynamic
tracking given its real-time localization accuracy. This setup allows
us to determine (1) whether the headset is within a pre-defined area,
(2) whether the direction in which the headset is looking overlaps
with our pre-defined areas, and (3) the location of the dynamically
tracked objects and the associated policy. We assume that the UWB
sensors installed in the building are approved by the administrators
of the system and are placed statically. We also assume that sensors
communicate with the system over a secure channel that provides
confidentiality and integrity of sensor data.

3.2 Spatial Map Module
We define physical spaces such as rooms and buildings as spatial
entities. We assume that these spatial entities can be partitioned
into non-overlapping places, termed spatial units. Users can define
aggregate spatial units to represent one or multiple spatial entities.

Figure 2: A demo for ultra-wideband (UWB) localization in the global
space of a virtual digital twin. The red cube objects represent static
anchors that are placed in the physical space, and the blue cylinder
object represents the location of a user. Each spatial entity of the
digital twin maps to a distinct access control policy defined by admin.

The system generates a 3D spatial map, a digital replica of the real-
world environment. Depending on the desired fidelity, the map may
be represented as an abstract layout or as a detailed 3D model, with
personal information removed to ensure privacy. The localization
module utilizes this spatial map to determine the locations of entities
within this space and to integrate these findings with the physical
world. Figure 2 presents a demonstration of the localization module
operating over a spatial map.

3.3 Policy Module
Based on the spatial map module, the administrators can then desig-
nate specific policies as allowing or denying certain action over the
spatial entities from the server side. The server uses a centralized
control engine that manages policy specifications for each spatial
entity. This engine can be programmed in a fine-grained manner to
support various access control strategies, such as role-based access
control (RBAC) [9], spatial hierarchical policy structure, and tem-
poral access control. The control engine can also resolve potential
conflicted policy based on the hierarchy. We plan to leverage public
key infrastructure inspired by world-driven access control [8] for
policy signing and authentication. The policy will then be conveyed
to the client side. Depending on the engine’s output, this client side
policy module can either restrict certain MR capabilities or guide
the user to a pre-defined allowed space.

3.4 Filter Module
After identifying and localizing the target objects to blur, we will
utilize state-of-the-art 3D object detection algorithms on point cloud
data to estimate their 3D poses. Subsequently, we will generate
inpainting masks derived from the segmentation bitmaps [5]. During
spatial sharing sessions, we plan to employ learning-based video
inpainting methods to construct frame-by-frame inpainting visual re-
sults for computation efficiency [6]. Balancing the inference latency
with the quality of the inpainting result is crucial, as it significantly
impacts the overall immersive effect. We plan to conduct extensive
experiments to understand the trade-offs between different inpaint-
ing methods and to evaluate their perceptual impact on end users.

4 CONCLUSION

Remote collaboration in MR holds much promise, raising critical
privacy risks if deployed inappropriately. These risks need to be
addressed while the MR ecosystems and new capabilities are actively
being developed. To this end, we build a framework that addresses
privacy vulnerabilities introduced by passthrough cameras while
preserving the necessary utility. By protecting sensitive content
during remote collaboration, we are taking steps towards securing
fully-fledged MR remote collaborations in the future.
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