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Abstract. We present strand and codeword design schemes for a DNA database capable of approximate similarity search over a multidimensional dataset of content-rich media. Our strand designs address cross-talk in associative DNA databases, and we demonstrate a novel method for learning DNA sequence encodings from data, applying it to a dataset of tens of thousands of images. We test our design in the wetlab using one hundred target images and ten query images, and show that our database is capable of performing similarity-based enrichment: on average, visually similar images account for 30\% of the sequencing reads for each query, despite making up only 10\% of the database.

1 Introduction

DNA-based databases were first proposed over twenty years ago by Baum \cite{3}, yet recent demonstrations of their practicality \cite{4, 6, 8, 9, 18, 28} have generated a renewed interest into researching related theory and applications. Some of these recent demonstrations of DNA storage have used key-based random access for their retrieval schemes, falling short of the content-based associative searches envisioned by Baum. Our goal is to close this gap and design a DNA-based digital data store equipped with a mechanism for content-based similarity search.

This work contributes two advances to the field of DNA storage: first, a strand design optimized for associative search. Second, a sequence encoder capable of preserving similarity between documents, such that a query sequence generated from a given document will retrieve similar documents from the database. We validate our designs with wetlab experiments.

While our methods should generalize to databases comprising any type of media, we focus on images in this work, as there is a rich body of prior work in content-based image retrieval to draw on.

The rest of this paper is laid out as follows: Section 2 covers background on similarity search, DNA-based parallel search, and DNA-based data storage. Section 3 details our strand designs. Section 4 describes our methodology for mapping images to DNA sequences. Section 5 outlines our experimental protocol and the results of our experiments. Section 6 discusses the results and proposes future work. Section 7 addresses related work, and Section 8 concludes the paper.
2 Background

2.1 Similarity Search

The problem of similarity search is to retrieve documents from a database that are similar in content to a given query. For media such as text, images and video, this can be a difficult task. Most state-of-the-art systems convert each document into a vector-space representation using either a hand-crafted embedding, or one learned via a neural network. These feature vectors can then be compared with metrics like Euclidean distance, where similar documents will tend to be close together in feature-space. Therefore, a similarity search can be reduced to a k-nearest-neighbor or R-near-neighbor search.

![Fig. 1: A pair of sample queries from the Caltech-256 dataset, showing the four nearest neighbors in three different feature spaces. Each neighbor is annotated with its Euclidean distance to the query in that space.](image)

Feature vectors that are effective for similarity search tend to be high dimensional. To illustrate this, Figure 1 shows two queries using the Caltech-256 image dataset [10]. The visual features of each image in the dataset were extracted using VGG16, a publicly available convolutional neural network trained on an image classification task. We used the 4096-dimensional activations from the FC2 layer, an intermediate layer in VGG16 whose activations have shown to be effective in content-based image retrieval tasks [25]. These features were reduced down to 100, 10, and 2 dimensions using principal component analysis (PCA). The nearest neighbors in each of these subspaces (with respect to Euclidean distance) are shown to the right of each query. Qualitatively, the nearest neighbors higher-dimensional spaces appear more similar to the query than the nearest neighbors in lower-dimensional spaces.

When feature vectors have hundreds of dimensions, the well-known “curse of dimensionality” defeats efficient indexing schemes [12]. In the worst case, every item in the database must be examined to find all images within a certain distance threshold. Relaxations of the search problem that allow for errors or omissions result in much faster lookups, using algorithms such as locality-sensitive hashing (LSH) [2].

Looking toward a future where zettabytes of data are generated every year [11], even techniques such as LSH that reduce the amount of data that needs to be inspected by orders of magnitude will still burden traditional storage with a
tremendous number of IO requests to a massive storage infrastructure, outstripping the time and energy cost of the feature vector distance computation itself. Computer architects have noticed that the power required to move data from the storage device to the compute unit can be reduced by moving the compute substrate closer to the storage substrate. This class of techniques is broadly called “near-data” processing [14].

2.2 DNA-based Parallel Search

“Adleman-style” DNA computing [1] can be thought of as an extreme version of near-data processing: each DNA strand is designed to both store and process information — the compute and storage substrates are the same. Like Adleman’s original solution to the Hamiltonian Path problem, this style of parallel processing requires exponential amounts of DNA to solve combinatorial problems. However, for less computationally intense problems like similarity search, the amount of DNA required is much less: if each of \( N \) items in the database is mapped to a single “target” molecule, then \( N \) identical copies of a “query” molecule are sufficient to react with every item in the database. If the query is equipped with a biotin tail and designed to hybridize only with relevant data, then relevant items can be “fished out” of the database using streptavidin-coated magnetic beads.

This amounts to an extremely high-bandwidth parallel search, in the vein of near-data processing techniques. Furthermore, because PCR can make exponentially many copies of the query molecule, the amount of DNA that needs to be directly synthesized is minimal. This makes DNA-based search especially appealing in the zettabyte-yottabyte future.

2.3 DNA-based Data Storage

The current state-of-the-art DNA storage systems (Organick et al. [18] includes a good survey of recent work) focus on zero-bit-error retrieval of arbitrary digital data. Each digital file is segmented and encoded into many thousands of unique sequences, and individual files can be retrieved from a mixed database using PCR-based random access. In this work, we focus on a database for storing and retrieving metadata. Instead of storing sequences that contain the complete file, each file is associated with a sequence that contains the semantic features used for content-based retrieval, as well as a pointer to the file in another database (which could be either a traditional database or a DNA-based one).

3 Database Design

To take advantage of the near-data processing capabilities of DNA, we need a database design that allows each element in the database to both store and process data. We choose to separate these two concerns by associating each database element with two sequences: one that stores an ID unique to that
datum, and one that is generated from the semantic features of that datum, designed as a locus for a hybridization probe. The ID is not an “active” site, but rather the information to be retrieved by the search — for instance, it could be the address of the datum in another database that stores the document’s complete data.

The simplest way to retain the association between the ID sequence and the feature sequence in a DNA database is to place them on the same strand of DNA. However, this association can cause unwanted secondary structures on longer strands, and can result in cross-talk if a query reacts with a potential target’s ID sequence instead of its feature sequence.

![Diagram of DNA strand designs](image)

**Fig. 2: Strand Designs.** Blue indicates a conserved region, orange indicates a region specific to that data item. Arrow indicates the 3' end. Star (*) indicates reverse complement. RP[:6] indicates the first six bases of domain RP.

Our strand designs address this issue, and are shown in Figure 2. The database entries (Figure 2a) are synthesized single-stranded, but are made partially double stranded using a single-step PCR reaction starting from IP (the “internal primer”), which is conserved across all elements in the database.

This process covers up the IP region, the ID sequence associated with the data (d(T)), and the forward primer (FP) region, which is another conserved region used to prepare samples for sequencing. This leaves the feature sequence (f(T)) and the conserved reverse sequencing primer (RP) available to interact with the query.

To execute a query Q, a biotinylated query strand (Figure 2b) is mixed with the prepared targets. Because the query and target feature sequences are designed to be imperfect matches, the query strand also includes the reverse complement of first six bases of RP (denoted RP[:6]*) — this exact match is designed to prevent misalignments and ensure that hybridization only depends on the interaction between f(T) and f(Q). The query and targets are annealed, and then streptavidin-coated magnetic beads are added to pull down targets that have hybridized with the queries.

The resulting filtered targets are amplified using FP and RP, then sequenced to retrieve the data region associated with each target.

### 4 Learned Sequence Encodings

To take advantage of the strand designs described above, we need to design a mapping from images to feature domains such that a query molecule will retrieve relevant targets from the database. To simplify our task, we pre-process
all images by transforming them into the 10-dimensional subspace shown in Figure 1, and choose our feature domains to be 30 nucleotides in length.

Our general feature encoding strategy is inspired by semantic hashing [21], where a deep neural network transforms an input feature space into an output address space where similar items are “close” together. Our goal is to design a neural network sequence encoder that takes the 10-dimensional image feature vectors from the VGG16+PCA extraction process described in Section 2.1, and outputs DNA sequences that are close together if and only if the feature vectors are close together. Following Tsaftaris et al. [22], we define a pair of query and target sequences as “close” if their hybridization reaction has a high thermodynamic yield: the proportion of target molecules that are converted into a query-target duplex.

To train the neural network, we want a loss function that will push the encoder’s parameters to generate output sequences where a query retrieves a target if and only if the target and query represent similar images. The most appropriate choice for this is the cross-entropy loss\(^3\), where the labels are binary similarity labels (similar vs. not similar) for each pair of query and target images, and the retrieval probabilities are the thermodynamic yields of each query-target hybridization reaction.

Using the cross-entropy loss requires us to define a binary notion of image similarity, and to define thermodynamic yield as a differentiable function of two DNA sequences. The function must be differentiable because neural networks are efficiently trained using gradient descent, which requires taking the derivative of the loss with respect to the encoder parameters.

In the sections below, we present a definition of binary image similarity, followed by an approximation for thermodynamic yield using Hamming distance, and an approximation for Hamming distance using the cosine distance between “one-hot” encodings of DNA bases. Finally, we present the results of using these approximations to train a neural network on a large image dataset.

4.1 Binary Image Similarity

As described in Section 2.1, a semantic notion of image “similarity” can be mapped to a real-valued number by computing the Euclidean distance between two image feature vectors. However, to use the efficient cross-entropy loss function defined above, we must label image pairs with a binary label: “similar” or “not similar”. The simplest way to do this is to apply a threshold to the Euclidean distance.

\(^3\) Given a set of \(n\) pairs of binary labels \(y \in \{0, 1\}\) and retrieval probabilities \(p\), the cross-entropy loss is:

\[
l(y, p) = -\frac{1}{n} \sum_{i=1}^{n} y_i \cdot \log(p_i) + (1 - y_i) \cdot \log(1 - p_i)
\]
Fig. 3: Sample queries demonstrating the relationship between image similarity and distance in the 10-dimensional PCA subspace shown in Figure 1. Distances less than 0.2 usually correspond to similar images, while those greater than 0.2 do not.

Because the definition of similarity is ultimately up to a human observer, we must determine this threshold by inspection. For the feature extraction method we used, we found a threshold of 0.2 to be fairly reliable across the Caltech-256 dataset. Figure 3 demonstrates this for a pair of sample queries.

4.2 Approximating Thermodynamic Yield

Thermodynamic yield can be calculated accurately by using the multi-stranded partition function [5], which is used by tools such as NUPACK [29]. Unfortunately, this calculation is expensive and not differentiable, and thus cannot be used directly to train a neural network.

Fig. 4: Yield vs. Hamming distance for 2000 pairs of targets and queries with feature regions of length 30, as calculated by NUPACK. The dashed line shows the best sigmoid fit to the simulations.

However, Figure 4 shows that the query-target yield and the query-target Hamming distance have a noisy sigmoid relationship. The best fit line provides us with a simple approximation of thermodynamic yield in terms of the Ham-
ming distance. A drawback is that this approximation is less accurate for higher Hamming distances.

4.3 Approximating Hamming Distance

While we can use the Hamming distance to approximate thermodynamic yield, computing the Hamming distance requires discrete operations and is also not differentiable. Below, we define an alternative representation of DNA sequences, and a continuous approximation of Hamming distance that can be used with a neural network.

DNA sequences can be represented with a “one-hot” encoding, where each position is represented by a four-channel vector, and each channel corresponds to a base. For instance, if that base is an A, then the channel corresponding to A will have a value of one, and the other channels will be zero.

Figure 5a shows one-hot encodings of two sequences. At each position, the one-hot encodings can be compared by computing the cosine distance between them. If they represent different bases, the representations will be orthogonal, and the cosine distance will be one. If they represent the same base, the cosine distance will be zero. Therefore the mean cosine distance across positions will be equal to the mean number of mismatches, which is equivalent to the Hamming distance.

A neural network cannot output differentiable representations that are exactly one-hot, because this would require discretization. However, if the channel values at each position are sufficiently far apart, we can approximate a one-hot

\[ f(x) = \frac{1}{1 + \exp(ax - b)} \]

5 Given two vectors \( \mathbf{u} \) and \( \mathbf{v} \), the cosine distance is:

\[ d(\mathbf{u}, \mathbf{v}) = 1 - \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{u}\| \|\mathbf{v}\|} \]
encoding by normalizing them with a softmax function\(^6\), which pushes the maximum value towards one while pushing the other values towards zero. Furthermore, we can encourage the channel values to be far apart by using a hidden-layer activation function with a large output range, such as the rectified linear unit (ReLU) function\(^7\).

Figure 5b shows the relationship between the mean cosine distance and Hamming distance of pairs of outputs, for 10,000 pairs of random inputs to a randomly initialized neural network with 10 input units, two ReLU hidden layers of 128 units each, and 30 four-channel softmax output units. The mean cosine distance between the neural network outputs closely follows the Hamming distance between their discretized counterparts, validating our approximation. To the best of our knowledge, using this four-channel encoding technique is a novel contribution of our work.

<table>
<thead>
<tr>
<th>Query Features</th>
<th>Target Features</th>
<th>Sequence Encoder</th>
<th>Mean Cosine Distance</th>
<th>Approximate Yield</th>
<th>Cross-Entropy Loss Gradients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query Image</td>
<td>Target Image</td>
<td>Preprocessing: VGG16 + PCA</td>
<td>Image Features</td>
<td>Sequence Encoder</td>
<td>Mean Cosine Distance</td>
</tr>
<tr>
<td>Image Dataset</td>
<td>Target Image</td>
<td>Preprocessing: VGG16 + PCA</td>
<td>Image Features</td>
<td>Sequence Encoder</td>
<td>Mean Cosine Distance</td>
</tr>
</tbody>
</table>

Fig. 6: The training loop, illustrating how a pair of images is used to calculate gradients for the sequence encoder. Data is in light gray, and operations are in dark gray.

4.4 Neural Network Architecture

Composing the yield approximation with the Hamming distance approximation allows us to use gradient descent to train any kind of neural-network-based sequence encoder to generate good encodings for similarity search, given a suitable dataset. This process is depicted in Figure 6. On each iteration, a pair of images is encoded, and then the mean cosine distance between the outputs is used

\[^6\] Given an \(N\)-dimensional vector \(\mathbf{u}\), the softmax function is defined element-wise as follows:

\[
\text{softmax}(\mathbf{u})_i = \frac{e^{u_i}}{\sum_{j=1}^{N} e^{u_j}}
\]

\[^7\] The ReLU function is defined as:

\[
\text{ReLU}(x) = \max(x, 0)
\]
to calculate the approximate thermodynamic yield. Combined with the actual similarity between the feature vectors, the parameters of the neural network are updated using the gradient of the cross-entropy loss with respect to the parameters.

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Diagram</th>
<th>Dimensionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence</td>
<td>A T G C T</td>
<td>30 x 1</td>
</tr>
<tr>
<td>ReLU + Softmax “One-Hot” Output</td>
<td>...</td>
<td>30 x 4</td>
</tr>
<tr>
<td>Fully Connected</td>
<td></td>
<td>10 x 128 x 30 x 4</td>
</tr>
<tr>
<td>ReLU Activation</td>
<td></td>
<td>10 x 128</td>
</tr>
<tr>
<td>Convolution 2</td>
<td></td>
<td>1 x 128 x 128</td>
</tr>
<tr>
<td>Sine Activation</td>
<td></td>
<td>10 x 128</td>
</tr>
<tr>
<td>Convolutional 1</td>
<td></td>
<td>1 x 128</td>
</tr>
<tr>
<td>Input (VGG16+PCA)</td>
<td></td>
<td>10 x 1</td>
</tr>
</tbody>
</table>

Fig. 7: The neural network architecture for the sequence encoder.

A full exploration of the design space of neural-network-based sequence encoders is outside the scope of this work. We conducted a small-scale exploration and arrived at the architecture depicted in Figure 7, but this is not necessarily the best or only neural network for this task.

The network begins with two convolutional layers, where each input dimension is processed independently with a shared set of weights. This was done to preserve some of the “element-wise” structure of the Euclidean distance used to calculate the similarity label. The first convolutional layer has a sine-function activation, inspired by spectral hashing [26], a method for transforming an input feature space into a binary address space. The second convolutional layer uses the ReLU function to allow the outputs to be further apart.

Since the input dimensions do not have a spatial interpretation, we cap the convolutional layers with a set of fully connected weights to the four-channel sequence output, such that each input dimension’s activation map is given a chance to influence each base in all positions. A ReLU activation followed by a softmax activation gives us the approximate one-hot representation discussed above.

4.5 Training Results

To train the encoder, we first split the 30,607 images of the Caltech256 dataset into 24,485 training images and 6,122 test images. We extracted the VGG16 FC2 features from all 30,607 images, and then fitted a PCA transform to the FC2 vectors from the training set. The fitted transform was applied to all images.

During each training iteration, a batch of random pairs of training set images was used to update the encoder weights, as depicted in Figure 6. The encoder was trained for 65,000 iterations using 500 random pairs of images per iteration. Figure 8 shows the performance of the encoder as measured by the relationship between the thermodynamic yield (calculated with NUPACK) and the Euclidean
distance between the images in the pair. NUPACK was set to simulate our experimental setup, with an equal molar ratio of target to query strands, and temperature at 21°C.

The performance is shown before training (with random parameters), and again after training. Before training, nearly all pairs of images exhibit a high yield, indicating no selectivity by distance. After training, most pairs have a low yield, but almost no pairs of images under 0.2 in Euclidean distance (which we have defined as similar) have a low yield. However, there are still non-similar images that have high yield, indicating that any successful query will also retrieve non-similar images.

5 Experiments

5.1 Dataset Construction

To test our designs in the wetlab, we constructed a subset of the test set consisting of 10 query images and 100 target images. The queries were chosen by first clustering all images in the training set into 10 groups using $k$-means, and then choosing a representative query image from the test set that belonged to each cluster. The $k$-means step ensures that none of the query images are pairwise-similar, because they all belong to different clusters in the data.

For each of these 10 query images, we selected its 10 nearest neighbors in the test set. This ensures that each query image has 10 similar images and 90 dissimilar images among the 100 targets. The result of this selection process is shown in Figure 9.

For each image, we encoded its features as a 30-nucleotide DNA sequence using the trained encoder, as described in Section 4.5. For each target image, we assigned it a random 5-nt ID, and then constructed a 90-nt sequence as shown in Figure 2a. For each query image, we constructed a 36-nt sequence as shown in Figure 2b. Target and query strands were then ordered from IDT. The query strands included the addition of a biotinylated spacer at the 5’ end.
5.2 Target Preparation

All target strands were mixed together in an equal molar ratio. The targets were then mixed with 20% excess of the primer IP* at 10µM, and 20µL of the target-primer mixture was added to 20µL of 2x KAPA HIFI PCR enzyme mix. This 40µL mixture was placed in a thermocycler with the following protocol: (1) 95°C for 3 minutes, (2) 98°C for 20 seconds, (3) 56°C for 20 seconds, (4) 72°C for 20 seconds, (5) go to step 2 one more time, and (6) 72°C for 30 seconds. This process extends the primer to cover the 5’ half of each target strand.

5.3 Query Protocol

For each of the 10 query strands, a sample of the target mixture was diluted to 200 nM and mixed with an equal molar concentration of the query, then annealed in a thermocycler from 95°C to 21°C at a rate of 1°C per minute.

The annealed query-target mixture was mixed with streptavidin-coated magnetic beads, incubated at room temperature for 15 minutes, and placed on a magnetic rack. The supernatant containing non-captured DNA was removed and the beads were resuspended in elution buffer, then incubated for 5 min at 95°C and placed on a magnetic rack to separate captured DNA molecules from biotinylated query strands. The supernatant containing the captured DNA was mixed with the forward primer FP and the reverse primer RP* in a PCR reaction to amplify the captured targets. The amplified targets were ligated with Illumina sequencing adapters and then sequenced using an Illumina NextSeq.

This procedure was repeated 3 times for each of the 10 queries. Each query and replicate was given a unique sequencing index.

5.4 Results

For each query and replicate, the reads were aligned with the set of all target sequences using BWA-MEM [15]. Figure 10a shows the number of aligned reads for each target versus the distance from that target to the query, for two sample queries, and for all queries together.

Figure 10b shows the cumulative distribution of aligned reads as a function of distance from the query. The dashed line is a baseline indicating the cumulative
(a) Number of aligned reads per target vs. distance from target to query. Points indicate the mean across three replicates, and error bars indicate standard error. Different colors indicate different query images.

(b) Cumulative distribution of aligned reads as a function of increasing distance from target to query. For reference, the dashed lines show the cumulative distribution of targets by distance, and the dotted lines show an ideal where all reads are allocated to the nearest targets. Different colors indicate different query images (gray for all queries).

Fig. 10: Selected results for two of the ten query images, and aggregated results for all queries.

distribution of distances across the targets. The further the solid line is from the baseline, the stronger the relationship between distance and the number of reads. The dotted line shows the ideal result, where reads are only allocated to similar targets (those less than 0.2 Euclidean distance from the query).

The first sample query (the binoculars) shows a successful result, where most of the reads are allocated to similar targets. In contrast, the second sample query (the school bus) is less successful: the reads are distributed almost evenly across similar and non-similar images.

Across all queries, our results are moderately successful — though there are many reads going to dissimilar targets, our scheme is clearly capable of performing similarity-based enrichment: roughly 30% of the sequencing resources are being used by similar targets, which by construction make up just 10% of the database.

6 Discussion

In practice, the 10-dimensional image feature subspace used for our experiments is insufficiently selective. Referring back to Figure 1, the 100-dimensional space was more effective at relating distance to qualitative similarity. But it is diffi-
cult to train an encoder to transform this already-compressed 100-dimensional subspace into a 30-nucleotide feature sequence.

We might be tempted to try longer feature regions, but this will likely experience more noise of the type seen in our results. Figure 11 illustrates this by generalizing Figure 4 to feature regions of different sizes. These plots bin across sequence length and target-query Hamming distance, and the color indicates either the mean (on the left) or the standard deviation (on the right) of the yield values in that bin, at our protocol temperature of 21°C. These plots tell us that selectivity decreases with increasing length, and that variance in yield for dissimilar targets increases as well.

These problems pose a difficult challenge to scaling this system. One avenue for future work is to devise a more accurate approximation for thermodynamic yield that can still be used to train a neural network. Another is to explore alternative probe designs that are meant to reduce variance, such as the toehold-exchange probes of Zhang et al. [27, 30].

7 Related Work

7.1 Content-addressable DNA databases

Baum was the first to propose DNA databases with associative search capabilities, noting the effectiveness of hybridization probes bound to magnetic beads [3]. Reif et al. designed and built a version of Baum’s system. However, these schemes were meant to perform exact searching, while ours performs similarity search [20].

Reif and LaBean also proposed a scheme for performing similarity search in a Baum-style exact matching database [19]. This involved an in silico preprocessing step where the database was sorted into clusters. To retrieve similar data, a query would first be classified in silico, and everything in that cluster would then be retrieved in vitro. Because the cluster centers were static, a downside was that any data added to the database must be assigned to an existing cluster, which may not be accurate if the data belongs to a novel cluster that did
not exist during training. In our system, the encoding also depends on a training set, but it is more flexible since there are no explicit cluster assignments.

7.2 Hybridization-Driven Similarity Search

Using melting temperature as a mechanism for similarity search in DNA databases was proposed by Tsaftaris et al. [22, 23]. However, their work focuses on similarity search of one-dimensional data, which allows the mapping from signal values to DNA sequences to be a small lookup table. Our system maps multidimensional input to DNA sequences.

Performing similarity search on higher dimensional data has been explored by Garzon and Neel [7, 16, 17]. Their work leverages a technique for \textit{in vitro} dimensionality reduction of large datasets encoded in DNA (e.g., text corpora). On the other hand, our system performs dimensionality reduction \textit{in silico} as part of the sequence encoding.

7.3 DNA Codeword Design

Designing codewords for robust DNA computing is a large subfield within the DNA computing community [13, 24]. These works focus on algorithms for computing a set of non-cross-hybridizing sequences that can be used to represent discrete signal values in an application-agnostic manner. Our system does not require non-cross-hybridizing sequences and takes an approach to codeword design, where the sequence mapping is learned from data.

8 Conclusion

We have presented a complete design, from encoding to sequencing, for a DNA database capable of performing content-based associative search by enriching database elements that are similar in content to a given query.

We have accomplished this by combining state-of-the-art research from the information retrieval and machine learning community with theoretical and experimental insights from the DNA computing and DNA storage communities to come up with novel encoding strategies and strand designs.

While it will be a challenge to scale this system to more complex features and larger datasets, this work is another step towards realizing the types of systems we will need to accommodate the storage demands of the future.
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