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When measuring child language development, researchers often face choices between easily computable metrics
focused on superficial aspects of language and more expressive metrics that rely on grammatical structure but require
substantial labor. To advance research in child language development, we present an automatic scoring system
facilitating easy analysis of large numbers of transcripts. Additionally, we explore a machine learning approach to
produce scores of grammatical complexity based on extracting morphological and syntactic features of child utterances.
Both techniques achieve accuracy similar to that of language researchers and reveal trends in syntactic development,
offering promising results for future research and application. We can further apply our data-driven approach to
predicting age, which does not require a previously-defined, language-specific inventory of grammatical structures.

Background: Index of Productive Syntax (IPSyn)
The higher the score, the more grammatically complex the language

IPSyn measures grammatical complexity of language by
evaluating 100 successive utterances and awarding
points based on defined “IPSyn ltems.”

There are 60 items that can earn up to 2 points each,

resulting in a total possible score of 120 points. e
This score can be broken down into subsections of |
Noun Phrases, Verb Phrases, ,
and Sentence Structures. Ns: Article
Automatic IPSyn Fully Data-Driven Measurement
Goal: Create a program that, given a transcript, automatically Goal: Eliminate explicit IPSyn Items by training a machine on expert level
calculates IPSyn score. annotations and scores so that it can produce an IPSyn score based
solely on features of a transcript.
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