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ABSTRACT

In a test suite, all the test cases should be independent: no test should affect any other test’s result, and running the tests in any order should produce the same test results. The assumption of test independence is important so that tests behave consistently as designed. In addition, many downstream testing techniques, including test prioritization, test selection, and test parallelization, assume test independence. However, this critical assumption often does not hold in practice.

This paper empirically investigates the impact of test dependence on three downstream testing techniques (test prioritization, selection, and parallelization) and proposes a general approach to cope with such impact. It presents two sets of results.

First, we describe an empirical study to assess the impact of test dependence on 4 test prioritization, 6 test selection, and 2 test parallelization algorithms. Test dependence negatively affects the results of all these downstream testing algorithms. For example, an automatically-generated test suite for the XML-Security program contains 665 tests, and 111 of those tests yield a different test result (success vs. fail) if the suite is parallelized to run on 16 CPUs.

Second, we present an approach that enhances each test prioritization, selection, and parallelization algorithm to respect test dependence, so that each test in a suite yields the same result before and after applying the downstream testing technique. In an experimental evaluation, the enhanced testing algorithms worked as intended: the test results were consistent even in the presence of test dependence, and they did not substantially compromise the effectiveness of the original testing algorithms.

1. INTRODUCTION

In a test suite, all the test cases should be independent: no test should affect any other test’s result, and running the tests in any order should produce the same test results [11, 14]. This assumption is important so that tests behave consistently as designed. However, the test independence assumption often does not hold in practice [52]: a test’s result may depend on whether it runs after some other tests.

Test dependence causes inconsistent test results in different execution orders. This leads to missed alarms by masking faults in a program. Specifically, executing a test suite in the default order does not expose the fault, whereas executing the same test suite in a different order does [7]. It also leads to false alarms. When a test should pass but fails after reordering due to the dependence, people who are not aware of the dependence can get confused and report results before and after applying the downstream testing technique. Our empirical results indicate that all 12 downstream testing algorithms are affected by test dependence in a non-ignorable manner. For example, an automatically-generated test suite for XML-Security contains 665 tests, and 111 of those tests yield a different test result (success vs. fail) if the suite is parallelized to run on 16 CPUs (Figure 9).

Our findings provide empirical evidence that test dependence should no longer be ignored in designing a downstream testing algorithm that may change the original test execution order.

1.1 Evaluating the Impact

Test dependence can affect downstream testing techniques that change a test suite and thereby change a test’s execution environment. Examples of downstream testing techniques include test prioritization (reorder the input to discover defects sooner) [11, 18, 23, 36, 39], test selection (identify a subset of the input test suite to run during regression testing) [5, 14, 16, 27, 28, 50], and test parallelization (schedule the input tests for execution across multiple CPUs) [24, 26]. Most of these downstream testing techniques implicitly assume that there are no test dependences in the input test suite. Violation of this assumption, as we show happens in practice, can cause unexpected output. As an example, test prioritization may produce a reordered sequence of tests that do not yield the same results as they do when executed in the default order.

To evaluate whether and how test dependence can impact the downstream testing techniques, we implemented 4 test prioritization, 6 test selection, and 2 test parallelization algorithms, and evaluated each algorithm on 5 real-world subject programs that contain dependent tests. We measured the number of tests that yield different results before and after applying a testing technique. Our empirical results indicate that all 12 downstream testing algorithms are affected by test dependence in a non-ignorable manner. For example, an automatically-generated test suite for XML-Security contains 665 tests, and 111 of those tests yield a different test result (success vs. fail) if the suite is parallelized to run on 16 CPUs (Figure 9).

Our findings provide empirical evidence that test dependence should no longer be ignored in designing a downstream testing algorithm that may change the original test execution order.

1.2 Coping with the Impact

Downstream testing techniques should respect existing test dependences and keep the test results consistent.

In this paper, we propose a general approach to enhance existing testing algorithms so that they will become dependence-aware. The enhanced algorithms take as input a test suite and its test dependences, possibly detected by a tool like DTDetector [52]. When creating a new test suite, the enhanced testing algorithm ensures that for each dependent test in a test suite, all other tests it depends on will be executed before it. The key idea of the enhanced algorithm is to use Delta Debugging [48] to minimize the test set that causes a dependent test to yield a different result in the new test suite from in the original test suite, and then modify the new test suite to make...
the exhibited dependent test yield the same result as in the original suite.

We enhanced each of the 12 testing algorithms to form a dependence-aware version. We evaluated each dependence-aware testing algorithm on real-world programs with dependent tests. All enhanced algorithms produce consistent and correct results without substantially compromising the original testing technique’s effectiveness. In the case of test prioritization, 4 out of the 8 results we collected was noticeably affected by our enhanced algorithms. For test selection, our enhanced algorithm increased the size of the selected subset by 2% or less for all 31 results. Our enhanced test parallelization results ranged from having no noticeable differences to up to 4 times slower than the original test parallelization results. However even with the compromises, all three enhanced algorithms are still significantly more effective than running the original test suite. In summary, our results indicate that the enhanced algorithms do compromise the original testing technique’s effectiveness but they produce consistent and correct results while the benefits of applying the testing techniques are still significant.

1.3 Contributions

This paper makes the following contributions.

- **Assess the Impact of Test Dependence.** We present an empirical study to assess the impact of test dependence on 4 test prioritization, 6 test selection, and 2 test parallelization algorithms. We evaluated these testing algorithms on 5 subject programs with a real-world test suite containing dependent tests. The results indicate that all of the downstream testing algorithms we studied are affected by test dependence. This also suggests that test dependence should no longer be overlooked in designing testing algorithms (Section 2).

- **Cope with Test Dependence.** We propose an approach to cope with test dependence. Our approach enhances existing test prioritization, selection, and parallelization algorithms to make them respect test dependence (Section 3). We evaluated the enhanced algorithms on 5 subject programs containing test dependence. The enhanced testing algorithms are aware of test dependence, and the suites they produce yield the same results as the default order without completely compromising their effectiveness (Section 3.4).

2. EVALUATING THE IMPACT

This section describes our empirical evaluation of the impact of test dependence on three well-known downstream testing techniques. We present background for each downstream testing technique (Section 2.1), describe the evaluation methodology (Section 2.3), and present the results (Section 2.4).

2.1 Downstream Testing Techniques

Test prioritization, selection, and parallelization are three important downstream testing techniques. These three techniques change the execution order of an existing test suite to make it detect faults earlier or complete faster.

2.1.1 Test prioritization

Test prioritization schedules test cases for execution in an order that attempts to produce useful results more quickly — notably test failures that indicate a code defect, but also test successes to yield confidence in the software. When no test fails, the entire test suite will be executed, so test prioritization does not reduce the overall cost of test execution.

### Table 1: Four test prioritization algorithms used to assess the impact of dependent tests. We use the same labels as in Table 1 of [11].

<table>
<thead>
<tr>
<th>Label</th>
<th>Algorithm Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3</td>
<td>Prioritize on coverage of statements</td>
</tr>
<tr>
<td>T4</td>
<td>Prioritize on coverage of statements not yet covered</td>
</tr>
<tr>
<td>T5</td>
<td>Prioritize on coverage of functions</td>
</tr>
<tr>
<td>T7</td>
<td>Prioritize on coverage of functions not yet covered</td>
</tr>
</tbody>
</table>

Test prioritization algorithms developed in the literature fall into three major categories: (1) algorithms that order test cases based on their total coverage of code components; (2) algorithms that order test cases based on their coverage of code components not previously covered; (3) algorithms that order test cases based on their estimated ability to reveal faults in the code components that they cover. In addition to the test execution information, the third category requires a comprehensive history of known faults, which is often absent in practice.

This paper evaluates 4 well-known test prioritization algorithms from the first and second categories (Figure 1). We did not implement algorithms from the third category, including the other 10 test prioritization algorithms introduced in [11], since they require a fault history that is not available for our subject programs. The 4 evaluated test prioritization algorithms monitor the execution of each test, record the exercised statements or functions at runtime, and then uses the recorded runtime information to reorder the test execution. Two techniques (T3 and T5 in Figure 1) prefer to execute tests that cover more statements or functions first, and the other two techniques (T4 and T7 in Figure 1) prefer to execute tests that cover more uncovered statements or functions first.

2.1.2 Test selection

Regression test selection (for short, test selection) algorithms create a smaller test suite that contains only a subset of the original test cases in a program. The smaller test suite runs faster. Test selection aims to reduce the worst-case execution time of test execution without reducing the effectiveness of the test suite.

Test selection algorithms developed in the literature fall into two major categories: (1) algorithms that employ program analysis to select tests based on the coverage of modified program fragments [5, 14]; and (2) algorithms that select tests based on the historical data without analyzing the tested program [27]. The second category requires a comprehensive set of historical testing activities which are often absent in practice.

This paper evaluates 6 test selection algorithms developed in [14] (Figure 2) in the first category. All of the algorithms use program analysis to select every test case in a test suite that may be affected in the modified software. They share the same idea based on comparisons of program control-flow graphs (CFGs) but work at a different granularity level and how the tests are ordered once they are selected. The granularity levels are statement-level and function-level. The statement-level selection algorithms are more precise and selects fewer tests than the function-level selection algorithms, but is more expensive. Likewise, depending on the way tests are ordered by the algorithm may achieve higher test coverage faster but it will be more expensive. Ordering by number of uncovered elements tests cover will be the fastest way to achieve high test coverage, followed by number of elements tests cover and then by test id. Ordering by test id essentially does no reordering while the other two orderings is a combination of test selection followed by test prioritization. Given a program $P$, each algorithm executes regression tests to build an edge-coverage matrix which maps each test to the set of CFG edges.
2.1.3 Test parallelization

Test execution parallelization (for short, test parallelization) schedules the input tests for execution across multiple CPUs to reduce the test latency — the time it takes to run all of the tests.

Test parallelization techniques are widely adopted in industry. For example, Visual Studio 2010 (and later) supports a model of executing tests in parallel on a multi-CPU/core machine [43]. Popular open-source frameworks such as JUnit [30], TestNG [32], and Maven [31] provides annotations to execute a test suite in parallel. In general, existing approaches for test parallelization fall into three categories: (1) parallelize a test suite based on user annotations, (2) parallelize a test suite based on test id (or randomly parallelize a test suite), and (3) parallelize a test suite based on the execution time. The first category requires substantial manual effort, while the second and third categories are fully automated.

This paper evaluates 2 test parallelization algorithms (Figure 3) belonging to the second and third categories. We chose them because both algorithms are fully automated. The first algorithm parallelizes a test suite purely based on its id. Given the i-th test, the algorithm simply schedules its execution on the i mod n (n is the number of available machines/CPUs) machines/CPUs. The second algorithm (P1 in Figure 3) parallelizes a test suite based on the execution time of each test takes. Given a test, it schedules its execution on the machine/CPU that completes earliest based on the current load and thus minimizes the execution time of all tests.

2.2 Subject Programs

Figure 4 lists the subject programs used in our evaluation. Crystal [8] is a tool that pro-actively examines developers’ code and identifies textual, compilation, and behavioral conflicts. JFreechart is a chart library [17]. Joda-Time [19] is an open source date and time library. It is a mature project that has been under active development for ten years. Synoptic [41] mines a finite state machine model representation of a system from logs. XML Security [47] is a component library implementing XML signature and encryption standards. It has been used widely as a subject program in the software testing community.

Each of them includes a well-written unit test suite All of the subject programs’ test suites are designed to be executed in a single JVM, rather than requiring separate processes per test case [3].

Given the increasing importance of automated test generation tools [9, 12, 29, 53], we also want to investigate dependent tests in automatically-generated test suites. For each subject program, we used Randoop [29], a state-of-the-art automated test generation tool, to create a suite of 5,000 tests. Randoop automatically drops textually-redundant tests and outputs a subset of the generated tests as shown in Figure 4.

Figure 5 lists the number of dependent tests found in our subject programs. The number of dependent tests were exposed by the tool, to create a suite of 5,000 tests. Randoop automatically drops textually-redundant tests and outputs a subset of the generated tests as shown in Figure 4.

2.3 Methodology

We implemented the testing algorithms listed in Figures 1, 2, and 3, and evaluated each algorithm on the subject programs in Figure 4.

For each subject program, we first executed its test suite in the default order and recorded the execution result of each test. We adopt the results of the default order of execution of a test suite as
the expected results; these are the results that a developer sees when running the suite.

A test prioritization algorithm outputs a reordered test suite. We executed the reordered test suite and counted the number of tests that yielded different results in the prioritized order compared to the expected results from the default order.

A test selection algorithm identifies a subset of the input test suite to run during regression testing, based on changes to the program’s source code. In order to obtain the subset of the test suite that should run, we supplied the test selection algorithm with the changes between the revision in Figure 4 and the next stable revision in Figure 6. We executed the selected subset of tests and counted the number of tests that yielded different results compared to the expected results from the default order. Even though we only studied one specific change for each subject program, we selected revisions where the number of lines different ranged from 0.2%-55.7%.

A test parallelization algorithm divides the input test suite into multiple subsets, and schedules each subset for execution on a different processor. We ran each subset in a separate JVM to simulate separate processors. We counted the number of tests that yielded different results compared to the expected results from the default order. We parameterized each parallelization algorithm by the number of available machines: \( k \), and we evaluated each algorithm with \( k = 2, 4, 8, \) and \( 16 \).

### 2.4 Results

This section shows the evaluation results.

#### 2.4.1 Impact on Test Prioritization

The dependent tests in our subject programs interfere with all of the test prioritization algorithms in Figure 1. This is because all of these algorithms implicitly assume that there are no test dependences in the input test suite. Violation of this assumption, as happened in real-world unit test suites, caused undesired output. Furthermore, test prioritization algorithms usually do not take the potential test dependence into consideration when reordering the test suite.

The prioritization algorithm that affected the most amount of tests’ execution result is T5, prioritization on coverage of functions. This prioritization algorithm made 388 tests yield different execution results than they did when these tests were executed in its default order. The test prioritization algorithm that affected the least amount of tests is T4, prioritization on coverage of statements not yet covered. In comparison to T5, this algorithm exposed 48 tests less, resulting in a total of 340 tests. The remaining prioritization algorithms, prioritization on statements (T3) and prioritization on functions not yet covered (T7) affected 377 and 363 tests, respectively.

<table>
<thead>
<tr>
<th>Program</th>
<th>Revision</th>
<th>Lines Different</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal</td>
<td>trunk-2013-12-12</td>
<td>2730 (3.1%)</td>
</tr>
<tr>
<td>JFreechart</td>
<td>version 1.0.16</td>
<td>2894 (0.7%)</td>
</tr>
<tr>
<td>Joda-Time</td>
<td>d6791cb59</td>
<td>165368 (47.0%)</td>
</tr>
<tr>
<td>Synoptic</td>
<td>ea407ba750</td>
<td>388 (0.2%)</td>
</tr>
<tr>
<td>XML Security</td>
<td>version 1.2.0</td>
<td>36900 (55.7%)</td>
</tr>
</tbody>
</table>

Figure 6: Changes to the subject programs between two versions used in our test selection evaluation. Column “Revision” represents a revision of the program that was created later in date than the revision of the program in Figure 4. Column “Lines Different” shows the number of lines added, deleted and edited in the program’s source code from its Figure 4 revision. The percentage in this column represents the percent of lines different out of the total number of lines this subject program has.

#### 2.4.2 Impact on Test Selection

The dependent tests in our subject programs interfere with all of the test selection algorithms in Figure 2. Similar to the test prioritization algorithms in Figure 1, these algorithms implicitly assume that there are no test dependences in the input test suite. Even though the test selection algorithms we implemented may not necessarily reorder a test suite (S1 and S4), we exposed dependent

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>Joda-Time</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>JFreechart</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Synoptic</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XML Security</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>5</td>
<td>9</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

Automatically-generated Test Suites

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>JFreechart</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Joda-Time</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Synoptic</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XML Security</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Automatically-generated Test Suites

<table>
<thead>
<tr>
<th>Subject Program</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystal</td>
<td>17</td>
<td>25</td>
<td>26</td>
<td>21</td>
<td>35</td>
<td>39</td>
</tr>
<tr>
<td>JFreechart</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Joda-Time</td>
<td>54</td>
<td>54</td>
<td>218</td>
<td>230</td>
<td>225</td>
<td></td>
</tr>
<tr>
<td>Synoptic</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>XML Security</td>
<td>24</td>
<td>30</td>
<td>29</td>
<td>24</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>95</td>
<td>109</td>
<td>109</td>
<td>266</td>
<td>294</td>
<td>297</td>
</tr>
</tbody>
</table>

Figure 7: Dependent tests that are exposed by 4 test prioritization algorithms. Each cell shows the number of dependent tests that yield different results in the prioritized suite as they do when executed in the default, unprioritized order.

Figure 8: Dependent tests that are exposed by 6 test selection algorithms. Each cell shows the number of dependent tests that do not yield the same results as they do when executed in the original test suite.

Although not one prioritization algorithm exposed dependent tests in every subject program’s human-written test suite, dependent tests were exposed by each algorithm in at least 2 of the 5 subject programs. In addition, all prioritization algorithms exposed dependent tests in every subject program’s automatically-generated test suite. The evaluation results suggest that test dependence has a high chance of affecting test prioritization results particularly on automatically-generated test suites.
tests when our algorithms selected them but not the tests they depend on. The selection algorithm that affected the most amount of tests’ execution result is S6, selecting tests covering new, deleted or modified functions ordered by the number of functions not yet covered. This selection algorithm made 299 tests yield different execution results than they did when these tests were executed in its default order. In comparison to S1, selecting tests covering new, deleted or modified statements ordered by test id, this algorithm exposed 203 tests less, resulting in a total of 96 tests. Although all selection algorithms only exposed dependent tests in one subject program’s human-written test suite, all algorithms exposed dependent tests in at least 3 of the 5 subject program’s automatically-generated test suites. The evaluation results suggest that test dependence has a minimal chance of affecting test selection results on human-written test suites and a moderate chance of affecting automatically-generated test suites.

2.4.3 Impact on Test Parallelization

The dependent tests in our subject programs interfere with all of the test parallelization algorithms in Figure 3. Similar to the other two downstream testing techniques we studied, test parallelization implicitly assumes that there are no test dependencies in the input test suite. When test parallelization is applied to a test suite, tests may not only be reordered but they may no longer be executed on the same machine anymore. This exposes dependent tests because our algorithms may schedule a dependent test on a particular machine but the test it depends on is on another machine.

The parallelization algorithm that affected the most amount of tests’ execution result is P2, parallelize on test execution time with 16 machines. This parallelization algorithm made 447 tests yield a different execution result than it did when these tests were executed in its default order on one machine. In comparison to P2, the remaining parallelization algorithm, P1, parallelize on test id at most exposed 85 tests less with 16 machines, resulting in a total of 362 tests.

Although P1 only exposed dependent tests in at least 2 of the 5 subject program’s human-written test suite, P2 consistently exposed dependent tests in 4 of the 5. Additionally, P1 exposed dependent tests in at least 4 of the 5 subject program’s automatically-generated test suite while P2 consistently exposed dependent tests in 5 of the 5. The evaluation results suggest that test dependence has a higher chance of affecting test parallelization results particularly on automatically-generated test suites.

2.5 Discussion

2.5.1 How Significant is the Impact?

As shown in Section 2, all of the testing techniques exposed some dependent tests in one or more of the subject programs we studied. Synoptic did not reveal any dependent tests for its human-written test suite in all of the algorithms we studied because only 1 (0.8%) of its tests were dependent. For the other programs, our results indicated that the impact of test dependence on downstream testing techniques ranged from minimal to high.

2.5.2 Root Causes of Test Dependence

Essentially, test dependence results from interactions with other tests, as reflected in the execution environment. Tests may make implicit assumptions about their execution environment — values of global variables, contents of files, etc. A dependent test manifests when another alters the execution environment in a way that invalidates those assumptions.

Concurring with our previous study [52], our experiments suggested three common root causes of test dependence: (1) improper access to shared global variables (i.e., static variables in Java), (2) improper access to the file systems, and (3) improper access to other external resources (e.g., databases, networks). Improper access shared global variables is the most common root cause, accounting for at least 61% of all dependent tests we have studied.

The downstream testing techniques we have evaluated have indirectly changed the execution environment a test may implicitly assume, such as alternating the test execution order (as test prioritization does) and selecting a subset of test to execute (as test selection and parallelization do).

2.5.3 Threats to Validity

There are three main reasons why our findings apply in the context of our study and methodology and may not apply to arbitrary programs. First, the applications we studied are all written in Java and have JUnit test suites. Second, the 5 open-source programs and their test suites may not be representative enough. Third, in our study, we only evaluated 4 test prioritization, 6 test selection, and 2 test parallelization algorithms. Although these reasons threaten the validity of the results presented, we do believe that if we evaluated test dependence on other testing techniques and subject programs, we will continue to find more conclusive proof that these techniques should not ignore test dependence.

2.5.4 Experimental Conclusion

We have two chief findings. (1) Dependent tests in both human-written and automatically-generated test suites can affect the results of test prioritization, test selection, and test parallelization algorithms. (2) The degree of impact varies across different testing techniques. In general automatically-generated test suites across all techniques seem to be significantly affected by test dependence. For human written test suites, test prioritization and test parallelization seems to have a higher chance of being affected by test dependence while test selection has a lower chance.

3. COPING WITH THE IMPACT
Auxiliary routines:
exec(T): executes a test suite T (i.e., an ordered sequence of tests) in a fresh environment and returns a tuple containing the results of all tests.
getFirstDifferentTest(Tnew, Torig): returns the first test t ∈ Tnew ∩ Torig that differs from results of Torig in Tnew, or null if no such test exists. Uses the ordering of Tnew to determine which test is first.

**3.1 Enhancing downstream testing techniques**

**3.1.1 General Approach**

Figure 10 gives a general approach that “nullifies” the impact of test dependence in a reordered subsequence of the original test suite. Given a sequence of tests, this algorithm converts it into a different, possibly longer sequence of tests. The resulting sequence includes every test in the input sequence, and each test in it yields the same result as in the original test suite.

The basic idea of this algorithm is to use Delta Debugging [48] to minimize the test set that causes a dependent test to yield different result (line 7), and then modify the test sequence (by adding necessary tests or reordering it) to make the exhibited dependent test yield the same result as in the original suite (line 8). Each iteration of the loop in the algorithm nullifies one dependent test but the minimized test suite from delta debugging may introduce other dependent tests. These other dependent tests are nullified by eventually becoming t (line 3) in subsequent loop iterations.

We identified two causes for test dependence. (1) A dependent test is reordered so that the tests it depends on are no longer executing before it. (2) A dependent test is created because tests that did not execute before the dependent test in the original test suite is now reordered to execute before it. Line 4 executes t by itself to determine whether t passed in the original test suite because some tests it depended on was executing before it or if t naturally passes. Our use of delta debugging is dependent on the execution result from line 4. If we are to find the tests that are missing to nullify the test dependence (1), then the first argument passed to delta debugging (line 7) is the original test suite. We are to reorder the tests that are causing t to attain a different result (2), then the first argument passed is the reordered subsequence of the original test suite (line 5). Lines 9 to 13 addresses the scenario when a dependent test is exposed because of both causes. By rerunning delta debugging this time with the other test order we ensure that when we merge (line 14) t will no longer be affected by either causes of test dependence.

It is possible that the modified sequence may yield a different result when executed with the rest of the tests (line 10). In this case, the algorithm employs Delta debugging again to identify the minimal set of tests from the original test suite that must be executed in the output sequence (lines 10–14).

The algorithm repeats the above steps until all dependent tests yield the same results as in the original test suite (line 2).

**3.1.2 Termination and Complexity**

The algorithm in Figure 10 is guaranteed to terminate, and each test in the output test sequence must yield the same result as in the original test sequence. Intuitively, after each iteration in Figure 10 (lines 2–15), at least one more test in the new ordering yields the same result as in the original ordering. In the worst case, Tnew has the same size of Torig and every test in Tnew yields a different result as in the original suite, the algorithm simply returns the original test sequence after n iterations, where n is the size of the original test suite. Therefore, the worst-case time complexity of the general algorithm is $O(n)$. For brevity, we omit the termination and complexity proofs here.

**3.1.3 Enhancing Downstream Testing Algorithms**

Figures 11, 12, and 13 show the enhanced dependence-aware test prioritization, selection, and parallelization algorithms. In each case, the enhanced algorithm first invokes the original downstream testing algorithm to produce a possibly-reordered subsequence of the original test suite. Then, the enhanced algorithm employs the general approach in Figure 10 to nullify the impact of potential test dependence in it and outputs a test execution order in which every test yields the same results as in the original test suite.

**3.1.4 Discussion**

The enhanced algorithms may reorder tests compared to the base-
When invoking \( \text{nullifyTestDependence} \) (Figure 10), this algorithm overrides the merge routine. See Section 3.1.3 for details.

### Auxiliary routines

- **depAwareTestPrioritization(T)**: the target prioritization algorithm to enhance.
- **select(T)**: the target test selection algorithm to enhance.
- **parallelize(T)**: the target test parallelization algorithm to enhance.

### Figure 11: A dependence-aware test prioritization algorithm.

1. \( T_{\text{prioritized}} \leftarrow \text{prioritized}(T) \)
2. \( \text{return} \ \text{nullifyTestDependence}(T_{\text{prioritized}}, T) \)

### Figure 12: A dependence-aware test selection algorithm.

1. \( T_{\text{selected}} \leftarrow \text{select}(T) \)
2. \( \text{return} \ \text{nullifyTestDependence}(T_{\text{selected}}, T) \)

### Figure 13: A dependence-aware test parallelization algorithm.

1. \( T_{\text{par}} \leftarrow \text{parallelize}(T) \)
2. for each \( T_{\text{par}} \) in \( T_{\text{suites}} \)
3. \( \text{yield} \ \text{nullifyTestDependence}(T_{\text{par}}, T) \)
4. end for

### 3.2 Methodology

Section 2 identified human-written and automatically-generated test suites that yield different results after applying a downstream testing technique. We applied the corresponding enhanced testing technique to the same test suite and measured these two results:

- **correctness**: whether the test dependence has been properly handled. Every test should yield the same result as it did in the original test suite in the default order.
- **effectiveness** whether the enhanced testing technique has compromised the effectiveness of the original testing technique. Specifically, for test prioritization techniques, we measure the test coverage of the prioritized test suite; for test selection techniques, we measure the size of the selected test subset; and for test parallelization techniques, we measure the execution time of the whole test suite after parallelization.

### 3.3 Correctness

For every test suite and every enhanced testing algorithm, every test yields the same result as it did in the original test suite in the default order. This result is as expected, because the enhanced algorithms explicitly check for and correct test dependence, ensuring that whenever a test is executed, any other tests that it depends on are executed before it. Therefore, test dependence is preserved.

This result validates both our algorithms and our implementation.

### 3.4 Effectiveness

#### 3.4.1 Enhanced Test Prioritization Algorithms

We evaluate the effectiveness of the enhanced prioritized test suite by measuring its coverage. Figures 14 and 15 show the results. Our enhanced test prioritization algorithms nullifies the impact of test dependence by reordering the sequence of tests in a suite. In other words, the algorithms execute the same number of tests as the original test prioritization algorithms. Yet some of the test orders produced by the enhanced test prioritization algorithms can achieve higher coverage faster than the unenhanced test orders. This was surprising because we expected a test order to achieve higher coverage slower when we have to reorder it to preserve test dependence.

Unlike the enhanced orders, dependent tests in the unenhanced order actually do not provide the coverage it does in the unprioritized test suite. As an example, test \( a \) may covers 50 statements when executed in the original test suite before test \( b \). Because test \( a \) is dependent on test \( b \) running after it, if a test prioritization order has test \( b \) running before test \( a \), then test \( a \) may only cover a subset of the 50 statements it is expected to cover. Common reasons for why our dependent tests achieved higher coverage slower in our unenhanced orders was because of the occurrences of events that disrupts the normal flow of instructions and the different paths of execution taken for branches.

#### 3.4.2 Enhanced Test Selection Algorithms

We measure the size of the selected subset. Figure 16 shows the results. Our enhanced test selection algorithms nullifies the impact of test dependence by adding the necessary tests to the subsequence of tests created by the original test selection algorithms. In other words, our enhanced algorithms can increment the subsequence should be faster, if not, the same. From our results in Figure 17, it is evident that our enhanced algorithms are generally slower than the original ones but they are still faster than running the original test suite.
of tests up to the same number of tests as the original test suite. Yet in the data we collected, our enhanced algorithms only slightly increased the selected test subset by 2% or less.

### 3.4.3 Enhanced Test Parallelization Algorithms

The major purpose of using test parallelization algorithms is to shorten the total test execution time. We measure the total test execution time by recording the time taken by the slowest machine. Figure 17 shows the speedup of each enhanced parallelization algorithm. The data shown in the figure is calculated by the time for the slowest machine to run / the time to run the original test suite. A number greater than 1 would imply that the time to run the test suite with the enhanced algorithm is greater, while the number 1 or a number less than 1 would imply the time is equal to or less than (respectively) the time to run the test suite without the application of any testing algorithms. Our enhanced test parallelization algorithms nullifies the impact of test dependence by adding the necessary tests to the subsequences of tests created by the original test parallelization algorithms. In other words, our enhanced algorithms can increment the total number of tests executed across all machines up to \( \sum_{i=0}^{k-1} (n - i) \) where \( n \) is the number of tests in the original test suite and \( k \) is the number of machines. The maximum size in all of the subsequences of tests would be the same as size of the original test suite. The slowdown between the original and enhanced parallelization algorithm is a result of the increased amount of tests machines have to execute in order to preserve test dependence. To elaborate, say test \( b \) depends on test \( a \) to come before it yet they were both scheduled to be executed in different machines. In order for test \( b \) to exhibit the same behavior as it did in the unparallelized test suite, whichever machine test \( b \) is contained in will have to have test \( a \) be added to it.

Certain results appears to be the same with the original or enhanced parallelization algorithm. This is because the subject programs contains tests that relies on one another to setup UI components, files or a combination of both. The negligence of test dependence for the original parallelization order resulted in its tests waiting for a particular UI event or file system state to trigger. Most of these tests end up waiting a set amount of time before terminating. Despite how these enhanced testing algorithms may require the user to execute more tests, this example illustrates that the consequences of executing more tests may not always be detrimental to the user.

### 3.5 Discussion

#### 3.5.1 Threats to Validity

There are several threats to the validity of our experiments. First, the subject programs and the test suites used to evaluate the enhanced testing algorithms may not be representative enough. We chose these subject programs because they contain developer-confirmed dependent tests, and some of them, such as XML-Security, are widely used to evaluate downstream testing technique in the software engineering community. Second, Section 3.4 evaluated effectiveness based on proxy measures of test suite quality rather than on detection of real faults. Our future work plans to evaluate the enhanced algorithms on more subject programs and employ other metrics to evaluate the effectiveness.

#### 3.5.2 Experimental Conclusions

We have two chief findings. (1) All enhanced downstream testing techniques output consistent results on test suites containing dependent tests. And (2) The enhanced testing techniques are more effective than executing the test suites without any testing techniques.

### 4. RELATED WORK

We next discuss three lines of closely-related work on: (1) definitions and studies of test dependence, (2) testing techniques affected by test dependence, and (3) techniques to cope with test dependence.

#### 4.1 Test Dependence Definitions and Studies

Treating test suites explicitly as mathematical sets of tests [15] and assuming test independence are common practice in the testing literature [5, 11, 14, 18, 20, 23, 27, 28, 36, 39, 40, 50, 51]. Nonetheless, the conditions under which a test is executed may affect its result. Bergelson and Exman describe a form of test dependence informally: given two tests that each pass, the composite execution of these tests may still fail [4]. That is, if \( t_1 \) executed by itself passes and \( t_2 \) executed by itself passes, executing the sequence \( \langle t_1, t_2 \rangle \) in the same context may fail.
In the context of databases, Kapflammer and Sofija formally define independent test suites and distinguish them from other suites that “can capture more of an application's interaction with a database while requiring the constant monitoring of database state and the potentially frequent re-computations of test adequacy” [22]. In addition to results about test generation and test adequacy criteria for database testing [6,13,22], the effect of context in testing has also been explored in mobile applications [44]. Such test dependence definitions focus on program and database states that may not affect the actual test results as well as the downstream testing techniques. Our previous work [32] gave a formal definition for test dependence based on test execution results. Our definition differs from related work [2,3,22] by considering test results rather than program and database states (which may not affect the test results). Our previous work also showed there exist reordering of real-world test suites that cause the same test to yield different results, but it was unclear whether downstream testing techniques such as test prioritization, selection, and parallelization give rise to the problematic test reordering in practice. This paper empirically evaluates the impact of test dependence on real-world subject programs, and it presents a general approach to cope with the impact by enhancing existing algorithm to respect test dependence and keep the test results consistent.

Some prior work [25] studied the impact of flaky tests — tests that have non-deterministic outcomes — on regression testing. However, non-determinism is different than test dependence. Test dependence does not imply non-determinism: a test may non-deterministically pass/fail without being affected by any other test, including its own previous executions. Non-determinism does not imply test dependence: a program may have no sources of non-determinism, but two of its tests can be dependent. Furthermore, a test may execute non-deterministically, but it may deterministically pass/fail.

### 4.2 Testing Techniques Affected by Test Dependence

The assumption of test independence lies at the heart of most techniques for automated regression test selection [5, 14, 27, 28, 50], test suite minimization [16, 45], test case prioritization [11, 18, 23, 36, 39], coverage-based fault localization [20, 40, 51], and test generation [29, 44, 53], etc. Section 2 evaluated the impact of test dependence on test prioritization, test selection, and test parallelization. Here we discuss the impacts of test dependence on two additional techniques.

Coverage-based fault localization techniques [20] often treat a test suite as a collection of test cases whose result is independent of the order of their execution. They can also be impacted by test dependence. Steimann et al. found that the accuracy of coverage-based fault locators is reduced when tests fail due to the violation of the test independence assumption [40]. Compared to our work, Steimann et al. focused on identifying possible threats to validity in evaluating coverage-based fault locators, and do not present any results of the impact of test dependence on test selection, prioritization, and parallelization techniques.

Most state-of-the-art test generation techniques [29, 44, 53] do not take test dependence into consideration. For example, the execution outcomes of tests generated by Randoop can depend on the execution of other tests [33, 52]. Such test dependences arise because current automated test generators generally create new tests based on the program state after executing the previous test, for the sake of test diversity and efficiency. Randoop has a mechanism to preserve test dependence: when it discovers that a test execution is non-deterministic, it disables the test's assertions but continues to preserve test dependence: when it discovers that a test execution is nondeterministic, it disables the test’s assertions but continues to execute it in the suite, so that other tests that are dependent on it do not begin to fail [33]. Exploring how to incorporate test dependence into the design of an automated test generator is future work.

### 4.3 Techniques to Cope with Test Dependence

Only a few techniques and tools have been developed to prevent or alleviate the impact of test dependence. Some testing frameworks provide mechanisms for developers to define the context for tests. JUnit, for example, provides means to automatically execute setup and clean-up tasks (setUp() and tearDown()) in JUnit 3.x, and annotations @Before and @After in JUnit 4.x). Release 4.11 of JUnit supports executing tests in lexicaligraphic order by test method name [21]. DepUnit [10] allows developers to define soft and hard dependences. Soft dependences control test ordering, while hard dependences in addition control whether specific tests are run at all. TestNG [42] allows dependence annotations and supports a variety of execution policies that respect these dependences such as sequential execution in a single thread, execution of a single test class per thread, etc.

However, no tool exists to ensure that programmers use these...
advanced mechanisms properly, and often they do not [25]. By contrast, this paper proposed techniques to cope with the impact of dependent tests. Our techniques could co-exist with such frameworks by generating annotations rather than dictating a single order of test execution.

More recently, Bell and Kaiser [3] developed an approach, called Unit Test Virtualization, to speed up unit test execution. Unit Test Virtualization dynamically tracks the memory access of each unit test, identifies code segments that may create side-effects, and executes them in an isolated container (similar to a lightweight virtual machine) with significantly lower cost than executing in a normal JVM. Similar to Kapfhammer and Soffa’s work [22], Unit Test Virtualization detects a test dependence if a test accesses a memory location that has been written by another test, which is neither necessary nor sufficient to affect the test result; by contrast, our definition focuses on the test result. Because the test suite is executed on multiple virtual machines, it is unclear how to integrate Unit Test Virtualization with downstream testing techniques. By contrast, our work enhances existing testing techniques to make them respect test dependence and produce test orderings that produce consistent results when running on a single, standard JVM.

Figure 14: Reduced efficiency of the enhanced versions of test prioritization techniques T3 and T4 from Figure 1 on human-written test suites. The subject programs Synoptic and XML-Security are omitted, as is T3 for Joda-Time, because those combinations do not cause test failures due to dependent tests.

Figure 15: Reduced efficiency of the enhanced versions of test prioritization techniques T3 and T4 from Figure 1 on automatically-generated test suites.
5. CONCLUSION AND FUTURE WORK

Test dependence often arises in a test suite, but its impact is unclear and has largely been ignored in previous software testing research. This paper addresses this important issue by empirically investigating the impact of test dependence on 12 downstream testing algorithms. Our experimental results show that test dependence does affect the results of well-known test prioritization, test selection, and test parallelization algorithms negatively and frequently. This paper also proposes an approach to cope with test dependence. The proposed approach enhances existing test prioritization, selection, and parallelization algorithms to make them respect test dependence.

Our findings are useful to practitioners and researchers. Both can learn that the impact of test dependence should no longer be ignored when designing and developing new testing techniques. Practitioners can adjust their practice based on test patterns most often lead to test dependence, and they can use our approach to cope with the impact the test dependence. Researchers are posed interesting new problems, such as how to adapt existing testing methodologies in the presence of test dependence.

Future work should address the following issues:

Other downstream testing techniques. It would be interesting to measure the impact of dependent tests on other downstream testing techniques, such as mutation testing [38, 49, 50], test factoring [37, 46], and experimental debugging techniques [40, 48, 51]. We are also interested in enhancing these testing algorithms to respect test dependence.

Eliminating dependent tests. Another way to cope with the impact of test dependence is developing algorithms to eliminate dependent tests before their impact arises. However, the practice of eliminating dependent tests remains mostly manual and ad hoc — software developers usually manually hard-code test execution orders in a configuration file or simply merge or remove tests. A more flexible and robust methodology for dependent test elimination should be developed. This question also applies to automated test generators, and some work has been developed to alleviate this problem [3, 12, 33].
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