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ABSTRACT
Most online content platforms today are designed to maximize the
time users spend engaging with their content. This engagement
allows platforms to both serve advertisements and collect data from
usage patterns to incorporate into their recommendation and per-
sonalization algorithms. However, personalization algorithms are
often opaque; surfacing relevant and interesting content to users
at best, and constructing echo chambers in which users are not
exposed to a diversity of opinions or beliefs at worst. This issue is
exacerbated by the fact that many content platforms enable users
to fine-tune personalization algorithms without much in the way
of ethical guardrails, such as “liking” a post or selecting “see less/-
more”. In this paper, we ask the question of whether there are
ethical limits to personalization in content platforms. Twitter is a
content platform with a wealth of publicly-available information
surrounding its personalization algorithms, which we use as a case
study for our investigation. We conduct a literature review of prior
research in content personalization on social media and analyze
published algorithmic personalization source code by Twitter along
with related technical blog posts. We then identify ethically nu-
anced components of Twitter’s content personalization pipeline
and analyze them from the perspective of 6 ethical theories. We con-
clude with a discussion of how developers can more deeply engage
with ethical considerations when building personalized systems.

1 INTRODUCTION
Recommendation and personalization algorithms permeate aspects
of everyday life. A user’s video queue on YouTube, their recom-
mended products on Amazon, the sponsored results in their Google
search results, their “For you” feed on Twitter; are all the result
of algorithms that are designed to push content that maximizes
engagement and user retention. Recommendation and personaliza-
tion algorithms effectively shape the user experience on content
platforms, having direct control over the content a user consumes
with and the people they might interact with.

Despite the extent to which these algorithms control and shape
the user experience on content platforms, there has been little prior
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work on investigating these algorithms—and their use of user data—
through ethical theories. Prior work has explicitly investigated
personalization systems and modelled them as a relationship be-
tween content senders (the content platforms) and content receivers
(users of content platforms) [25]. This work focused on the inherent
asymmetry between senders (who require huge amounts of user
data to push content to receivers (who often relinquish control over
their data in using content platforms).

Other prior work has applied ethical theories to the analysis
of personalization for users on websites in 2004 [65], before the
advent of large content networks (such as Twitter, Instagram, Tik-
Tok, etc.). This work found that customization (i.e., user-driven
content curation) was ethically less questionable than personal-
ization (i.e., system-driven content curation using continual data
monitoring) [65]. However, it is not true whether these findings
still hold today, or are applicable to large-scale content platforms
today that leverage datasets that are magnitudes larger than they
were in 2004.

To that end, we investigate the personalization algorithms em-
ployed by large content platforms through ethical theories from
Quinn [55], including relativism, egoism, Kantianism, utilitarian-
ism, social contract theory, and virtue ethics. We draw from the
extensive documentation surrounding Twitter’s recommendation
and personalization algorithms as an exploratory study, includ-
ing source code [70], literature from the engineering team [73],
and explainer articles [27, 61]. Our work comprises the following
contributions:

• A review of prior work focusing on the analysis of personal-
ization and recommendation algorithms via ethical theories.

• A quantification of Twitter’s recommendation systems, includ-
ing features used for personalization and their weights, and
descriptions of components used for visibility filtering and
user segmentation.

• An analysis of Twitter’s recommendation system under the
lens of ethical theories, serving as first steps toward future
studies that investigate other large-scale content platforms
and their personalization algorithms.

2 RELATEDWORK
2.1 Personalization in Social Media

Recommender Systems
In 2006, Facebook launched its news feed feature as a convenient
way for users to stay updated on their friends’ activities without
having to individually check their friends’ profiles. The algorithm
was simple—a reverse chronological, subscription-based model that
provided a user with another user’s updates if they subscribed to
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that other user via “friending.” Fast forward almost two decades,
and the landscape of social media feeds has changed completely.
Machine learning-powered recommendation algorithms are now
ubiquitous in social media feeds [47], using a variety of techniques
to elicit user preferences and values. To better align social media
recommenders to these preferences and values, a growing body
of work proposes techniques and broader calls to action [14, 23,
41, 50, 63, 64], drawing upon the field of value-sensitive design
[9, 22], where Borning and Muller define “value” as “what a person
or group of people consider important in life” [9].

Many modern recommender systems infer values by implicitly
learning them from user information and interaction history [47,
64]. Commonly tracked attributes for implicitly eliciting values
include tracking clicks [77], content dwell time [75], and affinity
with other users [30, 33].

Platforms and researchers have sought to develop recommender
systems with explicit controls [17, 23, 28, 29, 37, 42, 48, 52] in an
effort to mitigate these concerns. Users have reported higher levels
of satisfaction [32, 35], trust [48], and engagement [28, 42] when
they were given opportunities to exert control over the system,
even when the controls had no impact on the output [6, 67]. Ex-
amples of explicit controls include thumbs up/down buttons to
rate recommended items [24, 76], sliders and toggles for adjusting
desired content characteristics [31], drag-and-drop topic specifiers
[17], keyword critique [52], and manual selection of the recom-
mender algorithm [8, 19]. More recent work has leveraged the
semantic capabilities of large language models to enable the expres-
sion of preferences conversationally through a chat interface [23]
and through editing a natural language user profile [29]. Explicit
controls come with their own set of challenges—users may not
know that these controls exist or what they do [26, 31, 62], find
them cumbersome to use and keep up-to-date [28], or do not see
value in engaging with them [38]. Indeed, prior work showed that
most users prefer a hybrid approach that combines implicit and
explicit learning [37, 46]. One promising approach in this vein is
to design controls that allow for simultaneous expression of direct
feedback and less direct social signals; real-world examples include
“react” options on Facebook and LinkedIn [64].

These prior works provide valuable usability perspectives to
guide the design of personalization on social media. However, in
this work, we approach personalization from an ethical angle to
supplement existing usability-centered ones.

2.2 User Agency in HCI and Social Media Feeds
Researchers are increasingly concerned with the reduction of user
agency in personalized content feeds [44, 47, 66]. A primary source
of this concern is the opacity with which social media feed algo-
rithms operate. Indeed, these algorithms are commonly referred to
as “black-boxes” [4, 12, 45, 51, 56]. Prior work in explainable AI for
social media has attempted to open the black-box and make algo-
rithms more understandable to lay users [2, 18, 36, 39, 40, 58], but
a fully transparent “glass-box” algorithm may still reduce agency.
For one, users’ decision-making abilities may be weakened via
information overload relating to the complexities of “glass-box” al-
gorithms [53]. Transparency also does not guarantee self-causality;
users may observe the inner workings of the algorithm without

any opportunity for control [43]. Transparency aside, widespread
user behavior such as “doomscrolling” (mindless scrolling) [54]
and dissociation [5] are symptomatic of users’ agency loss when
interacting with algorithmically-driven feeds.

Dwindling agency has led to users deriving “algorithmic folk
theories” to make sense of their social media experiences [15, 16,
20, 21, 34, 59]. Examples of folk theories include that users will see
more content from friends who are more similar to them in their
Facebook News Feed [20] or that the TikTok For You Page algorithm
prioritizes videos that feature aesthetics associated with wealthier
lifestyles (e.g., large houses) [34]. Theories may emerge from both
endogenous (originating from data within the platform [7]) as well as
exogenous (originating from data collected outside the platform [10])
information [15, 57]. Users might apply folk theories in shaping
how they interact with platforms. For example, Facebook users
regularly visited profile pages of those whom they wanted to see
more of and sought out more opportunities to tag them in posts, to
signal their preferences to the algorithm [20]. To attempt to spread
a video to other users’ For You pages, TikTok users watched videos
multiple times (even when they understood it perfectly the first
time through), left longer comments, and hit the like/share buttons
repeatedly even though they could only like or share a video once
[34]. However, users remained uncertain of the efficacy of their
techniques and even considered their actions to be manipulative
and forced [11, 20].

Our work focuses on contributing new, ethics-focused perspec-
tives on user agency. While much of HCI research aims to maximize
user agency, some branches of ethics may push back on this ideal
(e.g., those who subscribe to social contract theory may claim that
maximizing user agency will actually be counterproductive to hav-
ing all users adhere to the contract). On the other hand, reducing
user agency has demonstrated negative effects on user experience
and public perceptions of platforms more broadly. We seek to weigh
these perspectives in our work.

2.3 Prior Ethical Perspectives on
Personalization and Customization

Content platforms employ automated mechanisms to personalize
and recommend content for users to operate at scale with billions
of users and terabytes of content. However, the near-ubiquity of
black-box AI recommendation systems present numerous ethical
challenges [25].

One challenge arises with the data that is used to train and fine-
tune AI personalization systems. Herman frames personalization
systems as an interaction between content senders (the content
platforms) and content receivers (the users) [25]. Senders require
large amounts of data for AI personalization systems to be effective.
These data may range from coarse-grained information about us-
age patterns to specific information about a user’s age, sex, and/or
ethnicity. This results in an asymmetrical dynamic between the
perceived benefits to the content senders and consumers; it bene-
fits senders to collect as much information as possible to improve
their personalization systems to maximize the time users spend on
their platform, while users effectively trade off their privacy for
relevant content. Herman also posits that personalization systems
degrade the autonomy and agency users may have in selecting the
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content they wish to see [25]. If a content platform offers only a
personalization-based feed, then users of that platform effectively
have zero autonomy and agency over what they wish to view. This
irony is what Simpson et al. call a “personalization paradox” [60].

In 2004, Treiblmaier et al. conducted a study of Austrian internet
users’ attitudes towards personalization on websites, with a focus
on data privacy perceptions [65]. The authors then applied ethi-
cal theories including Kantianism, deontologism, social contract
theory, utilitarianism, virtue ethics, and stakeholder theory to dis-
cuss the results. A key differentiation they make is one between
personalization and customization—drawing from prior work, they
define customization as user-initiated and user-driven adaptation
of technical systems, whereas personalization is system-initiated
and system driven. That is, personalization can be equated to “self-
customization” [13], where the system actively monitors user be-
havior to adapt. Additionally, because of personalized systems’
automated nature, the user is unable to control how the system
adapts. The authors conclude that personalization and its prerequi-
sites fundamentally conflict with the ideals of many ethical theories,
whereas customization is more ethically acceptable.

In our work, we aim to apply ethical theories to personalization
in the context of social media platforms rather than general web-
sites. Additionally, instead of surveying user attitudes, we analyze
existing available information about social media recommenda-
tion algorithms, which researchers have noted is abundant [47].
Trieblamier et al.’s differentiation between personalization and cus-
tomization [65] is a useful one.

3 METHOD
The goal of our study is to investigate where the ethical boundaries
are to personalization in online content platforms. To accomplish
this, we conducted an extensive literature review of publicly avail-
able information on the personalization algorithm for Twitter, a
large content network (section 3.1) Subsequently, we embarked
on an in-depth analysis of our discoveries, focusing particularly
on identifying elements of the personalization algorithm that war-
ranted ethical scrutiny or were particularly pertinent from a moral
standpoint (section 3.2). Finally, we evaluated the outcomes through
various established ethical frameworks to ascertain the ethical im-
plications of our findings (section 3.3).

3.1 Understanding Twitter’s Personalization
Algorithm

We focused our investigation on the Twitter content personalization
algorithm, of which there exists a wealth of publicly available infor-
mation about, including the source code [70], technical reports [73],
and independent audits and walkthroughs [27, 61].

We extracted a set of features from these sources that are likely
used as parameters in how Twitter recommends content to its users
and personalizes their feeds. To increase our confidence in what
features are used by Twitter’s algorithm in practice, we focused
on features that appeared in a majority of the articles in our litera-
ture review. The source code [70] of the Twitter recommendation
system was used as a primary oracle in cases where it was unclear
whether a feature was involved in content recommendation and
personalization.

3.2 Distilling the Ethical Components of the
Personalization Algorithm

The distinction between binary inclusion/exclusion mechanisms,
such as social proof, and the more nuanced tunable weight mecha-
nisms in Twitter’s personalization algorithm, presents unique ethi-
cal considerations and impacts on user experience. We distill the
major components of the Twitter recommendation that we consider
as ethically nuanced—that is, the implementation choices made in
these components leave room for ethical debate and shifting the
implementation strategy may lead to a different ethical outcome.
For example, weights used to predict engagement on a post may be
ethically nuanced, while the decision to parallelize some compu-
tational processes over others in some parts of the pipeline is not.
A couple more examples of ethically nuanced components in the
context of the Twitter personalizaton algorithm are as follows.

The social proof mechanism [73] is a binary inclusion/exclusion
criterion. If a tweet does not have a second-degree connection to
the user (i.e., someone that they directly follow hasn’t engaged with
the tweet or follows the author), then it will be less likely to appear
in their feed.

Twitter’s personalization algorithm also takes into account the
actions of users on its platform, such as following or blocking other
users, “liking” or “re-tweeting” a tweet, and more. These signals
are weighted [27], with the ability to be manipulated to prioritize
certain content types and/or user behaviors. These components are
thus suited for our analysis via ethical frameworks.

3.3 Analysis via Ethical Theories
Upon identifying ethically nuanced components of the algorithm,
we will examine them through various ethical theories. We use the
following 6 ethical theories fromQuinn [55]: relativism (subject and
cultural), egoism, Kantianism, utilitarianism (act and rule), social
contract theory, and virtue ethics. The goal of this examination is
to identify, for each ethically nuanced algorithm design decision,
the level of acceptability of implementing that decision à la Twitter.
This level of acceptability—specifically the circumstances under
which a design decision may become unacceptable—is what we
define to be an “ethical boundary.”

Inevitably, different ethical theories may lead to different bound-
aries. We account for this bymapping ethical theories to boundaries,
such that each boundary corresponds to the intersection of one eth-
ical theory and one ethically nuanced algorithm component. This
resulting matrix of ethical boundaries constitutes our primary con-
tribution from our analysis—a framework that answers our initial
question: what are the ethical boundaries of personalization?

We intend for this framework to serve as a guide for researchers
and practitioners to make more ethically informed decisions when
designing personalization algorithms. We defer the evaluation of
this framework to future work.

4 RESULTS
In this section, we begin with an overview of Twitter’s recommen-
dation system and some of its core components related to user
segmentation and visibility filtering (section 4.1). We then delve
deeper into the mechanics of the system by discussing the specific
features employed to tailor and recommend Tweets to individual
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users, as well as the significance and impact of their associated
weights (section 4.2). Finally, we explore our findings in the context
of ethical frameworks and use them to guide a discussion of the
ethics of Twitter’s algorithm and recommendation systems (sec-
tion 4.3).

4.1 Understanding Twitter’s Recommendation
System

4.1.1 User Segmentation. Twitter’s recommendation algorithm is
capable of partitioning or labelling users. One example is provided
in code (currently removed from the latest version of the code
repository) containing labels [68] that can be applied to users. The
labels range from extremely specific, describing singular users (e.g.,
author_is_elon), to extremely broad (e.g., author_is_democrat,
author_is_republican, author_is_power_user).

These labels may conceivably be used to personalize content
for users on Twitter in serving relevant content (e.g., a power user
may be served ads for Twitter Blue) that may be used to increase
engagement.

4.1.2 Visibility Filtering. Like many content platforms, Twitter
employs a visibility filtering (VF) system that can be used to limit
(or boost) the reach of content. For example, the VF system may
be used to ensure that users do not see Tweets from accounts that
they have blocked, which is a use-case that respects user agency.

However, this VF system may also be used to limit the reach of
Tweets without user intervention. Twitter has a trust and safety
label named DoNotAmplify [71], which might be used to limit the
reach of a Tweet across the platform.

Twitter also appears to limit the reach of content and URLs
from competitor platforms in addition to Tweets that are deemed
out-of-network for a user [69]. From one perspective, filtering out
irrelevant content from an out-of-network user might be beneficial
to the consumer, as they may not be relevant. Filtering out content
from competitor networks, however, limits users to the content
available on Twitter. This is beneficial for Twitter, as they are
incentivized to keep users on its platform for as long as possible.
The consequences for users are less clear; one might argue that by
using Twitter and not a competitor platform, they are opting out
of content on other platforms. A counterargument would be that
users should have access to any content, regardless of its origin.

4.2 Features and Weights for Personalization
Tweets are recommended to users in the “For you” feed via the
Heavy Ranker [72] system, which uses at least 10 features (Figure 1)
to recommend Tweets to users. Of the 10 features, two have negative
weights; report, which is a predictor of whether a user will select
“Report Tweet”, and negative_feedback_v2, which is a predictor
of whether a user might provide negative feedback, selecting “Show
less often” on the Tweet, or muting or blocking the Tweet author.

Surprisingly, actions such as favouriting a Tweet, re-Tweeting,
or playing a video at least halfway (video_playback50) are not
very heavily weighted; the weights fall into a range from 0.005 to
1. Instead, the ranking system places a very high weight on fea-
tures related to users interacting with content, such as clicking on
a Tweet author’s profile or replying to a Tweet which is in turn
predicted to be replied to by the original author. With these actions,

users are more likely to both engage with and create more con-
tent, which in turn may be used by Twitter to generate additional
recommendations.

Type of User Engagement (Probability) Weight
watch at least half of the video (for a tweet with
video)

0.005

like the tweet 0.5
retweet the tweet 1.0
click into the conversation of a tweet and stay
there for at least 2 minutes

10.0

click into the conversation of a tweet and reply
or like a tweet

11.0

opens the tweet author’s profile and likes or
replies to a tweet

12.0

replies to the tweet 13.5
react negatively (requesting “show less often”
on the tweet or author, block or mute the au-
thor)

-74.0

replies to a tweet and this reply is engaged by
the tweet author

75

click report tweet -369.0
Table 1: Types of user engagement and corresponding weights in the
Heavy Ranker of Twitter’s For You algorithm.

4.3 Twitter’s Ranking Algorithm Through
Ethical Lenses

In this section, we discuss the data practices of Twitter’s algorithmic
recommendation systems through the lens of six ethical theories.

4.3.1 Relativism. Practically, Twitter’s data practices are not incon-
sistent with that of other large content platforms (e.g., Facebook,
TikTok, etc. These platforms collect demographic information and
have mechanisms with which they might identify user segments or
limit the reach of content (visibility filtering). With this knowledge,
Twitter (and other large content platforms) may be grouped into a
faction with similar generally accepted practices by society. Under
this characterization, Twitter’s data practices are generally ethical
under relativism.

However, an interesting consequence of Twitter’s VF systems
is that tweets for which a large amount of negative feedback has
been reported are downranked to a large degree (see “click report
Tweet” and “react negatively” in table 1). A scenario in which rela-
tivism would deem Twitter’s VF system unethical might be when
a segment of users report a tweet (as they may find it offensive or
otherwise undesirable), resulting in a platform-wide downranking
of the tweet. However, it may be the case that this tweet is offensive
only for that given segment of users and not for others. Under
relativism, it would be unethical to limit the visibility of the tweet
for the entire platform.

4.3.2 Egoism. Through egoism, the data practices and recommen-
dation algorithms of Twitter could be evaluated based on how well
they align with their long-term interests and benefits. Twitter’s
user segmentation and visibility filtering can be considered ethical
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User Segmentation Visibility Filtering Content Ranking

Figure 1: The components of Twitter’s recommendation system that are analyzed for our study. User segmentation partitions (labels) users
according to a variety of data points (e.g., inferred political views, gender and age, sexual orientation, etc.). Visibility Filtering (VF) systems are
used to limit the reach of content or filter them out from feeds altogether. Content ranking systems generate engagement probability scores
via model weights and features inferred from content to rank them for delivery.

from this viewpoint if they serve the platform’s interests, such as
increasing user engagement, maximizing revenue, or enhancing
the overall user experience to retain users [73].

However, egoism also considers the long-term consequences of
actions. If Twitter’s practices lead to negative public perception,
decreasing user trust, or regulatory scrutiny that could harm its
reputation and profitability, then these practices would be deemed
unethical. For example, Twitter’s self-interest could ultimately be
harmed by excessive use of VF to censor or manipulate content or
user feeds in ways that diminish user autonomy or incites public
backlash.

Moreover, Twitter’s algorithmic decisions would need to balance
short-term gains with long-term sustainability. If the recommenda-
tion systems prioritizes content that maximizes immediate engage-
ment but leads to a toxic or polarized environment, the jeopardizing
of Twitter’s long-term viability and public image would be deemed
unethical.

4.3.3 Kantianism. Under Kantianism, the data practices of Twitter—
and consequently, the algorithmic systems powered by them—
would be considered unethical. This aligns with the previous finding
by Treiblmaier et al. which states that the collection of consumer
information without consumers’ consent can never be ethically jus-
tified, simply because the act as such would be ethically wrong [65].

One might argue that Twitter is collecting information with
consent, as users agree to its Terms of Service when they sign up
for the platform. However, this argument might be refuted by the
fact that the majority of users do not read the terms in full (or at
all). Under the assumption that privacy and autonomy are absolute
rights, Twitter’s data practices are unethical under Kantianism. For
example, VF enables Twitter to artificially limit the reach of tweets
and prevent users from seeing them, which violates the autonomy
of both the producers and consumers of the content.

4.3.4 Utilitarianism. Under a utilitarian theory, any form of data
collection might be considered ethical if the end result benefits a
majority of the users in a system, even if this is at the expense
of a minority of users. In analyzing Twitter’s data collection prac-
tices, it is important to attempt to account for the benefits that it
may provide to users. For example, Twitter’s usage of social proof
(which requires them to collect information about a users’ followers
and social circle) may mitigate irrelevant content from unknown

accounts or spam from being surfaced to a user, which is arguably
a benefit for the majority of users.

Twitter’s user segmentation and visibility filtering (VF) practices
are arguably a benefit for users under utilitarianism. For example,
by collecting or inferring personal information such as age, sex,
or political leanings to segment users, Twitter can better serve
relevant content to the majority of users within a segment. Visibility
filtering also provides a benefit for users. For example, assume a
large proportion of users within a segment blocks a user or provides
negative feedback for a tweet. VF may be used to ensure that the
blocked user’s tweets or similar tweets are surfaced less. This is an
ethical action under utilitarianism; though the blocked user may not
benefit from having the reach of their tweets be limited, themajority
in the segment benefit from not seeing the blocked user’s tweets or
similar tweets. Additionally, the majority of users on popular social
media platforms are consumers rather than producers [1], so the
net satisfaction is likely to increase.

4.3.5 Social Contract Theory. Twitter’s data practice and recom-
mendation algorithms partially align with social contract theory,
but cannot fully do so as users are not involved in the creation
of their “contracts.” Social contract theory asserts that 1) morality
consists in the set of rules governing how members of a community
will treat each other, 2) these rules are to be derived from a rational
process, and 3) rational community members will collectively agree
to follow these rules for mutual benefit assuming everyone else
also follows them. Users on Twitter must abide by its Platform Use
Guidelines [74], which one can argue is an operational contract de-
rived through rational processes based on empirical evidence. Users
also collectively agreed to follow it when they first logged onto the
platform and agreed to its Terms and Conditions. However, this
contract was created by the platform with little to no input from
users themselves. End users also may be unaware that they agreed
to the contract in the first place as few users read the Terms and
Conditions in detail. Therefore, the contract exists but can hardly
be considered as “social.”

End users (to our knowledge) were not involved in the design
of the VF system nor the selection of features and weights used in
the Heavy Ranker. Both these systems shape community behavior
by deciding who users interact with on the platform and what
kinds of content will appear in their feeds. Users were unaware
of the inner workings of these systems (at least not before they
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were open-sourced), let alone collectively agreeing to how they
operate. Additionally, while Twitter may have engineered these
systems through a rational process, there is no evidence that they
did so—for example, we were unable to source any documentation
for how the weights in Table 1 were determined. For Twitter’s
personalization techniques to fully embrace social contract theory,
higher levels of algorithmic choice (such as custom algorithms on
Bluesky [8]) and transparency will be needed.

4.3.6 Virtue Ethics. Twitter’s data practices and personalization al-
gorithms would be considered unethical under virtual ethics. To an-
alyze Twitter under this theory, we consider it as an entity for which
moral virtue and character are applicable characteristics. Twitter’s
recommendation system does not disclose whether a tweet’s reach
has been artificially boosted (e.g., for Twitter Blue users) or limited.
This is deceptive to the users of the system who may assume that
artificial boosting based on whether an author is a Twitter Blue
does not occur. This is further exacerbated by the ability of Twitter
Blue users to hide whether they are a Blue subscriber (e.g., remove
the checkmark), meaning that it is not possible for users to easily
discern whether someone may have boosted tweets.

Twitter also does not publicly disclose their user segmentation
practices. Consequently, users may not be aware that they may
have been placed into a specific segment for which targeted person-
alization algorithms may be deployed. This would be a deceptive
practice considered unethical under virtue ethics.

5 THREATS TO VALIDITY, AND FUTURE
WORK

5.1 Threats to Validity
The primary threat to the validity of our analysis is in the fram-
ing of each component of Twitter’s personalization system in the
ethical theories explored in our paper. To mitigate this threat, each
author reviewed the decision made in deciding whether Twitter’s
personalization system was ethical (or not) under each theory.

Additionally, Twitter may currently not be operating under the
systems and algorithms described in its open-source algorithm
codebase [70], engineering blog post [73], and explainer articles [27,
61]. We cannot completely mitigate this threat, as most social media
platforms operate under closed-source algorithms (except for a few
decentralized platforms such as Bluesky or Mastodon).

5.2 Future Work
We may construct a general-purpose reasoning framework based
on the six ethical theories we used to analyze Twitter’s personaliza-
tion systems. This framework might be applied by personalization
platform developers to evaluate their design decisions in the context
of ethical perspectives.

To evaluate this framework, we need to instantiate it into a
tool that can actively inform design decisions during development
workflows. One way to do this is via an AI policy document [3]
that we then feed as knowledge to a custom OpenAI GPT [49].
Users may query this GPT about design decisions in personalization
algorithms, and the GPT will ask for any necessary context (e.g.,
which an ethical framework the developer would like to use to

inform this design decision) before providing an answer grounded
in our framework.

6 DISCUSSION AND CONCLUSION
In this work, we probed the ethical boundaries of personalization—
circumstances under which an algorithmic design decision of a
personalization system would be considered (un)ethical—via a case
study of Twitter’s recommendation system in the For You feed. First,
we analyzed the system’s open source code, alongside technical doc-
umentation and explainers, to extract three ethically nuanced algo-
rithmic components and their implementations—user segmentation,
visibility filtering, and content ranking. We then analyzed these
components through the lens of six ethical theories—relativism, ego-
ism, Kantianism, utilitarianism, social contract theory, and virtue
ethics—to determine whether and how a certain component can be
considered ethical under that theory.

Ourmain takeaway is that there is no single standard for defining
“ethical” in personalization. A particular algorithmic component
and its implementation may be considered ethical under one the-
ory but not another. For example, the set of features and weights
used to compute engagement probability scores in content rankers
may increase overall user satisfaction (aligning with utilitarianism)
but may not encourage virtuous behavior (conflicting with virtue
ethics). In addition to conflicts between theories for specific com-
ponents, one theory may also yield different ethical judgements for
different components within the system. For example, a content
ranker may keep users more engaged on the platform and bring
in more revenue (aligning under egoism), but user segmentation
may harm the platform experiences of some user groups more than
others and cause users to leave while negative press ensues (in
conflict with egoism).

We propose three concrete steps to better grapple with the ethics
of personalization systems. Developers should:

(1) Identify key ethically nuanced algorithmic components and
use them as a fundamental unit of their ethical analysis. This
involves asking questions such as “will this component be
merely computational (e.g., database optimization) or does
it have potential to make a value judgement (e.g., determine
whose content is shown above others)?”

(2) Identify a set of ethical theories through which they can
ground their analysis. Should the platform be shaped by uni-
versal moral rules? If so, developers should consider, compare,
and contrast those (and related) theories.

(3) Identify and resolve inter-theory and inter-component con-
flicts within different ethical theories. How do different theo-
ries suggest implementation approaches for a particular com-
ponent, and should only one theory be applied across the
entire system? Developers should thoughtfully consider these
questions with other teammembers and platform stakeholders
when possible.

We hope these steps will help developers move past the nebu-
lous notion of “ethical” and engage with theoretically-grounded
approaches to determine what exactly it means to build for ethical
personalization.
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