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Fig. 1. Our computational design approach leverages a novel algorithm and domain-specific abstractions to maximize density and server packing in immersion
tanks. The solution is validated through physical prototypes tested in an immersion cooling tank. In future applications of immersion cooling technologies,
such designs have the potential to significantly reduce the carbon footprint of data center buildings.

The growing demands for computational power in cloud computing have
led to a significant increase in the deployment of high-performance servers.
The growing power consumption of servers and the heat they produce is on
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track to outpace the capacity of conventional air cooling systems, necessitat-
ing more efficient cooling solutions such as liquid immersion cooling. The
superior heat exchange capabilities of immersion cooling both eliminates the
need for bulky heat sinks, fans, and air flow channels while also unlocking
the potential go beyond conventional 2D blade servers to three-dimensional
designs. In this work, we present a computational framework to explore
designs of servers in three-dimensional space, specifically targeting the
maximization of server density within immersion cooling tanks. Our tool
is designed to handle a variety of physical and electrical server design con-
straints. We demonstrate our optimized designs can reduce server volume
by 25–52% compared to traditional flat server designs. This increased den-
sity reduces land usage as well as the amount of liquid used for immersion,
with significant reduction in the carbon emissions embodied in datacenter
buildings. We further create physical prototypes to simulate dense server
designs and perform real-world experiments in an immersion cooling tank
demonstrating they operate at safe temperatures. This approach marks a
critical step forward in sustainable and efficient datacenter management.
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1 INTRODUCTION
Datacenters are the fundamental infrastructure that provide many
businesses with the computational power needed to function. As a
consequence, datacenters collectively consume approximately 1%
of the world’s electricity [Masanet et al. 2020], and the deployment
of new datacenters is escalating rapidly [Gooding 2024; Kearney
et al. 2024]. The heat generated by this power draw is mitigated
by sophisticated cooling systems that themselves consume 10–20%
of the total power consumption of the servers [Barroso et al. 2018;
Wang et al. 2024]. It is projected that the power consumed by servers
in the near future will exceed the domain reasonably handled with
air cooling technology [IEEE-HIR 2023], which is the currently the
most common form of datacenter cooling. Consequently, datacenter
operators are considering using alternatives such as liquid immer-
sion cooling [ExxonMobil 2024; Jalili et al. 2021; Ramakrishnan et al.
2021], which involves immersing servers with non-conductive fluid
that dissipates heat more effectively than air and uses less power.
This new landscape raises the question: How can servers be de-

signed to take advantage of new cooling technologies? Air-cooled
server designs are optimized for efficient airflow and heat transfer,
and components are typically arranged on a single printed circuit
board (PCB), i.e., a two-dimensional region. Existing prototypes of
immersion-cooled servers resemble stripped-down versions of air-
cooled servers with fans and heat sinks removed [Avalos et al. 2022;
Jalili et al. 2021]. However, immersion liquid can flow freely across
the server components, enabling an arrangement of servers in three-
dimensional space without sacrificing thermal performance. This
larger design space presents an opportunity to drastically redesign
servers.
In this work, we propose a novel computational design method

to optimize server layouts for immersion cooling, with a focus on
maximizing density. Specifically, we aim to customize server PCBs
and arrange components (e.g., CPUs, DIMMs, SSDs, etc.) in three-
dimensional space to maximize the number of servers that can be
housed within an immersion cooling tank. Denser server designs
offer significant benefits as they reduce both land usage and the
amount of cooling fluid required for immersion. These changes
directly impact the embodied carbon associated with building con-
struction and fluid manufacturing, and align with the sustainability
goals of major datacenter operators.[Amazon 2021; Google 2021;
Joppa 2021] Given the scale of modern datacenters, even small im-
provements in server density result in significant overall impact.

The challenges with this problem, however, are that (1) the num-
ber of possible arrangement of components and PCBs that form a
server is combinatorially large (a typical server can have more than

30 components); (2) the number of ways such servers can be packed
within the tank is exponential and depends on the designs of an
individual server; and (3) designing a server, especially within an im-
mersion liquid environment, requires multiple considerations, such
as thermal properties of components, fluid interactions and phase
changes, signal integrity, and serviceability, which can be difficult
to measure and computationally expensive to evaluate. This is a
complex problem that can be difficult for designers to explore; com-
putationally, it implies a large-scale search and nested optimization
loops with multiple performance objectives which are expensive to
compute.
We address these challenges with three key contributions. First,

we utilize domain-specific knowledge to simplify the problem. We
observe that arbitrary orientations of components are undesirable
because they complicate manufacturing Further, having all servers
with unique designs arranged in complex patterns within the tank
would not only increase manufacturing costs but also hinder ser-
viceability as such arrangements make it difficult to remove and
service servers and raises the cost of training engineers to service
each unique design. From these considerations, we: (1) formulate
a search space using axis-aligned components, (2) limit to one or
two server design variations within the tank, and (3) stack servers
vertically in a regular grid, facilitating easy removal of server stacks,
referred to as serviceable units (SU). Further, experts in immersion
cooling have observed that effective thermal performance can be
achieved by ensuring adequate clearance around components and
constraining their orientation. We use this domain knowledge to
formulate thermal considerations as constraints that can be evalu-
ated through cost-effective geometric checks instead of expensive
fluid simulations.
With these simplifications, the problem becomes similar to the

classic 3D bin packing problem (3D-BPP), which is already known
to be NP-hard. However, the server design problem adds complexity
with several additional constraints. First, server components cannot
be placed freely in 3D space; they must be mounted on a PCB
where wire traces deliver power and route signals between them.
It is also required that all PCBs and components are connected to
form a single system. This makes it non-trivial to apply existing
3D-BPP heuristics and algorithms, which rely on all items being
independent, to search over the placements of components and
PCBs. Second, physics laws regarding signal propagation impose
constraints on the maximum wire length between two components
and the number of PCB-to-PCB connections between them. This
prohibits us from using existing 3D-BPP algorithms only on the set
components and then augmenting the solution with a large number
of PCBs to connect the components together because it is difficult
to measure the wire length between components, which depend on
the placements of both the components and PCBs, and ensure that
they are within the limits.

We propose a novel tree representation of the server design, which
guarantees connectivity by construction, and formulate the opti-
mization of the server design as a mixed integer linear programming
(MILP) problem. Given the quantity of each component and PCBs
per server, our MILP formulation outputs the design decisions for
each component and PCB (e.g., position, orientation, and which PCB
they are connected to) such that it satisfies the thermal constraints

ACM Trans. Graph., Vol. 43, No. 6, Article 210. Publication date: December 2024.



Computational Design of Dense Servers for Immersion Cooling • 210:3

(i.e., the minimum distance between two distinct components and
the orientation) and the electrical constraints (i.e., the maximum
wire length connecting certain components). Our formulation al-
lows such constraints to be written linearly and thus allows us to
leverage off-the-shelf MILP solver.

Lastly, we build physical prototypes that validate our model. Us-
ing a tank filled with two-phase coolant and prototypes that resem-
ble the shape and power draw of server components, we conduct
experiments to determine the minimum distance between compo-
nents necessary for sufficient cooling. We also explore how the
orientation of components might obstruct or slow the natural flow
of the liquid, and measure the impact on cooling performance.

We evaluate our method across several CPU and GPU server spec-
ifications through comparisons with human-generated designs and
two dimensional design baselines on the density metric, and report
the estimated reduction in carbon emissions from using denser con-
figurations in datacenters. We also build a prototype of a generated
server design to validate that the servers in dense configuration can
satisfy thermal requirements. The results show that our approach
outperforms the 2D baselines with 25–52% reduction in volume, and
our physical experiments shows that our generated design satisfies
the thermal constraints.

2 RELATED WORK
Server Designs. Reducing the operating costs of datacenters through

improved server designs has been an interesting research topic.
Frachtenberg et al. [2011] list design considerations for air-cooled
servers and present a new server design with better airflow and
thermal efficiency. Sakanova et al. [2019] optimize the angles and
spacing of DIMMs in hybrid-cooled servers where only the CPUs
are liquid cooled, using genetic algorithms and computational fluid
dynamics (CFD) simulations to evaluate the objectives. Liu and Yu
[2021] characterize the thermal performance of immersion-cooled
servers across combinations of power draw and physical distance,
using physical prototypes and CFD simulations to provide valuable
data on the effects of physical layout on thermal performance. To the
best of our knowledge, we are the first to present a computational
approach that optimizes server designs in three-dimensional space
for density in a liquid immersion cooling system.

Manufacturing-Oriented Design. Our work builds on a large body
of work in computational tools to optimize designs for a given
performance under manufacturing constraints. These tools have
been applied in various domains, including architecture [Hafner and
Bickel 2021; Ren et al. 2022; Vouga et al. 2012], garments [Narayanan
et al. 2018; Pietroni et al. 2022], 3D-Printed shapes [Bächer et al.
2014; Lu et al. 2014; Prévost et al. 2013], robotics [Du et al. 2016;
Kodnongbua et al. 2023], and mechanical toys [Coros et al. 2013;
Skouras et al. 2013; Zhang et al. 2021], to name a few.

A fundamental challenge in server design for immersion cooling
is the high cost of simulating cooling performance. This requires
modeling the liquid’s state changes and interactions with compo-
nents, which is both computationally expensive and difficult to
model accurately. Previous work has addressed the challenge of
expensive evaluation through pre-computation [Schulz et al. 2017;

Shugrina et al. 2015], approximating simulation results using ma-
chine learning [Kim et al. 2019; Otness et al. 2021; Umetani and
Bickel 2018], or Bayesian optimization strategies [Piovarči et al.
2020; Tian et al. 2023]. However, these approaches struggle with the
large search space and the high cost of gathering extensive physical
data for training.

Our work leverages expert guidance to model liquid interactions
as constraints and follows the general method of formulating a
mixed integer programming (MIP) problem. This method has been
applied in various applications, such as bespoke frame structure
[Wang et al. 2023], LEGO sketch art [Zhou et al. 2023], knit graph
representation [Mitra et al. 2023], ink selection [Ansari et al. 2020],
and pop-up design [Huang et al. 2023]. We further validate the
formulation with physical prototypes immersed in an actual tank.

Bin Packing. Related to our problem are well studied two and
three dimensional bin packing problems (BPP). Common exact algo-
rithms use branch-and-bound [Martello et al. 1998], mixed-integer
programming formulation [Chen et al. 1995], and column generation
[Eley 2005]. Due to NP-hardness of the problems, many placement
heuristics [Crainic et al. 2008] and meta-heuristic approaches have
been proposed, such as genetic algorithms [Wu et al. 2010] and
guided local search [Faroe et al. 2003]. We also refer readers to
the surveys by Lodi et al. [2002]; Zhao et al. [2016] for 2D- and
3D-BPP approaches. More recently, deep reinforcement learning
methods have been proposed to an solve online 3D-BPP where all
items to be packed are unknown before start [Hu et al. 2017, 2020;
Zhao and Xu 2022]. Moreover, the problem of packing irregular 3D
objects have been studied [Cui et al. 2023; Lamas-Fernandez et al.
2023; Liu et al. 2015]. The challenge with designing servers in 3D,
even though we model components as cuboids, is that components
cannot just be placed anywhere in space. They must obey certain
structures and constraints such as connections between components
and wire lengths. While placement of components on the same PCB
can be considered a 2D-BPP, the arrangements of multiple PCBs
in 3D space is difficult due to interactions between components on
different PCBs whose degrees of freedom is restricted to 2D. This
makes existing heuristics and approaches non-trivial to apply to our
problem. Our proposed MILP formulation encodes these constraints,
enabling us to efficiently solve the server component packing prob-
lem while adhering to the structural and spatial restrictions of 3D
server designs.

Chip Design and Floorplanning. Another similar problem is the
VLSI floorplanning problem that tries to minimize the chip area
given a set of modules to be placed and relevant electrical constraints.
This problem can be seen as variations of 2D-BPP; hence, many
meta-heuristics approaches such as simulated annealing and particle
swarm optimization approaches have been proposed. We refer to the
survey by Laskar et al. [2015] for a complete overview.More recently,
a deep reinforcement network approach has been propose for chip
design [Mirhoseini et al. 2021]. Three-dimensional floor planning
has also been explored using simulated annealing [Ababei et al. 2005;
Cong et al. 2004] and differential evolutionary approaches [Rani
et al. 2013]. However, 3D chips are typically stacked 2D layers and
they can only have a few layers due to thermal constraints, making
these approaches non-applicable to our problem.
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6-12x Fans

24x DRAM modules
(DIMMs) 2x CPUs

1x NIC

8x SSDs

Fig. 2. Typical Cloud Server Components in today’s blade servers are
arranged on a two-dimensional PCB. When air-cooled, large heat sinks,
fans, and additional space are required at the back.

3 BACKGROUND

3.1 Servers
Physically, servers are an assembly of server components enclosed in
a chassis. The main components of a server includes CPUs, memory
cards (DIMMs), networking cards (NICs), solid state drives (SSDs),
and optionally GPUs. Other components such as voltage regulators
deliver necessary power to themain components. These components
are assembled on one or more PCBs whose traces deliver power
and facilitate communication. Components are attached to a PCB
through connectors such as PCIe slots, CPU sockets, and DIMM
slots; and PCBs typically have many layers for traces to be routed. A
server can have multiple PCBs to arrange components in a certain
form factor. Power supply units can be mounted locally or connected
via a cable. For example, a 2-socket server can include 2 CPUs (hence,
2-socket), 12 DIMMs per CPU, 4 SSDs per CPU, and one NIC for the
server (see Figure 2).

This paper only focuses on the arrangement of main components
and PCBs which define the high level geometry and form factor of
the server. We do not optimize for PCB trace routing and placement
of other small components.

3.2 Server Cooling
Datacenter servers require active cooling to maintain the temper-
ature of server components within their recommended operating
range. Maximum temperatures are in the range of 80–100◦C and
vary by components [Intel 2023; Lee et al. 2015; Ye et al. 2018]. The
most prevalent technology is air-cooling, where servers are out-
fitted with fans that blow cool air across the server components
and their heat sinks—components made of thermally conductive
material that are attached to components to help absorb and dis-
perse heat (see copper pipes and aluminium heat sink in Figure 2).
Integrated circuits (ICs)—found on CPUs, GPUs, NICs, DIMMs, and
SSDs—produce the majority of heat.
The projected power density offuture GPUs and CPUs exceeds

what air cooling technologies can handle efficiently [Fan et al. 2018;
Jalili et al. 2021; Kheirabadi and Groulx 2016; Sun et al. 2019]. Air-
cooling is efficient up to ≈60 W/cm2 [IEEE-HIR 2023; Refai-Ahmed
et al. 2020], beyond which required air temperature set-points, fan
speeds, and heat sink sizes make air cooling more costly than al-
ternative cooling solutions. For reference, the power density of an

Fig. 3. Two-phase immersion cooling. Servers immersed into the dielec-
tric liquid that changes phase. Vapor rises to the top where it recondenses
back to liquid form. Figure rights belong to LiquidStack.

NVIDIA H100 GPU chip exceeds 80 W/cm2. Other factors, such as
3D chip designs used for high-bandwidth GPU memory [Hilson
2024; IEEE-HIR 2023], motivate the need for better cooling tech-
nologies.

Consequently, there is an active development of alternative cool-
ing technologies from partially liquid-cooled to immersive cooling
[IEEE-HIR 2023]. Pumped liquid cooling, such as cold plates, oper-
ates by pumping coolant directly to high-power ICs—typically CPUs
and GPUs [Norrie et al. 2020]—while other relatively low-power
components are cooled with air. In immersive cooling, servers are
immersed in a tank filled with non-conducting liquid. Single-phase
cooling (1P cooling), which has been used in datacenters [Zhong
2019], uses dielectric fluid such as mineral oil and a pump to circulate
liquid within the tank and through a radiator cooling loop. Two-
phase liquid immersion cooling (2P cooling) uses a special liquid
that has a low boiling point (50–60◦C) and cools server components
by dissipating heat via a phase change. Such fluid has a significantly
higher heat capacity than air [Ramakrishnan et al. 2021], and cooling
occurs without a pump.

Our study focuses on server design in the context of 2P cooling. In
2P cooling, servers are immersed in dielectric fluid within a closed
tank; as fluid makes contact with a hot component, it changes phase
(vaporizes) if the component temperature exceeds the fluid’s boiling
temperature, creating vapor bubbles. This process is referred to
as the nucleation of vapor bubbles. The vapor floats to the top of
the tank, where it interacts with condenser coils and precipitates
(see Figure 3). This process allows for the temperature of server
components to be maintained within a few ◦C of the fluid’s boiling
temperature. 2P cooling is expected to support power densities in
the hundreds of W/cm2 [3M 2023; IEEE-HIR 2023].
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4 SERVER DESIGN ABSTRACTIONS AND APPROACH

4.1 Server Design Considerations and Abstraction
Server designs are influenced by thermal and electrical considera-
tions, and in a datacenter setting with many thousands of servers,
maintenance and space constraints are major considerations. Our
method and the server design space are highly motivated by these
considerations.

Manufacturability considerations: Given that server components
typically come in rectangular shapes and the manufacturing of
PCBs is limited to two-dimensional planes, we model components
and PCBs as cuboids. Furthermore, tanks tend to be cuboids. In
the context of packing cuboid objects to a cuboid container, we
simplify the problem by only considering orthogonal orientations of
components. While this simplification may not lead to the optimal
packing, it is important for ease of manufacturing and serviceability.

Thermal considerations: In air-cooled servers, cold air is pulled by
fans across the server components, from the front to the back of the
rack. Consequently, servers are designed to minimize interference
with the flow of air across the ICs, resulting in the ‘blade’ designs (see
Figure 2) that have been in use for decades [Shaw 2016; Shaw and
Goldstein 2014]. Air cooling requires large heat sinks to expand the
surface area of hot components and large gaps between components
to allow for flow, which limits the density of servers. The blade
design has persisted for servers that are partially liquid-cooled, e.g.,
with cold-plates.

In 2P cooling, due to the fluid’s remarkable thermal properties,
heat sinks are not required or can be significantly smaller than what
is used for air cooling [Dymyd et al. 2020]. However, the cooling
performance is affected by the power density, the surface texture,
and the orientation and arrangement of components. Nucleation
of vapor bubbles on hot surfaces can hinder the flow of fluid that
returns to cool the surfaces. At high enough power density, the va-
porization can occur at a faster rate than the inflow rate of the fluid,
causing a phenomenon known as the dry-out effect where the com-
ponents can no longer be cooled sustainably. Textured surfaces such
as micro-meshes can alleviate this effect by forming smaller sized
bubbles that quickly detach and float to the top of the tank [Zhang
et al. 2020]. Surface orientation also affects the maximum power
density before the dry-out effect [3M 2023]. Moreover, the flow of
vaporized fluid from hot components can brush against downstream
components and affect liquid contact [An et al. 2018]. Hence, the
arrangement of components can impact the cooling performance if
the vapor flow is restricted or accumulates on a surface (e.g., trapped
within a concave structure).

We consulted a set of 2P cooling experts from a major cloud
provider with significant experience in the thermal characteristics
of immersion-cooled servers. These experts suggest that leaving a
gap between components would be sufficient for cooling as long as
there is no vapor trapping. We therefore constrain components to
be at least some distance apart, which we model by adding to the
component dimension, and allow our model to take that value as
a parameter since it will depend on component specification and
thermal properties of the liquid. In addition, we constrain all PCBs to
be oriented vertically to allow for the unimpeded flow of fluids and

vapors, although our model can also express horizontally oriented
PCBs and components. Ourmodel can also be extended to 1P cooling
by leaving larger gaps between components and by modeling larger
components to accommodate for heat sinks. For non-immersive
cooling technologies that deliver fluids directly through pipes, future
work is needed tomodel the pipes and their connectivity to represent
the designs for optimization.

Electrical considerations: Components must communicate with
one another through traces (wires) routed inside a series of PCBs to
form a single connected system. To ensure valid behaviors, compo-
nents can only tolerate a certain amount of signal loss defined by the
industry standards (e.g., JEDEC DDR5) for that device. The signal
loss is mainly due to the trace length between two components and
also other factors such as the trace width, PCB materials, and the
number of turns. These factors constrain where components can be
placed. In this work, we constrain component placement by limiting
the maximum trace length calculated using L1 distance along the
PCBs connecting two components. Although we do not consider
other factors that affect signal loss which can be implementation
specific, they can be accounted for by adding a safety factor to the
distance constraints. While it is difficult to guarantee the feasibility
to route actual traces within the L1 constraints without knowing
what components may be in the way, server PCBs often have many
layers (often more than 10) to route crossing traces and accommo-
date the issue to some extent. Modelling trace routing precisely is a
subject for future work.

Serviceability considerations: At the scale of datacenters, server
failures and subsequent maintenance is a regular occurrence that re-
quires dedicated technicians [Lyu et al. 2023]. Easy access to servers
and impact on surrounding servers are important aspects of the
maintenance process. In conventional air-cooled blade designs, in-
dividual servers can be removed from racks by sliding them out
of their enclosure with minimal impact on surrounding servers.
Maintenance procedures, such as replacing failed components, are
straightforward as all components are readily accessible. In 1P cool-
ing, since servers are cooled by the liquid, they need to be turned
off before being removed from the tank. Therefore, to service a par-
ticular server, one would need to shut off and pull out any servers
on top or in the way of removing the faulty server. In 2P cooling,
tanks only operate when they are sealed, meaning that all servers in
a tank have to be turned off before they can be serviced. However,
accessible arrangements of servers help reduce the service time and
the time the tank has to be opened which can cause leaks and losses
of fluid/vapor. In addition, each maintenance procedure requires
technicians to be trained. Therefore, it is favorable to have fewer
server variations and less complicated processes to service a server
from its container and a component from a server. In this work, we
limit to one or two server design variations within the tank, and we
stack servers vertically forming a serviceable units (SU). We further
simplify the space by having all SUs be identical and arranged in a
regular grid within the tank.

Space considerations: In datacenters, servers are arranged in racks
with standard dimensions, such as those in the Open Compute Rack
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specification [Shaw 2024]. This standardization governs the dimen-
sions of the server chassis and how many servers can fit enabling a
consistent datacenter layout and equipment re-use across multiple
generations of server hardware. Standardization also impacts the
density of server deployments, as space within a rack slot can be
wasted when its over-sized for the necessary hardware. 2P cooling
tanks have few existing standards for enclosure, and some proto-
types inherit the rack standards for their dimensions [Jalili et al.
2021]. In this work, we propose two formulations to optimize server
designs where the tank dimension is given and not given.
In summary, we make five key design decisions from the afore-

mentioned considerations. First, we model components and PCBs as
cuboids and only consider orthogonal orientations. Second, we con-
strain components with a minimum separation, which we model by
adding to the component dimension. Third, we optionally constrain
PCBs to be vertically oriented. Fourth, we constrain the maximum
wire length between two components along the PCBs according
to the limits of the wire signal integrity. Fifth, we limit to one or
two design within the tank. We stack servers vertically forming
an SU that can be tiled in a regular grid within the tank. Note that
while only considering axis-aligned and cuboid components can
be a limitation of our model due to linearity, the remaining design
decisions only define one possible configuration of the model that
deems appropriate for 2P immersion cooling and can be adjusted to
suit specific requirements.

4.2 Representing Design Space
We will now describe the design space of the server, its representa-
tion, and the decision variables. As with traditional server designs,
we consider designs where each component is connected to one PCB,
a PCB is connected to another PCB if at all, and every component
is connected as a single assembly. From these considerations, we
propose to represent a server design using a rooted tree where each
internal node corresponds to a PCB and each leaf node corresponds
to a component because a tree guarantees that all components are
connected and there is a unique path between any two nodes by
design. We will use the term element to collectively refer to a PCB
or a component. The parent of a non-root node indicates which PCB
an element is mounted to. Recall that we model elements as axis-
aligned boxes. To describe how a non-root element is attached to its
parent, we store its position (𝑥,𝑦 ∈ R≥0) with respect to its parent’s
coordinate frame, whether it is rotated by 90 degrees (𝑟 ∈ {0, 1}),
and whether it is on top of its parent (𝑡 ∈ {0, 1}). In addition, for
PCB, we store its length, width, and thickness (𝑙,𝑤, ℎ ∈ R≥0). For
components, we store its padded dimension (𝑙,𝑤, ℎ ∈ R≥0). As a
convention, we use right-hand axis ordering and use length (𝑙),
width (𝑤 ), and height (ℎ) to describe dimension in 𝑥 , 𝑦, and 𝑧 axis,
respectively (see Figure 5a). Each PCB can be parallel to one of
the three canonical planes 𝑥𝑦, 𝑥𝑧, and 𝑦𝑧 (see Figure 5 (b-d)). The
orientation of a non-root PCB must be different from its parent
and is also governed by the rotation flag 𝑟 to select the remain-
ing two planes. The component can be oriented in two ways with
its height (ℎ) being always orthogonal to the PCB plane. Option-
ally, to control the global orientation and position of the entire
server, we include the orientation of the root PCB using one-hot
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Fig. 4. Server Design Representation. (a) an example server design; (b)
the tree representation of the design where each node represents a PCB or a
component and edges represent the connections. Listed below are decision
variables for each node types.

variables (𝑟𝑥𝑧, 𝑟𝑦𝑧, 𝑟𝑥𝑦 ∈ {0, 1}) and the position of the root PCB
(𝑟𝑥, 𝑟𝑦, 𝑟𝑧 ∈ R). Figure 4 shows an example of a server design (a)
and the corresponding tree representation (b).
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Fig. 5. Convention. (a) Global coordinate frame and axis convention. (b-d)
Coordinate frame of a PCB oriented in different directions.

In our settings, we assume that we have a predetermined number
of PCBs and components. All variables described earlier, with the
exception of component dimensions and PCB thickness, are con-
sidered decision variables. The parent of each non-root element
is another decision variable which we represent using a one-hot
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encoding of PCBs (𝑝𝑎𝑟 [𝑝] ∈ {0, 1} denotes whether 𝑝 is the parent
of the current element). The parent of a component can be any PCB.
To avoid cycles, the parent of a PCB is restricted PCBs with lower
index than itself. Note that it is possible to have a PCB without any
children. This is desirable because an optimizer can choose to use
fewer and up to the given number of PCBs without changing the
problem definition.

4.3 Method Overview
Our approach is as follows. Given a server specification (the number
of components and PCBs), the dimension of each component, and
the dimension of the immersion tank, our method generates (1)
the server design(s) and (2) the packing of servers inside the tank
that maximizes the packing density. We formulate this problem as
a bi-level optimization problem where we first partition the tank
to a regular grid with different number of rows and columns along
the length and width of the tank, where each grid cell is a SU that
can be pulled up to be serviced. For each grid partitioning, we
optimize for a set of one or two servers in the SU that minimizes
the height (Section 5). Finally, we enumerate through all possible
grid partitioning whose cell are of sufficient size and return one that
maximizes the total number of servers in the tank.
Alternatively, our formulation can be adjusted to search for a

dense design without constraints on maximum length and width.
As 2P immersion cooling tech is a less-mature technology compared
to air cooling, there are no prolific standards for tank dimensions,
making it practical to customize tank dimensions and server place-
ment for the generated design. We refer to this as the standalone
formulation.
Since the design space scales exponentially with the number of

elements, for servers with many elements we propose to create bun-
dles—i.e., to group a set of components placed next to one another
and treat them as a new component. In principle, a bundle can have
any number of components, but for our experiments, we propose to
only group components of the same type. Our insight is that while a
server can have many components, there are only a few component
types each of which with many replicas (e.g., a server could have
more than 20 DIMMs). Components within a bundle share the same
dimensions and will pack well together. They also share the same
wire length constraints so they would otherwise be placed in close
proximity without bundling. We refer to Appendix D for details.

To facilitate manufacturing, we model a connector for each PCB-
to-PCB connection, a structure that physically holds the child PCB
orthogonally. The position and dimension of the connector are only
determined by the position and dimension of the child PCB. We
constrain that connectors do not overlap with any other element
except for their child PCB. The formulation of connectors, written
in more detail in Appendix E, is independent of the formulation
of the main problem, and so the remainder of the exposition will
proceed without connectors.

5 SERVER DESIGN OPTIMIZATION
We formulate the problem of finding the densest design for a set of
servers as an MILP. We assume the following information is given:
(1) length 𝐿SU and width𝑊SU of the serviceability unit (SU), (2)

the number of servers and the number of PCBs and components
in each server, (3) padded component dimensions, (4) the height
of a PCB, and (5) wire length constraints between component 𝑢
and 𝑣 (𝑑𝑢𝑣 ). Each server is represented by a tree as described earlier
where we have a predetermined set of nodes, each component node
has a predetermined padded dimension, and each PCB node has a
predetermined thickness. To recall, the decision variables for each
server include: (1) translation 𝑟𝑥, 𝑟𝑦, 𝑟𝑧 and orientation 𝑟𝑥𝑧, 𝑟𝑦𝑧 of
the root PCB; (2) position 𝑥,𝑦, rotation flag 𝑟 , and top flag 𝑡 of non-
root elements; (3) dimension 𝑙,𝑤 of PCBs; and (4) one-hot variables
of parent of non-root elements 𝑝𝑎𝑟 [𝑝].

We define a global bounding box to be a box that encloses all the
servers. The global bounding box spans [−𝐿𝑁 , 𝐿𝑃 ], [−𝑊𝑁 ,𝑊𝑃 ], and
[−𝐻𝑁 , 𝐻𝑃 ] in 𝑥 , 𝑦, and 𝑧-axis, respectively, where 𝐿𝑁 , 𝐿𝑃 ,𝑊𝑁 ,𝑊𝑃 ,
𝐻𝑁 , 𝐻𝑃 ∈ R≥0 are variables.

For packing within the SU, we constrain the length and width of
the global bounding box to be the given length and width of the SU:

𝐿𝑁 + 𝐿𝑃 = 𝐿SU (1)
𝑊𝑁 +𝑊𝑃 =𝑊SU (2)

and minimize the height: 𝐻𝑁 + 𝐻𝑃 , which directly corresponds to
volume (hence, density).

Without the SU constraints, which we refer to as the standalone
formulation, we minimize the sum of dimensions: 𝐿𝑁 + 𝐿𝑃 +𝑊𝑁 +
𝑊𝑃 + 𝐻𝑁 + 𝐻𝑃 , as a linear proxy to density1.

We constrain all elements 𝑢 to be inside the global bounding box.
For this, we need to compute the positions and dimensions of each
element in the global coordinate frame from the tree representa-
tion. Let 𝑔𝑥,𝑔𝑦,𝑔𝑧 ∈ R be the corner (with the lowest coordinate)
and 𝑔𝑙, 𝑔𝑤,𝑔ℎ ∈ R be the dimension of an element in the global
coordinate frame. This can be computed using a series of affine
transformations based on the relative positions and orientation
flags along each node to the root of the tree. We will describe how
we linearize these variables and other non-trivial variables intro-
duced in this section later in Section 5.3. Through out this paper,
we will use a subscript to denote which element a variable belongs
to. For example, 𝑔𝑥𝑢 is the global 𝑥-coordinate of element 𝑢. We can
now write the bounding box constraints as:

−𝑁𝐿 ≤ 𝑔𝑥𝑢 (3)
−𝑁𝑊 ≤ 𝑔𝑦𝑢 (4)
−𝑁𝐻 ≤ 𝑔𝑧𝑢 (5)

𝑔𝑥𝑢 + 𝑔𝑙𝑢 ≤ 𝐿 (6)
𝑔𝑦𝑢 + 𝑔𝑤𝑢 ≤𝑊 (7)
𝑔𝑧𝑢 + 𝑔ℎ𝑢 ≤ 𝐻 (8)

We also constrain that no two elements 𝑢 and 𝑣 overlap. This con-
straint is a disjunction between six cases—𝑢 to the left, right, top,

1Due to linearization, such objective does not necessarily correlate with density and
would steer an optimizer towards solutions where the dimensions are similar.
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bottom, front, or back of 𝑣 , and can be written as:∨
{𝑔𝑥𝑢 + 𝑔𝑙𝑢 ≤ 𝑔𝑥𝑣,

𝑔𝑥𝑣 + 𝑔𝑙𝑣 ≤ 𝑔𝑥𝑢 ,

𝑔𝑦𝑢 + 𝑔𝑤𝑢 ≤ 𝑔𝑦𝑣,

𝑔𝑦𝑣 + 𝑔𝑤𝑣 ≤ 𝑔𝑦𝑢 ,

𝑔𝑧𝑢 + 𝑔ℎ𝑢 ≤ 𝑔𝑧𝑣,

𝑔𝑧𝑣 + 𝑔ℎ𝑣 ≤ 𝑔𝑧𝑢 }

(9)

Let 𝑝𝑙, 𝑝𝑤, 𝑝ℎ ∈ R be the dimension of an element written in the
coordinate frame of its parent. We constrain an element 𝑢 to be
within its parent 𝑝 .

𝑥𝑢 + 𝑝𝑙𝑢 ≤ 𝑙𝑝 (10)
𝑦𝑢 + 𝑝𝑤𝑢 ≤ 𝑤𝑝 (11)

Lastly, we constrain the wire length between components 𝑢 and 𝑣
to be within the specified limit 𝑑𝑢𝑣

𝐷 (𝑢, 𝑣) ≤ 𝑑𝑢𝑣 (12)

where 𝐷 (𝑢, 𝑣) is the wire length between 𝑢 and 𝑣 on the tree.

5.1 Actualization to 3D Geometry
We now describe the calculation of global positions (𝑔𝑥,𝑔𝑦,𝑔𝑧) and
dimensions (𝑔𝑙, 𝑔𝑤,𝑔ℎ) in more details. For the root PCB, this is
trivial. 𝑔𝑥,𝑔𝑦,𝑔𝑧 = 𝑟𝑥, 𝑟𝑦, 𝑟𝑧 and 𝑔𝑙, 𝑔𝑤,𝑔ℎ = 𝑙,𝑤, ℎ. However, since
the position and orientation of other elements are written relative
to their parents, we need to compute the transformation matrix
for each PCB that transforms the PCB coordinate frame to the
global frame. Let us first assume that we know the global orien-
tation of the current PCB, which we will denote by one-hot vari-
ables 𝑇𝑥𝑦,𝑇𝑥𝑧,𝑇𝑦𝑧 ∈ {0, 1}, and the global translation of the PCB
𝑇𝑥,𝑇𝑦,𝑇𝑧. We can write the transformation matrix as:

T =


𝑇𝑥𝑦 𝑇𝑥𝑧 𝑇𝑦𝑧 𝑇𝑥

𝑇𝑦𝑧 𝑇𝑥𝑦 𝑇𝑥𝑧 𝑇𝑦

𝑇𝑥𝑧 𝑇𝑦𝑧 𝑇𝑥𝑦 𝑇𝑧

 (13)

We can now compute the global position and dimension for each
element: [

𝑔𝑥 𝑔𝑦 𝑔𝑧
]𝑇

= T𝑝
[
𝑥 𝑦 𝑝𝑧 1

]𝑇 (14)[
𝑔𝑙 𝑔𝑤 𝑔ℎ

]𝑇
= T𝑝

[
𝑝𝑙 𝑝𝑤 𝑝ℎ 0

]𝑇 (15)

where T𝑝 is the transformation matrix of the parent, 𝑝𝑙, 𝑝𝑤, 𝑝ℎ

is the dimension, and 𝑥,𝑦, 𝑝𝑧 is the position in the parent frame.
We can determine 𝑝𝑙, 𝑝𝑤, 𝑝ℎ based on the rotation flag 𝑟 of the
element. For example, for a component, 𝑝𝑙 = 𝑙 if 𝑟 = 1 and 𝑝𝑙 = 𝑤

otherwise. Similarly, 𝑝𝑧 is determined based on the top flag 𝑡 . The
transformation matrix of each PCB is calculated based on the matrix
of its parent T𝑝 , its rotation flag 𝑟 , its position 𝑥,𝑦, and its top flag 𝑡 .
Please see Appendix A for complete details.

5.2 Wire Length
Every element has a point on the mounting surface where the con-
nection with its parent occurs. We call this point the connection
point, which can be written in the frame of the parent 𝑝𝑐𝑥, 𝑝𝑐𝑦 ∈ R
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Fig. 6. Wire length. Diagrams showing the computation of wire length
between (a) an element to its parent; (b) two elements on the same PCB;
and (c) any two elements.

or its own frame 𝑠𝑐𝑥, 𝑠𝑐𝑦 ∈ R. This point can be any linear combina-
tion of the four corners defining the mounting surface. We choose
to use the centroid of the surface without loss of generality.

Let us first consider the case when two elements lie on the same
PCB (Figure 6b). In this case, the connection can be made through
the shared parent. We define 𝑑CC (𝑢, 𝑣) as the wire length between
element 𝑢 and 𝑣 if they share the same parent 𝑝 . This is the L1
distance between two connection points plus the PCB thickness so
the traces lies in the middle of the PCB:

𝑑CC (𝑢, 𝑣) = |𝑝𝑐𝑥𝑢 − 𝑝𝑐𝑥𝑣 | + |𝑝𝑐𝑦𝑢 − 𝑝𝑐𝑦𝑣 | + ℎ𝑝 (16)

In the general case, we need to compute a path across parent
PCBs. Figure 6a shows the wire connection between element 𝑢 and
its parent 𝑝𝑢 with the trace lies in the middle of the PCB. The wire
length between them 𝑑𝑐 (𝑢) is the L1 distance between the two
connection points:

𝑑𝑐 (𝑢) = |𝑝𝑐𝑥𝑢 − 𝑠𝑐𝑥𝑝𝑢 | + |𝑝𝑐𝑦𝑢 − 𝑠𝑐𝑦𝑝𝑢 | + ℎ𝑝𝑢 /2 (17)

Since there is a unique path between any two elements 𝑢 and
𝑣 through their lowest common ancestor (LCA) 𝑙 , the wire length
between them 𝐷 (𝑢, 𝑣) can be written as a sum of the wire length

ACM Trans. Graph., Vol. 43, No. 6, Article 210. Publication date: December 2024.



Computational Design of Dense Servers for Immersion Cooling • 210:9

between two adjacent nodes along the unique path except for node
𝑙 whose two children (𝑠 and 𝑡 ) along the path can be connected
directly (see Fig. 6c).
To formalize, let succ𝑙 (𝑢) be the immediate child of 𝑙 on the

unique path between element 𝑙 and component 𝑢 if 𝑢 is in the
subtree of 𝑙 and let 𝑑PC (𝑠,𝑢) be the wire length between element 𝑠
and component 𝑢 if 𝑢 is in the subtree of 𝑠 . We can write:

𝑑PC (𝑠,𝑢) =
∑︁
𝑢′

𝑑𝑐 (𝑢′) (18)

where 𝑢′ is the element between 𝑢 and succ𝑠 (𝑢).
We can now write the wire length between any two elements 𝑢

and 𝑣 as:

𝐷 (𝑢, 𝑣) = 𝑑PC (𝑠,𝑢) + 𝑑CC (𝑠, 𝑡) + 𝑑PC (𝑡, 𝑣) (19)

where 𝑠 = succ𝑙 (𝑢), 𝑡 = succ𝑙 (𝑣), and 𝑙 = LCA(𝑢, 𝑣).

5.3 Linearization
Formulating this problem as an MILP is challenging because (1)
affine transformations requires multiplication of variables which
can be non-linear; and (2) the tree structure is not fixed, making
the computation of wire length and global positions non-trivial.
In this section, we describe how we formulate these variables as
linear equations and constraints. We also refer the reader to the
MIP linearization guide [FICO 2017] for common operations such
as taking absolute, minimization, and disjunction.
While there exists many instances of multiplications in our for-

mulation, they are always in the form: 𝑏1 ·𝑥1 + . . . 𝑏𝐾 · +𝑥𝐾 where 𝑥𝑘
are real variables, 𝑏𝑘 are boolean variables, and

∑
𝑘 𝑏𝑘 = 1. In words,

the expression takes the value of the 𝑥𝑘 whose corresponding 𝑏𝑘 is
set to true. To linearize, we introduce an auxiliary variable 𝑦 and
impose the following constraints for each 𝑘 :

𝑦 ≤ 𝑥𝑘 +𝑀 ∗ (1 − 𝑏𝑘 )
𝑦 ≥ 𝑥𝑘 −𝑀 ∗ (1 − 𝑏𝑘 )

where𝑀 is a sufficiently large number (also known as the bigM).We
call this operator amultiplexer denoted bymux(𝑏1 → 𝑥1, . . . , 𝑏𝐾 →
𝑥𝐾 ). Note that if none of 𝑏𝑘 is true, 𝑦 is unconstrained.

Using the multiplexer, we rewrite 𝑔𝑥 in (14) as:

𝑔𝑥 = mux(𝑇𝑥𝑦𝑝 → 𝑥,𝑇𝑥𝑧𝑝 → 𝑦,𝑇𝑦𝑧𝑝 → 𝑝𝑧) +𝑇𝑥𝑝 (20)

We can rewrite other variables in a similar manner.
In many instances, we refer to some variables of a parent (e.g.,

𝑙𝑝 and 𝑇𝑦𝑧𝑝 ) when the parent of each node is a decision variable.
To linearize, we use the multiplexer to select the appropriate value
based on the parent one-hot variables. For example, the length of
the parent of 𝑢 is expressed as:

𝑙𝑝 = mux(𝑝𝑎𝑟𝑢 [𝑝1] → 𝑙𝑝1 , . . . , 𝑝𝑎𝑟𝑢 [𝑝𝑃 ] → 𝑙𝑝𝑃 ) (21)

where 𝑝1, . . . , 𝑝𝑃 are possible parents of 𝑢.

5.3.1 Wire Length. The computation of wire lengths involves mul-
tiple non-trivial expressions, specifically, the LCA of two elements
𝑙 and the successor of 𝑙 towards component 𝑢 (succ𝑙 (𝑢)). Let us
suppose for now that we know 𝑙 .

To compute succ𝑙 (𝑢), we introduce auxiliary variables succ𝑙 [𝑢, 𝑗] ∈
{0, 1} which is 1 if and only if succ𝑙 (𝑢) = 𝑗 We only consider when

𝑗 = 𝑢 and 𝑗 is a possible descendent of 𝑙 (i.e., all PCBs with indices
greater than 𝑙 ). We can write:

succ𝑙 [𝑢,𝑢] = par𝑢 [𝑙] (22)
succ𝑙 [𝑢, 𝑗] = par𝑗 [𝑙] ∧ in_subtree[ 𝑗, 𝑢] (23)

where in_subtree[ 𝑗, 𝑢] is an auxiliary boolean variable indicating
whether component 𝑢 is in the subtree of PCB 𝑗 , which can be
written as:

in_subtree[ 𝑗, 𝑢] =
∨
𝑗 ′

succ𝑗 [𝑢, 𝑗 ′] (24)

for applicable 𝑗 ′ (i.e., 𝑗 ′ = 𝑢 and 𝑗 ′ is a possible descendent of 𝑗 ).
This recursive expression only refers to PCBs that are descendent
of itself, so there is no cyclic dependency.

Let 𝑑PC [𝑠,𝑢] be the linearization of 𝑑PC (𝑠,𝑢). We write:

𝑑PC [𝑠,𝑢] =
{
𝑑𝑐 (𝑢) succ𝑠 [𝑢,𝑢]
𝑑PC [ 𝑗, 𝑢] + 𝑑𝑐 𝑗 succ𝑠 [𝑢, 𝑗] for applicable 𝑗

(25)

To compute 𝑑PC (𝑠,𝑢) where 𝑠 = succ𝑙 (𝑢), we introduce auxiliary
variables 𝑑′PC [𝑙, 𝑢] to represent the expression. This can be written
as:

𝑑′PC [𝑙, 𝑢] =
{
0 succ𝑙 [𝑢,𝑢]
𝑑PC [ 𝑗, 𝑢] succ𝑙 [𝑢, 𝑗] for applicable 𝑗

(26)

In the calculation of𝑑CC (𝑠, 𝑡)where 𝑠 = succ𝑙 (𝑢) and 𝑡 = succ𝑙 (𝑣),
we need 𝑝𝑐𝑥𝑠 , 𝑝𝑐𝑥𝑡 , 𝑝𝑐𝑦𝑠 , and 𝑝𝑐𝑦𝑡 . Let 𝑝𝑐𝑥 ′ [𝑙, 𝑢] be an auxiliary
variable representing 𝑝𝑐𝑥succ𝑙 (𝑢 ) . We can write

𝑝𝑐𝑥 ′ [𝑙, 𝑢] =
{
𝑝𝑐𝑥𝑢 succ𝑙 [𝑢,𝑢]
𝑝𝑐𝑥 𝑗 succ𝑙 [𝑢, 𝑗] for applicable 𝑗

(27)

We define 𝑝𝑐𝑦′ [𝑙, 𝑢] in a similar manner. We can write 𝑑′CC [𝑙, 𝑢, 𝑣]
which is the linearization of 𝑑CC (𝑠, 𝑡) as:

𝑑′CC [𝑙, 𝑢, 𝑣] = |𝑝𝑐𝑥 ′ [𝑙, 𝑢] − 𝑝𝑐𝑥 ′ [𝑙, 𝑣] |
+ |𝑝𝑐𝑦′ [𝑙, 𝑢] − 𝑝𝑐𝑦′ [𝑙, 𝑣] | + ℎ𝑝

(28)

Since the LCA 𝑙 is not predetermined, we need to iterate through
each PCB, compute the wire length assuming it is the LCA, and
take the minimum. We can now linearize the wire length between
component 𝑢 and 𝑣 , 𝐷 (𝑢, 𝑣), as:

min_en
𝑙

{(in_subtree[𝑙, 𝑢] ∧ in_subtree[𝑙, 𝑣])

→ 𝑑′PC [𝑙, 𝑢] + 𝑑′CC [𝑙, 𝑢, 𝑣] + 𝑑′PC [𝑙, 𝑣]}
(29)

wheremin_en is the operator that takes the minimum of only values
whose predicate is true. The predicate ensures that the proceeding
variables are well defined. The linearization of the operator is de-
scribed in Appendix B.

6 RESULTS
We evaluate our method over different server specifications through
comparison with flat 2D motherboard designs and expert generated
designs. We conduct physical experiments to validate our abstrac-
tion of thermal constraints, specifically the gap between components
and the orientation of PCBs. Finally, we build a server prototype for
one of our optimized server designs with custom heaters designed
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to simulate real server components to validate the thermal interac-
tions between the fluid, heat source, and the geometry of the server.
In addition, we show different standalone designs without tank re-
striction and show the potential of customizing tank dimension to
further improve density.
Our key findings include an optimized 1-socket server design

which reduces volume by 31.5% over the 2D baseline (an optimized
placement of components that resembles air-cooled designs, with
one PCB and all components placed on one side), and the ability
to pack 60 units in a single tank, compared to 27 units using the
baseline design.We further show in physical tests that this generated
design is thermally stable in a real immersion tank maintaining
temperatures of 60◦C or less for all components over 10 hrs.

6.1 Server Specifications and Experimental Setup
We hand-crafted three server specifications for our evaluation simi-
lar to common air cooled configurations (Fig 2) used by major cloud
providers. The 1-Socket specification includes one CPU, 12 DIMMs,
7 SSDs, and one NIC. The 2-Socket specification consists of two
CPUs each connected to 12 DIMMs (24 total) and 4 SSDs (8 total),
and one NIC connected to the first CPU. Lastly, the 2-Socket 8-GPU
specification has the same components as the 2-Socket plus 4 GPUs
connected to each CPU (8 total).
Every specification has 4 PCBs unless otherwise specified. We

use dimensions of publicly available components on the market.
We follow the dimensions of an AMD Genoa package and attached
boiler plate (120.3 × 90.4 × 13.0 mm) for CPUs, DDR5 standards
(160.0× 6.0× 35.0 mm) for DIMMs, M.2 22110 (22.15× 110.15× 3.88
mm) for SSDs, Open Compute standards (167.65×68.9×11.5mm) for
NICs [OCP ServerWorkgroup 2022], and an Nvidia H100 PCIE cards
without heat sinks (264.0 × 13.0 × 111.0) for GPUS [TechPowerUp
2023].Wemaintain 6 mm gaps between components based on expert
recommendations, use 3 mm for PCB thickness (ℎ𝑝 ), 153 mm for
maximum wire length of CPU-DIMM connections, and 254 mm for
CPU-NIC, CPU-SSD, and CPU-GPU connections. For some runs
with many server components, we bundle multiple DIMMs together
in groups of 2, 4, 6, and 12. All optimization problems were solved
using Gurobi 10.0.3 on a machine with a 48-core CPU and 384 GB
of RAM.

6.2 Metrics and Baselines
Reducing server volume and increasing density affects multiple met-
rics including space efficiency, volume of immersion cooling liquid
required, datacenter floor space, and subsequent carbon savings
that result from improvements to those metrics. We describe each
of these in detail below.

Space Efficiency: To standardize the comparison of different de-
signs, we define Server Space Efficiency (𝐸𝑠𝑒𝑟𝑣𝑒𝑟 ) as the ratio between
the theoretical minimum volume (𝑉𝑚𝑖𝑛) and the actual volume of
the server’s global bounding box. 𝑉𝑚𝑖𝑛 is a lower bound computed
as the sum of component volumes, the minimum gaps around com-
ponents, and half the thickness of the PCB for components with
a connecting edge, that is:

∑
𝑐 𝑙𝑐 · 𝑤𝑐 · (ℎ𝑐 + ℎ𝑝/2), where 𝑐 is a

component and 𝑙𝑐 ,𝑤𝑐 , ℎ𝑐 is the padded dimension of 𝑐 . The Tank
Space Efficiency (𝐸𝑡𝑎𝑛𝑘 ) is defined in terms of 𝑉𝑙𝑏 , the maximum

number of servers that can be packed in a given tank (𝑁 ), and tank
volume (𝑉𝑡𝑎𝑛𝑘 ):

𝐸𝑡𝑎𝑛𝑘 =
𝑉𝑚𝑖𝑛𝑁

𝑉𝑡𝑎𝑛𝑘
(30)

Liquid Volume: The volume occupied by a server design,𝑉𝑠 can be
expressed as the sum of component and PCB volumes. The volume
of liquid, 𝑉𝑙 needed to immerse the servers is calculated as:

𝑉𝑙 = 𝑉𝑡𝑎𝑛𝑘 −𝑉𝑠𝑁 (31)

Carbon emissions: Carbon emissions are typically measured in
CO2-equivalents, or CO2e, which normalize emissions to the green-
house effect of 1 kg of CO2. The emissions of datacenter buildings
include carbon embodied in the production of the construction
materials—notably steel and cement—the quantities of which have
an approximately linear relation to floor space. Space savings are
estimated by computing the area used by tanks needed to fit a given
number of baseline servers into a datacenter, and re-scaling that
area as fewer tanks are needed for denser servers. It is estimated
that for a datacenter with 50,000 servers, a 1% reduction in server
volume corresponds to the reduction of 17,082 kgCO2e, equivalent
to the carbon sequestration of 71 acres of U.S. forests for 1 year [EPA
2024] (see Appendix C for details).
The carbon emissions associated with the immersion fluid in-

clude emissions from the manufacturing of fluid and leakage into
the atmosphere. We note that the associated carbon reductions are
directly proportional to reduction in 𝑉𝑙 , although data for the man-
ufacturing kgCO2e/L values is not publicly available. We also note
that the global warming potential of some fluids is high if they are
released into the atmosphere, e.g., over 9,600 kgCO2e/kg for FC-3284
liquid [Dunham 2013], or 16,400 kgCO2e/L. However, fluid leakage
is expected to represent a very small fraction of used liquid, and
it is unclear how server design affects the rate at which leakage
may occur. Hence, we refrain from reporting any carbon savings
associated with immersion fluid.

Baseline. We compare our results to a traditional 2D motherboard
design, which serves as most existing prototypes for immersion-
cooled servers. To account for our assumptions, our 2D baseline
is obtained using the standalone formulation (without the SU con-
straints) with one PCB and the same set of components which we
constrain to be on one side of the PCB. We compute the improve-
ments of the mentioned metrics based on relative savings in volume
over the baselines.

6.3 Standalone Experiment
We first evaluate our standalone formulation where we optimize a
set of servers without the SU dimension constraints. Each optimiza-
tion is run without a time limit and stops after no better solution is
found after 6 hours2. Figure 7 features the optimized server designs
and the baselines of the three specifications, some annotated with
their DIMM bundle configurations. Note that the reported ‘time to
solution’ excludes the 6-hour stopping criteria period. We refer to
Fig. 18 (left and middle) in the appendix for the optimization curves.
26 hours was used due to time constraints. In general, the design process for a datacenter
server is much longer, and we find it is reasonable to allow the algorithm run for several
weeks to find denser configurations in practice
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Fig. 7. Standalone Results. Multiple server configurations optimized without SU constraints. The results show substantial space savings can be achieved for
diverse configurations within reasonable computation times.

Our algorithm generates significantly denser designs than the base-
lines. For 1-Socket, our baseline takes 3.37 L while our 3D designs
(without bundles) only takes 2.54 L, a 24.6% reduction in volume.
For 2-Socket, our baseline takes 5.21 L while ours takes 3.87 L (25.7%
reduction). Lastly, for 2-Socket 8-GPU, our baseline takes 19.88 L
while our design occupies 9.51 L (52.2% reduction).

We also vary the number of bundled DIMMs for comparison. We
notice that bundles with more DIMMs resulted in slightly denser
designs and the time to converge typically decreases (see Figure 7
𝑥-Socket (𝑦-DIMM Bundle)). This observation can be attributed to

the limited time used as the convergence stopping criteria and its
disproportional effect on configurations with more components;
bundling components reduces the search space and tends to helps
the solver find near-optimal configurations faster. In some exper-
iments, we also observe the designs with smaller bundles shares
some resemblance to those generated with larger bundles. For ex-
ample in 1-Socket (2-DIMM Bundles), the three 2-DIMM bundles are
placed next to one another resembling that of 1-Socket (6-DIMM
Bundles), and similarly in 2-Socket (6- and 12-DIMM bundles). These
results suggests that while bundling artificially constrains the search
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space and should produce worse optimal solutions, it can be used
as a heuristics to reduce the time needed to arrive at approximate
solutions.
In addition, we optimize a set of two 1-Socket servers shown in

2-Serv 1-Socket (2-DIMM Bundles). Theoretically, one can expect a
better optimal result due to the potential to interleave some compo-
nents across servers to fill in unused space. Our approach indeed
finds an interesting design with two distinct L-shaped servers ar-
ranged in the bounding box. However, the average volume is not
better that those optimized individually. This might be due to the
larger design space, and exploring it would take longer than the
time allotted for the experiment.
We note that our standalone formulation optimizes for the sum

of dimensions rather than optimizing for density directly due to
its non-linearity. Nevertheless, our approach offers significant im-
provements over the baseline, achieving 70% space efficiency or
more for all specifications. Our best result for 1-Socket takes 2.31 L,
which is a 31.5% reduction in volume. At the scale of 50,000 server
datacenter described above and in Appendix C, this translates to
538,083 kgCO2e reduction from space savings.

6.3.1 Number of PCBs. While increasing the number PCBs allows
for a better theoretical optimal solution, the search becomes slower
due to a larger design space and might not find the better solution in
reasonable time. We run experiments using 1-Socket specifications
with different number of PCBs (2 to 7) without time limit and stop
after 6 hours without new solutions. The generated designs are
presented in Fig. 19 and the optimization curves are plotted in Fig. 18
(right) in the appendix. In terms of the objective (sum of dimensions),
we observe a significant improvement by going from 2 to 3 PCBs and
a slight improvement from 3 to 4 PCBs, which are due to the more
flexible design space. However, the improvement diminishes beyond
4 PCBs because the optimizations are slower (see the optimization
curves) and do not find better solutions within the set stopping
criteria. Moreover, we notice that in the configurations with more
than 4 PCBs, the optimized designs actually use no more than 4
PCBs. The result either suggests that there are diminishing returns
from adding more PCBs or more likely that the MILP approach is
no longer effective in handling large number of elements. Therefore,
we empirically choose 4 PCBs for all other experiments as it offers
a balanced trade-off between the rich design space and search time.

6.4 Tank Packing
We evaluate our end-to-end method with the 1-Socket specification.
We use a tank of dimension 435 × 785 × 482 mm, which is the
dimension of a 19-inch deep 17U rack. We run the optimization for
every grid partitioning where the SU length and width are at least
70mm. For each optimization, we set the time limit to 6000s and
stop if no new solution is found after 2000s. Figure 8 (a) shows the
1-Socket design optimized for the tank. The design allows us fit 60
total servers within the tank in a regular grid tiling achieving the
tank space efficiency of 64.6%.
We also show an experiment optimizing two servers within the

SU in Figure 8 (b). The optimized design does not feature special
form factor and appears as two cuboid servers stacked together. The

average server volume is worse and so is the tank packing, which is
the similar behavior found in the standalone experiments.

Figure 8 (c) shows an attempt to fit the best standalone design (1-
Socket (12-DIMM Bundles)) in a regular grid tiling. While this design
takes slightly less volume (2.31 L) than the tank-optimized design
in Fig 8 (a) of 2.33 L, it only allows 54 (compared to 60) servers to
be packed. Trying to fit other standalone variations of 1-Socket, not
shown here, resulted in even fewer servers packed. These results
demonstrate the need for our tank packing algorithm to maximize
tank space efficiency.
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Fig. 8. Tank Packing. Designs optimized to fit the maximum number of
servers in a 19” 17U tank. (a) 1-socket design, (b) Two servers within the
SU, (c) Standalone 1-socket server described above tiled in a grid, which
achieves lower packing efficiency.

6.5 Expert Comparison
To create a human-generated baseline for dense server designs, we
recruited two candidate ‘experts’ to propose designs. Since server
design for immersion cooling is still in its early stages and there are
no/few professionals specialized in this area, we recruited experts
from related fields: one specializing in the design of small-scale
compact electronic devices and the other with extensive experience
in 2P immersion fluid and cloud datacenter servers. The experts
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were provided with a CAD-like user interface (UI) to design the
densest 1-Serv 2-Socket server (Figure 9), and asked to optimize the
volume of the global bounding box. The UI restricts to the designs
in the space explored by our algorithm and flags element overlaps
and wire length constraint violations to assist the user in creating a
feasible design.

Fig. 9. Expert comparison UI. CAD-like UI used for user study with expert
designers that enforces server design constraints.

The expert-generated designs are featured in Figure 10. The re-
ported time spent on the task is 1.5–3 hours over several sessions.
The first design (a) has the volume of 4.97 L, and another design
(b) is meant to stacked with interlocking DIMMs. Considering the
overlap, the average volume is estimated to be 4.99 L. Both designs
have a higher server space efficiency than the 2-Socket 2D baseline
(5.21 L), but lower than the design generated by the optimization al-
gorithm (3.82 L). This result, although not conclusive, suggests that
a computational design tool based on our algorithm can help design-
ers discover denser server configurations. To manage complexity,
we focused our experiments solely on the standalone formulation
rather than on full tank packing which adds an additional dimension
to the design problem.

���������� �����������������

Fig. 10. Human expert designs. 1-Serv 2-Socket server designs generated
by human experts. Both designs require higher volume than our optimized
result.

6.6 Validation of Thermal Constraints
We also conduct physical experiments to validate expert’s sugges-
tions about the gap between components and the orientation of
components. Existing studies on this topic [Liu and Yu 2021] use
CFD simulations with power draws of 500–3000 W; our study com-
plements this analysis with datapoints from physical experiments
at 200 W, within the range of power drawn by currently-deployed
server CPUs. First, we study the effect of the gap between two com-
ponents on the temperature at stable state. Figure 11 (a) shows the

test setup with two heater blocks facing each other with variable
gap and heaters below to generate ambient heat and bubbles. Each
heater, modeling a CPU, is an aluminum block of size 62 × 13 × 77
mm inserted with a thermocouple and four cartridge heaters set
to dissipate a total of 200 W. The ambient heater is set to dissipate
200 W.
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Fig. 11. Heater configuration tests. (a) Two CPU heaters composed of
aluminum blocks with heaters and thermocouples used to evaluate the
minimum gap required between components. (b) Tests to evaluate fluid
flow in horizontal configuration.

We run the experiment with gap values of 0, 1, 5, 6, and 10mm.
Figure 12 (inset) shows the temperature of the heaters and the fluid
over time with a gap of 6 mm until it stabilizes, and (main) shows the
stable temperatures achieved at different gaps. The results shows
that with a gap, regardless of how small, the temperature stabilizes
at around 55◦C whereas if there is no gap (the two heater blocks
touch), we see an increase in the stable temperature at around 60◦C.
We hypothesize that this is due to the reduction in the surface area.
Note that we did not thermally insulate the sides and the back of the
aluminum blocks, so the heat dissipated on the two facing surfaces
are effectively less than 200W.

Fig. 12. Heater gap evaluation. (main) Stable temperatures achieved when
varying heater distances showing gaps as small as 1 mm can maintain safe
temperatures. (inset) Temperature stabilization data over 3 hrs for a gap of
6 mm for 2x 200 W CPUs.
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In addition, we run the experiment where the two heaters are
oriented horizontally to study the effect of impeded vapor path (see
Figure 11 (b)). Here, we block the front, back, top, and bottom so
that the majority of vapor has to travel some distance to the left and
right of the cavity. The result shows that the temperature stabilizes
at 57◦C, which is slightly but not significantly higher than with
vertical orientation. While further experiments using higher power
andwell insulated heaters are required to fully characterize the effect
of component placements and orientations on cooling performance,
our tool allows for customizing constraints with updated data.

6.7 Physical Validation
In addition to generating server designs, we go a step further to
physically validate their thermal behavior to confirm such dense
servers can operate in a real immersion cooling tank. To do this
we build a physical prototype of the server using heaters which
allow to simulate components with precise control and performing
end-to-end experiments in an immersion cooling tank as shown in
Figure 13 (LiquidStack DataTank 2U). The tank is filled with 3M
FC-3284 fluid [3M2 2019], which has a boiling point of 50◦C and
density of 1.71 kg/L. Our goal is to show that with our optimized
dense design, the temperature of each component remains stable
within a safe range over an extended period of time.

We run the 1-Serv configuration with the tank dimension 519.75×
80.0×800.0mm. Figure 1 shows the optimized design running in the
immersion tank during which the temperature stabilizes. Our opti-
mized design occupies 2.51 L, a 25.5% reduction in volume from the
2D baseline. At the scale of 50,000 server datacenter described above
and in Appendix C, this translates to 435,591 kgCO2e reduction
from space savings.
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Fig. 13. End-to-end Physical test. Test setup for dense server prototype
comprised of heaters with the same power and thermal profiles as real server
components (Device Under Test). The prototype is placed in an immersion
cooling tank with custom power control and sensing circuits.

We fabricate the prototype using laser-cut acrylic sheets to model
PCBs and the structure of the components. We use resistive heaters
of varying sizes to precisely control and simulate heat dissipation
of components in different arrangements. These include arrays of
thin film polyimide heaters to model DIMMs and aluminum blocks
with variable power heaters to simulate CPUs, NICs, and SSDs.

Figure 13 shows the tank and our test setup. We design a custom
power distribution system with a PID controller that delivers a
constant 200 W for the CPU, 10 W for each DIMM (120 W total),
15W for each SSD (105 W total), and 80 W for the NIC, totaling
505 W. We verify the controller produces stable power outputs and
that the heaters produce temperatures above the safe levels when
uncooled in air. We attach a thermocouple to one component of
each type and another to measure the fluid’s temperature.
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Fig. 14. Temperature stabilization. Ten hour experiment of the full server
in the immersion tank above showing all components stabilize at safe tem-
peratures ranges with small fluctuations.

Figure 14 shows the temperature of each component and the
fluid over 10 hours. The temperature readings successfully stabi-
lize at 59.8, 47.9, 53.1, 51.0, and 47.9◦C for the CPU, DIMM, SSD,
NIC, and fluid, respectively. We note that due to the limitation of
our measurement equipment, the reported temperatures are within
±2.2◦C of the actual values [Thermocoupleinfo 2024]. The result
suggests that our generated server design can operate at safe and
stable temperatures during long term use.

7 LIMITATIONS AND FUTURE WORK
In presenting the first computational solution for designing servers
for immersion cooling, our work opens up numerous avenues for
future research. We describe limitations of our current tool and
future directions below.

Scalability. The complexity of the design problem scales expo-
nentially with the number of server components. Figure 15 plots the
time it takes to find a solution with specific space efficiency across
different number of elements. Empirically, the problem becomes
difficult to solve within a reasonable time beyond 35 elements. An-
other problem with 90 elements, not shown on the curve, ran for
over 10 days to obtain a solution with 20% space efficiency.
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Fig. 15. Computation time. The time required to generate designs versus
number of server components and space efficiency.

In our experiments, this limitation was mitigated by defining
bundles which we hand-picked to effectively reduced the problem
size. Future work could pursue the problem of selecting bundled
components. Furthermore, tackling our problem with genetic al-
gorithm, evolutionary algorithms, or learning-based methods, as
with other exponentially scaling problems, is another interesting
direction for future work.

Support for Multiple Objectives. Our work primarily focuses on
optimizing density; however, there are other considerations that
one might be willing to trade-off for density. For example, a server
with easily accessible components is preferable to a slightly denser
server where components have to be assembled in a specific order.
Modeling considerations as a multi-objective optimization problem
would lead to better designs overall.

Extending Design Space. Our current design space abstracts away
many considerations. Modeling other small server components such
as voltage regulators and capacitors is a direct extension as the
algorithm scales to more elements. Further engineering effort to
model other cooling technologies such as single-phase immersion,
cold plates, and microfluidics [Van Erp et al. 2020] would be valu-
able in extending the scope of this work. Moreover, considering
non-traditional PCBs, such as flexible PCBs or additive PCB man-
ufacturing process is valuable in breaking the convention of what
servers should look like.

8 DISCUSSION AND CONCLUSION
In this work, we propose the first computational approach to op-
timize server design for immersion cooling using a novel MILP
formulation that achieves promising results. Our solution incorpo-
rates domain-specific considerations to define constraints on the
layout while maintaining the flexibility to support a variety of server
specifications. The MILP formulation can also be adapted to differ-
ent thermal considerations, such as component orientations and

gaps between parts, and can be extended to incorporate additional
constraints.

To the best of our knowledge, ours is also the first public research
that uses physical prototypes to test the effects of component dis-
tance on thermal performance. Our experiments, conducted with
simple resistive heaters, are easily replicable, which we believe can
lead to further research on the impact of distance and orientation
to build deeper understanding of the interplay between cooling and
design.
A fundamental contribution of our work is to open a new path

towards reducing carbon emissions of datacenters. By demonstrat-
ing the potential gains from optimizing server design, our research
encourages further research and funding for dense sustainable data-
centers.

Importantly, the study makes several assumptions about carbon
impact that must be verified to ensure environmental benefits are
realized. One significant concern is the environmental impact of
fabricating liquids for immersion cooling, including the carbon
footprint of their production and the toxicity issues related to their
safe disposal. While ongoing research aims to develop improved
liquids for these applications, this work is still in progress. The
choice between air cooling, 1P or 2P immersion cooling, and other
technologies will depend on these developments.

It is important to note that, as with any other work that improves
efficiency, our work can incentivize the use of more datacenters—an
effect known as the Jevons Paradox. It is crucial to consider the trade-
off between environmental impact and the value that datacenters
can offer. We acknowledge that characterizing this trade-off is an
intricate topic and further note the importance of considering the
potential for misuse.

Fundamentally, efficient server packing can be studied for various
cooling techniques. The flexibility of our tool to encode a variety of
constraints allows this framework to be extended to future cooling
solutions as this field continues to evolve. We hope this work will
inspire further research into dense server design for a variety of
cooling technologies and encourage continued exploration in this
area.
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A ACTUALIZATION TO 3D GEOMETRY
In this section, we describe in full details the derivation of the global
position 𝑔𝑥,𝑔𝑦,𝑔𝑧 and dimension 𝑔𝑙, 𝑔𝑤,𝑔ℎ.

Suppose we know the transformation matrix T for each PCB (13).
We can compute global position and dimension using (14) and (15)
based on the transformation of its parent T𝑝 , the position (𝑥,𝑦, 𝑝𝑧),
and dimension (𝑝𝑙, 𝑝𝑤, 𝑝ℎ) in the parent frame.
For PCBs, the dimension in the parent frame (𝑝𝑙, 𝑝𝑤, 𝑝ℎ) can be

written as: 
𝑝𝑙

𝑝𝑤

𝑝ℎ

 =

𝑤 ℎ

ℎ 𝑙

𝑙 𝑤


[

𝑟

1 − 𝑟

]
(32)

For components, we write:
𝑝𝑙

𝑝𝑤

𝑝ℎ

 =

𝑙 𝑤

𝑤 𝑙

ℎ ℎ


[

𝑟

1 − 𝑟

]
(33)

The 𝑧-coordinate in parent frame 𝑝𝑧 depends on the top flag 𝑡 .
This is the thickness of the parent PCB if it is on top or negative its
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own height otherwise:

𝑝𝑧 = 𝑡 · ℎ𝑝 + (1 − 𝑡) · −𝑝ℎ (34)

We now describe the derivation of variables necessary to compute
the transformationmatrix, namely, the global orientation𝑇𝑥𝑦,𝑇𝑥𝑧,𝑇𝑦𝑧
and global translation𝑇𝑥,𝑇𝑦,𝑇𝑧 of a PCB coordinate frame. For the
root PCB,we canwrite𝑇𝑥𝑦,𝑇𝑥𝑧,𝑇𝑦𝑧 = 𝑟𝑥𝑦, 𝑟𝑥𝑧, 𝑟𝑦𝑧 and𝑇𝑥,𝑇𝑦,𝑇𝑧 =

𝑟𝑥, 𝑟𝑦, 𝑟𝑧.
For non-root PCBs, the orientation undergoes the following trans-

formation that depends on the rotation flag 𝑟 :[
𝑇𝑥𝑧

𝑇𝑦𝑧

]
=

[
𝑟 0 1 − 𝑟

1 − 𝑟 𝑟 0

] 
𝑇𝑥𝑦𝑝
𝑇𝑥𝑧𝑝
𝑇𝑦𝑧𝑝

 (35)

and 𝑇𝑥𝑦 = 1 −𝑇𝑥𝑧𝑝 −𝑇𝑦𝑧𝑝 . The global translation of a PCB frame
can be written as:[

𝑇𝑥 𝑇𝑦 𝑇𝑧
]𝑇

= T𝑝
[
𝑥 𝑦 𝑝𝑧 1

]𝑇 (36)

We have now provided necessary details to convert the tree repre-
sentation into the 3D geometric representation.

B THE min_en OPERATOR
For the expression of the form:

min_en
𝑥

{𝑝𝑟𝑒𝑑 (𝑥) → 𝑒𝑥𝑝𝑟 (𝑥)} (37)

where 𝑥 ∈ {𝑥1, . . . , 𝑥𝑁 }, themin_en operator takes the minimum of
only values (𝑒𝑥𝑝𝑟 (𝑥)) whose predicate (𝑝𝑟𝑒𝑑 (𝑥)) is true. To linearize,
we introduce an auxiliary variable 𝑦 to capture the results and 𝑁 + 1
variables 𝑑𝑖 ∈ {0, 1}, 1 ≤ 𝑖 ≤ 𝑁 + 1 to indicate the argmin. The extra
variable 𝑑𝑁+1 is set when none of the predicate is true. We impose
the following constraints for each 𝑖 , 1 ≤ 𝑖 ≤ 𝑛:

𝑦 ≤ 𝑒𝑥𝑝𝑟 (𝑥𝑖 ) +𝑀 · (1 − 𝑝𝑟𝑒𝑑 (𝑖)) (38)
𝑦 ≥ 𝑒𝑥𝑝𝑟 (𝑥𝑖 ) −𝑀 · (1 − 𝑑𝑖 ) (39)
𝑑𝑖 ≤ 𝑝𝑟𝑒𝑑 (𝑖) (40)

We constrain
∑𝑁+1
𝑖=1 𝑑𝑖 = 1 and 𝑦 = 𝑄 if 𝑑𝑁+1 = 1 (i.e., none of

predicate is true) where 𝑄 is a large number not larger than𝑀 . We
impose:

𝑦 ≥ 𝑄 −𝑀 · (1 − 𝑑𝑁+1) (41)
𝑦 ≤ 𝑄 +𝑀 · (1 − 𝑑𝑁+1) (42)

In our work, we set 𝑄 = 𝑀 = 100, 000 since 𝑒𝑥𝑝𝑟 (𝑥) ≥ 0 in our
case (the wire length).

C DATACENTER FLOORSPACE
There are no public reference values for datacenter floorspace for
immersion cooling deployments that could be used to estimate the
magnitude of carbon savings from reducing datacenter floorspace.
Hence, we provide a bottom-up estimation using the space occupied
by our 2D 2-socket baseline servers, noting that this underesti-
mates the actual space required when all server components are
accounted for. We assume that tanks and access aisles account for
80% of floorspace for a datacenter that hosts 50,000 servers. Tank
dimensions are approximated based on published images of tank
prototypes for datacenter settings [Jalili et al. 2021]

We assume that a single tank can hold 42 baseline servers, requir-
ing 1,190 racks for 50,000 servers. Within a rack we assume servers
are arranged in a single horizontal stack, with a total dimension of
44 mm × 42 = 1.848 m length and 0.355 m width. The tank is also
assumed to have a 0.15 m padding full of electrical distribution and
cooling components. Therefore, each tank occupies 1.41 m2, and
collectively occupy 1,678 m2. Each tank is assumed to have an access
aisle occupying the same area as the tank itself. Hence, with 1,190
tanks, the tanks and the access aisles occupy 3,356 m2. The total dat-
acenter space, of which tanks and aisles represent 80%, is estimated
at 4,195 m2. To simplify the calculation, we assume the reduction
in the number of racks is proportional to the reduction in the vol-
ume of the server’s global bounding box. Hence, with an embodied
carbon of 509 kgCO2e/m2, a 1% reduction in volume corresponds
to a 33.56 m2 reduction in floorspace, reducing 17,082 kgCO2e. For
reference, each acre of forest in the US sequesters an average of 240
kg of CO2 per year [EPA 2024], so a 1% reduction in server volume
corresponds to the carbon sequestration of 71 acres of forest for 1
year.

D BUNDLES
We define bundles as a group of components that are placed together
which we treat as a new component type with combined dimen-
sions and padding necessary. The wire length constraint is offset
by the distance between the connection point of the bundle and the
connection point of the component inside.

〈���� , ���� 〉

〈���� , ���� 〉
〈���� , ���� 〉

Fig. 16. Bundles. Bundle 𝑏 with two components 𝑢 and 𝑣. The dimension
of 𝑏 is the minimal bounding box that covers 𝑢 and 𝑣 (green). The distance
constraints is offset by the distance between connection point of bundle
and that of 𝑢 and 𝑣 (magenta).

Let 𝑏 be a bundle with component 𝑢 and 𝑣 (see Figure 16). Com-
ponent 𝑢 and 𝑣 need to be placed as if they are on the same PCB
and meet all overlap and wire length constraints (between 𝑢 and
𝑣 , if any). The dimension of 𝑏 is then minimal bounding box that
covers 𝑢 and 𝑣 (green). Let 𝑝𝑐𝑢 denote the connection point of 𝑢 (i.e.,
⟨𝑝𝑐𝑥𝑢 , 𝑝𝑐𝑦𝑢⟩). Suppose the original wire length constraints between
𝑢 and some other component 𝑠 is 𝑑𝑢𝑠 and 𝑣 with 𝑠 is 𝑑𝑣𝑠 . The new
distance constraint between 𝑏 and 𝑠 (𝑑𝑏𝑠 ) is then:

𝑑𝑏𝑠 = min(𝑑𝑢𝑠 − ∥𝑝𝑐𝑢 − 𝑝𝑐𝑏 ∥1, 𝑑𝑣𝑠 − ∥𝑝𝑐𝑣 − 𝑝𝑐𝑏 ∥1) (43)

The formulation above extends to cases where bundles have more
than two components.
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E CONNECTORS
A connector 𝑠 is a physical equipment that holds the child PCB in
place onto the parent PCB 𝑝 . The dimension of the connector is
defined by three values 𝐴, 𝐵, and 𝐶 (see Figure 17).

�

�

�

Fig. 17. Connectors. The connector 𝑠 (blue) of the child PCB (green, top)
is plugged on to the parent PCB 𝑝 (green, bottom).

The connector dimension in its parent frame (𝑝𝑙𝑠 , 𝑝𝑤𝑠 , 𝑝ℎ𝑠 ) can
be written as:

𝑝𝑙𝑠 = mux(𝑟 → 𝑤 + 2𝐵,¬𝑟 → 𝐴) (44)
𝑝𝑤𝑠 = mux(𝑟 → 𝐴,¬𝑟 → 𝑙 + 2𝐵) (45)
𝑝ℎ𝑠 = min(𝐶, 𝑝ℎ) (46)

where 𝑙 , 𝑤 , 𝑟 are the length, width, and rotation flag of the child
PCB and 𝑝ℎ is the height of the child PCB in its parent’s frame.

We nowderive the connector location in its parent’s frame (𝑝𝑥𝑠 , 𝑝𝑦𝑠 , 𝑝𝑧𝑠 ).
𝑝𝑥𝑠 = 𝑥 −mux(𝑟 → 𝐵,¬𝑟 → (𝐴 − ℎ𝑝 )/2) (47)
𝑝𝑦𝑠 = 𝑦 −mux(𝑟 → (𝐴 − ℎ𝑝 )/2,¬𝑟 → 𝐴) (48)
𝑝𝑧𝑠 = mux(𝑡 → ℎ𝑝 ,¬𝑡 → −𝑝ℎ𝑠 ) (49)

where ℎ𝑝 is the PCB thickness and 𝑡 is the top flag of the child PCB.
Global position and dimension can be obtained by multiplying

with T𝑝 .
We constrain the connector to not overlap with other elements

except for the child PCB (since they will always overlap by design).
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Fig. 18. Optimization Curves. Optimization objective versus time of configurations shown in Fig. 7 (left and middle) and 1-Socket configuration with
different number of PCBs (right). All optimizations are run without time limit and terminated after a 6-hour period without no new solutions.
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Fig. 19. Comparison between number of PCBs. Optimized 1-Socket designs with different number of PCBs. The results show objective improvements as
we add additional PCB up to 4 PCBs. Beyond 4 PCBs, the search becomes slower and lead to worse results using the same stopping criteria (see Fig. 18).
Moreover, we observe the results do not use more than 4 PCBs.
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