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XBox GPU
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Audio and RGBD Camera System

-

mOO-—-2Dm

o o ot i A |
i |
o MIPICSI _ MIPI at!
store | Sensor controller D-PHY o
\_ chip ] 1
— »
| 1
- |
' MIPI
[ T = 8
b Camera SoC J Received

Figure 5. Audio processors. These
processors support applications and system
services with multiple work queues.
Collectively, they are the equivalent of two
CPU cores dedicated to audio processing.



Hololens
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HPU

~*= 0.4 mm pitch

= DRAM package
* 1GB LPDDR3
= 0.4 mm pitch

P cores with custom TIE instructions
Instruction Extensions” allows new instructions to be ad

ble DMA and fixed-function accelerators
tand-alone accelerators, as well as




HPU Design

d latency and duty cycle requirements on processing

NO one-size-fits-all solution Particularly within power constraint

* Analyzed (and rejected):

* Host SOC cpU/GPy partitionine
* Arrays of traditional CpUs

* Commercial ISPs

J

* Settled on h
acceleration

* Minimize number of u

Algorithm
Partitioning

Analysis and Programmable vs. HW and SW coding  §

X mapping to Hardening decision ¢ optimization
pERtensSoftware | iware

ybrid approach utiizing pregrammable elements where possible

niqque blocks

Silicon Team Floating Point vs
Fixed Point
Precision
Duty cycle
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Raspberry Pi 3

RAM 16B LPDDR2 UsB20 ..
BROADCOM BCM2837
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JACK
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CONNECTOR (-
™ CONNEETOR
MICRD SD CARD et
SLOT (underside) it Specifications

STATUS LED
Processor Broadcom BCM2387 chipset.

1.2GHz Quad-Core ARM Cortex-A53
802.11 b/g/n Wireless LAN and Bluetooth 4.1 (Bluetooth Classic and LE)

GPU Dual Core VideoCore IV® Multimedia Co-Processor. Provides Open GL
ES 2.0, hardware-accelerated OpenVG, and 1080p30 H.264 high-profile
decode.

Capable of 1Gpixel/s, 1.5Gtexel/s or 24GFLOPs with texture filtering and
DMA infrastructure



Raspberry Pi SoC
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ARM A-53

Cortex-A53 processor The Cortex-A53 processor implements the ARMvS-A architecture. This includes:
Ti . Support for both AArch32 and AArch64 Execution states.
|r‘2er e\t/ent” Timer ACP* P AX s interf . Support for all exception levels, ELO, EL1, EL2, and EL3, in each execution state.
ICDT:OLIJIQSF FIO _I AAl slave infertace . The A32 instruction set, previously called the ARM instruction set.
N N ] Interrupt . The T32 instruction set, previously called the Thumb instruction set.
<4-ICCT*, nVCPUMNTIRQM— . .
. The A64 instruction set.
P 1
< PMU Core Master ACE or CHI The Cortex-A53 processor supports the following architecture extensions:
< ATB Trace interface i master interface ’ . Optional Advanced SIMD and Floating-point Extension for integer and floating-point
vector operations.
« Debug Debug Note
Core 0 —  The Advanced SIMD architecture, its associated implementations, and supporting
Power I software, are commonly referred to as NEON technolo
Core 1* management - Power contro|=——yp- ) y gy.
9 —  To perform floating-point operations, you must implement the Advanced SIMD and
Floating-point Extension. There is no software API library for floating-point in the
€——APB debug Ly ARMVS8-A architecture.
Clocks > < DFT. > —  You cannot implement floating-point without Advanced SIMD.
Resets > Test o
< MBIST > . i ions.
Configuration > Optional ARMv8 Cryptography Extensions
: Note
Optional You cannot implement the Cryptography Extensions without Advanced SIMD and
Floating-point.
The Cortex-A53 processor includes the following features:
. Full implementation of the ARMvS8-A architecture instruction set with the architecture
options listed in ARM architecture on page 1-3.
. In-order pipeline with symmetric dual-issue of most instructions.

. Harvard Level 1 (L1) memory system with a Memory Management Unit (MMU).

. Level 2 (L2) memory system providing cluster memory coherency, optionally including
an L2 cache.
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intage Compu

icrocomputer
ainframe

Gateway 2000 4DX-33
Introduced in 1999

Gateway, a personal
computer manufacturer

built around an Intel 486

Microsoft PixelSense
Introduced in 2007

When introduced, the
Microsoft PixelSense—

objects placed on its
surface.

"bigifortin our

our CDC 6500-a supercomputer introduced in 1967.

P home to

ters

Minicomputer

cnc
Introduced 1967

Control Data
Corporation (C0C)
provided the United
vernment with
the fastest computers
in the world during the
old War, This ncluded
the CDC 6500, the third
supercomputer inthe
6000 seris.
1t was designed by
Tegendary computer
architect Seymour Crey,
the "father of
supercomputing

e
2

1BV 4341
Introduced in 1979

The 18M 4341 was
introduced as an
intermediate business-

Xerox Sigma &
Introduced in 1971

1n 1969, Xerox
purchased a small but

(DECsystem 10)
Introduced in 1971

The DECsystem-10 (K1

DEC POP10:KLI0
(DECSYSTEM20)
Introduced in 1974

The KL-10 was a new
the

Scientific Data Systerms,
1o become the nucleus
of their new computer
division. Xerox Data
Systems saw imited
Success and was

model of the PDP-10.
family of computers.

Unlike computers from
larger companies like
1BM and Burroughs,

PDP-10 architecture,
intended for high-end
time-sharing in data
centers.

Its TOPS-20 operating

Honeywel in 1975 st &
significant loss.

XKLTOAD-1 System
Introduced In 1995

‘The Toad-1 System was.
uil as an extended
version of

for batch-oriented data
processing, these were
designed as time
sharing systems for
interactive computing.

KL TOAD2 System
Introdiced in 2005
The TOAD2is a single

chip remplementation
1 and was used
dant

Compatible with the
System/370 instruction

cold room environment.

from
Digital Equipment
Corporation. The
original Insplration was.
tobuid  desktop
version of the popular

indeed, the name began
as an acronym for "Ten

trol
processors in
networking equipment
from XKL t can be

demand-paged virtual

memory of the system.

ving Computer Museum

tored program
aches
ultithreading
Ul/GPU
eparate I/D cache
ynamic scheduling etc...
VRAM (!)
ooling?

Pick a machine, do a bit of research
on key architecture/business
innovation(s). Write and/or run a
piece of code. Take picture of
output ©.
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