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Dark	Silicon,	Specialization,	Systems	for	ML
Luis	Ceze,	Spring	2017

(based	on	slides	lifted	from	Me,	Hadi Esmaeilzadeh,	Michael	Taylor,	Carlo	Del	Mundo,	
Liang	Luo	and	the	interwebs at	large)
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What	is	the	catch	with	Moore’s	law?
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Dennard scaling:	
Doubling	the	transistors;	scale	their	power	down
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Dimensions

Voltage

Doping
Concentrations

×0.7

Area 0.5×↓

Power 0.5×↓

Frequency 1.4×↑

Capacitance 0.7×↓

Transistor:	2D	Voltage-Controlled	Switch

Power	=	Capacitance	× Frequency	× Voltage2



Dark	silicon
What	if	you	can’t	power	them	anymore?
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Area 0.5×↓
Power 0.5×↓

Can’t	turn	all	transistor	on	at	the	same	time.	
Part	of	the	chip	gets	“dark”.

Dark	Silicon



Looking	back
Evolution	of	processors
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1971 2003

Single-core	Era

2004

2013

Multicore	Era

740	KHz

3.4	GHz 3.5	GHz

Is	parallelism	long-term	solution?
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What	now?

Need	at	least	18%-40%	per	generation	from	
architecture	alone	without	additional	power
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Unicore Era Multicore Era ?



Possible	paths	forward
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Do	Nothing Specialization	and	
Co-design

Quantum	Computing

Technology	Breakthrough

Software	Bloat	Reduction

Biological	Computing

Approximate	Computing



Specialization	and	efficiency
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Why?
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CPU nVidia Fermi	GPU



The	Value	of	a	Bitcoin
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BTC	Mining	Computing	Evolution
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Difficulty

• CPU
• GPU
– Portable	OpenCL Imp
– Completely	unrolled

double	SHA256	hash
– AMD	>>	Nvidia

• instruction	set	match
• microarch (VLIW)	match
• higher	ALU	density
• memory	BW	not	used

• FPGA
– verilog
– “gateway	drug	to	ASIC”:	boards,	protocols,	thermals,	verilog

• ASIC



Energy	Costs	and	USD/BTC
Say	when	to	unplug/plug	HW

• daily	$	per	Gh/s falls	as	
technology	advances	and	more	
machines	deployed

• daily	$/GH/s rises	if	USD/BTC	
rises.

• Today,	CPUs,	GPUs,	and	even	
FPGAs	do	not	recoup	energy	
costs

• Rising	USD/BTC:	old	machines	
get	fired	up.

• Steady	state:	cheap	energy	wins	
(Iceland?) 0.02
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…	“Gets”	GPU	Mining
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Holmes HBF2010A-WM 20 Inch Box Fan,
White
by Holmes 

   (29 customer reviews)

Price: $22.59
Note: $7.99 shipping when purchased from The Nerds.  Not eligible
for Amazon Prime.

Only 18 left in stock.
Ships from and sold by The Nerds.

30 new from $21.31

High efficient motor and blade combination costs less than $.02 a day
to run

Three speed settings

Attachable feet for added stability

Assembled in USA

1 Year limited warranty

Frequently Bought Together

Price for all three: $159.56 

 

These items are shipped from and sold by different sellers. Show details

Product Details
Product Dimensions: 21.1 x 4.4 x 21 inches ; 6.8 pounds

Shipping Weight: 6.8 pounds (View shipping rates and policies)

Shipping: This item is also available for shipping to select countries outside the U.S.

Origin: Made in USA

Shipping Advisory: This item must be shipped separately from other items in your order. Additional shipping charges will not apply.

ASIN: B0037W4YD2

Item model number: HBF2010A-WM

Average Customer Review:    (29 customer reviews)

Amazon Best Sellers Rank: #5,774 in Home & Kitchen (See Top 100 in Home & Kitchen)
#10 in Home & Kitchen > Heating, Cooling & Air Quality > Household Fans > Floor Fans

Did we miss any relevant features for this product? Tell us what we missed. 

Quantity: 1
$22.59 + $7.99 shipping

In Stock. Sold by The Nerds

 

or
Sign in to turn on 1-Click ordering.

More Buying Choices

HPP Enterprises
$21.31 + $10.71 shipping

AZPerfume
$32.14 + Free Shipping

JM PRIME
$23.27 + $10.36 shipping

30 new from $21.31

Have one to sell? Up to 40% Off DIY Essentials
Save up to 40% on products to jump-start do-it-
yourself home improvement projects this season.
See more

This item: Holmes HBF2010A-WM 20 Inch Box Fan, White by Holmes  $22.59
ASRock MB-970EX4 Socket AM3+/ AMD 970/ AMD Quad CrossFireX& nVidia SLI/ SATA3&USB3.0/ A&GbE/ … $99.99
AMD Sempron 145 Processor (SDX145HBGMBOX) $36.98

Customers Who Bought This Item Also Bought   Page 1 of 5

ASRock MB-970EX4
Socket AM3+/ AMD 970/
AMD Quad CrossFireX&
nVidia SLI/ …

 (39)

$99.99

AMD Sempron 145
Processor
(SDX145HBGMBOX)

 (35)

$36.98

Seasonic SS-1250XM X-
Series ATX PC Power
Supply

 (13)

$254.99

Sterilite Plastic Storage
Crates, Black

 (7)

$4.26

PCI-E PCI Express 16X to
1X Riser Card Adapter
Extender Flex Flexible
Extension Cable

 (3)

$4.98

Home & Kitchen Best Sellers Markdowns Kitchen & Dining Appliances Bedding & Bath Furniture & Décor Patio & Garden Kids' Home Store Gift Ideas

Shop by
Department Search holmes box fanAll Go Hello, M&R

Your Account
Your
Prime Cart

1 Wish
List

M&R's Amazon.com Today's Deals Gift Cards Sell Help
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HW	design	in	one	slide

• Declare	compute	components,	memory	elements,	
interconnection

• “Place	and	route”	distributes	those	in	space
– And	checks	is	timing	works	--- i.e.,	all	signals	can	be	stable	for	a	target	

clock	frequency
– Assess	HW	resource	utilization,	power	consumption,	etc.
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Neural	networks

neural network computing a single layer

activation function f
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Systolic	Arrays

computing a single layer
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Making	it	fast	in	HW
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unit 1	- processing	elements	in	hardwired logic

2	- local	storage	for	synaptic	weights

3	- sigmoid	unit	implements	non-linear	
activation	functions

4	- vertically	micro-coded	sequencer



Scaling	it	up
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• 30-80x TOPS/watt	
vs.	2015	CPUs	and	
GPUs.

• 8	GiB	DRAM.	
• 8-bit	fixed	point.
• 256x256	MAC	

unit.
• Support	for	data	

reordering,	matrix	
multiply,	
activation,	
pooling,	and	
normalization.

Google’s	Tensor	Processing	Unit	(TPU)



TPU	Block	Diagram	&	Floor	Plan



Experimental	Testbed

8x	K80	GPUs



The	Roofline	Model
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Figure 8. ​Figures 5-7 combined into a single log-log graph. Stars are for the TPU, triangles are for the K80, and circles are for Haswell. All 
TPU stars are at or above the other 2 rooflines. 

 
 
Figure 9. ​Relative performance/Watt (TDP) of GPU server (blue bar) and TPU server (red bar) to CPU server, and TPU server to GPU 
server (orange bar).  TPU’ is an improved TPU (Sec. 7). The green bar shows its ratio to the CPU server and the lavender bar shows its 
relation to the GPU server. Total includes host server power, but incremental doesn’t. GM and WM are the geometric and weighted  means. 
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Figure 9. ​Relative performance/Watt (TDP) of GPU server (blue bar) and TPU server (red bar) to CPU server, and TPU server to GPU 
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Stars are for the TPU, triangles are for the K80, 
and circles are for Haswell. All TPU stars are at 
or above the other 2 rooflines. 



App	breakdown	by	Performance	Counters



Latency	Results	(99%ile)



Programming	the	TPU
Programming	FPGAs

TensorFlow
graph

TPU	host	
instructions

TPU
bitstream



NVIDIA’s	Rebuttal	to	the	TPU

https://blogs.nvidia.com/blog/2017/04/10/ai-drives-rise-accelerated-computing-datacenter/



“CNNs	constitute	only	about	5%	of	the	representative	NN	
workload	for	Google.	More	attention	should	be	paid	to	MLPs	and	
LSTMs.	Repeating	history,	it’s	similar	to	when	many	architects	
concentrated	on	floating-point	performance	when	most	
mainstream	workloads	turned	out	to	be	dominated	by	integer	
operations.”

Interesting	quote



Program
Compile the program
and train a neural network

Neural	acceleration

Find an approximate
program component

[Esmaeilzadeh et al.]



Program
Compile the program
and train a neural network

Execute on a fast Neural 
Processing Unit (NPU)

Neural	acceleration

Find an approximate
program component

NPUCPU

[Esmaeilzadeh et al.]



Summary	of	NPU	results

CPU

F D X I M C

NPU

0.8x - 11.1x (3x mean) speedup

1.1x - 21x (3x mean) energy red.

CPU
FP
G
A

1.3x - 38x (3.8x mean) speedup
0.9x - 28x (2.8x mean) energy red.

0.9x - 24x (3.7x mean) speedup
1.5x - 51x (6.8x mean) energy red.

application domain error	metric

blackscholes option	pricing MSE

fft DSP MSE

inversek2j robotics MSE

jmeint 3D-modeling miss	rate

jpeg compression image	diff

kmeans ML image	diff

sobel vision image	diff



DNN	Training	Time
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2012 2013 2014 2015

ZFNet
12	days
GTX	580

AlexNet
6	days

2	GTX	580

VGGNet
21	days	

4	Titan	Black

RESNET
21	days
8	GPUs

Batches,	foreward	and	backward	propagation
1. A	batch	of	samples	are	loaded	into	GPU.

2. The	batch	of	samples does	forward propagation	
and	prediction	error	is	derived.

3. The	batch	of	samples	undergoes	backward	
propagation.

4. The	model	is	updated	and	used	for	subsequent	
traning.

examples
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Data	Parallelism
1. Each	device	sees	different	parts	of	the	data	set.	

Devices	work	independently	of	each	other.

2. Local	gradient	is	calculated	per	device,	and	are	
communicated	with	parameter	server	during	each	
batch.

examples

Parameter	Server

2x



examples

Parameter	Server
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Data	Parallelism
1. Each	device	sees	different	parts	of	the	data	set.	

Devices	work	independently	of	each	other.

2. Local	gradient	is	calculated	per	device,	and	are	
communicated	with	parameter	server	during	each	
batch.

3. The	parameter	aggregates	all	updates	and	apply	
changes	to	the	next	model.

2x

Distributed	DNN	Training	(MXNET,	TENSORFLOW…)

Where	is	the	bottleneck?	How	do	we	improve	it?


