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Source: Bob Broderson, Berkeley Wireless group



CPUs

Manycore
CPUs

GPUs
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Structured
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Custom
ASICs

1X

3X

5-30X

5-30X

20-100X

> 100X

Today’s standard, most programmable, 
good for services changing rapidly

Many simple cores (10s to 100s per chip), useful if 
software can be fine-grain parallel, difficult to maintain.  

Good for data parallelism by merged threads (SIMD), 
High memory bandwidth, power hungry

Most radical fully programmable option.  Good for 
streaming/irregular parallelism.  Power efficient but 
currently need to program in H/W languages.

Highest efficiency. Highest NRE costs. Requires high 
volume. Good for functions in very widespread use that 
are stable for many years. 

Lower-NRE ASICs with lower performance/efficiency.
Includes domain-specific (programmable) accelerators.

Perf/WMore
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More
Efficient

Conventional 
programming

Alternative
programming

Can’t change
functionality



• Field Programmable Gate Array
• FPGAs are a sea of generic logic 

and interconnect
• “Silicon Legos” – build them into exactly 

the right circuit for each task
• Special-purpose hardware (FPGAs) 

is faster and more efficient than 
general-purpose hardware (CPUs)

• Change the hardware anytime!
• 100 ms to 1 second reconfiguration time
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Software FPGA ASIC















http://www.globalfoundationservices.com/posts/2014/january/27/microsoft-contributes-cloud-server-specification-to-open-compute-project.aspx











• Altera Stratix V GS D5
• 172k ALMs, 2,014 M20Ks, 1,590 DSPs

• 8GB DDR3-1333
• 32 MB Configuration Flash

• PCIe Gen 3 x8
• 8 lanes to Mini-SAS 
SFF-8088 connectors

• Powered by PCIe slot

Stratix V

8GB DDR3

PCIe Gen3 x8

4x  20 Gbps Torus Network

Config
Flash



Data Center Server  (1U,  ½ width)





1,632 Servers with FPGAs Running Bing Page Ranking Service (~30,000 lines of C++)

More compute time for 
improving relevance

Reduced # 
of servers





2.4+ million
emails per day

200+ Cloud Services: Diversity
1+ billion customers  ·  20+ million businesses  ·  90+ markets worldwide

5.8+ billion
worldwide queries each month

1 in 4
enterprise customers 50+ billion

minutes of connections handled 
each month

48+ million
users in 41 
markets

50+ million
active users

400+ million
active accounts

250+ million
active users

8.6+ trillion
objects in Microsoft Azure 

storage







40G 
NIC and TOR

FPGA

4GB DDR

40 Gb 
NIC

Catapult v2      
FPGA Card
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CPU

NIC

PCIe Gen 3 PCIe Gen 3

Compute Acceleration



CPU

NIC
40G Ethernet

PCIe Gen 3 PCIe Gen 3

Compute Acceleration
Network Acceleration
Hardware as a Service
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LTL L0 (same TOR)

LTL L1

Example L0 latency histogram

Example L1 latency histogram

Examples of L2 latency histograms for different pairs of FPGAs

Number of Reachable Hosts/FPGAs

Catapult Gen1 Torus
(can reach up to 48 FPGAs)

LTL Average Latency

LTL 99.9th Percentile

6x8 Torus Latency
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DNNs

Compression

Encryption



99.9% software latency

99.9% FPGA latency

average FPGA query load average software load
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Xpress8 L2 (5.6GB/s)
30x throughput
20% compression loss
ln-line compression

Xpress9 L6 (300MB/s)
4x throughput
No compression loss
Short/mid-term data

LZMA (5MB/s)
5x throughput
5% compression loss
Long-term storage

*- Measured on Canterbury dataset



Author Architecture Parameter Mult Add

Catapult FPGA (Stratix 5) YASHE, n=16384 49 ms 1 ms

[LN’14] 3.5 GHz Intel i7 YASHE, n=4096 49 ms 0.7 ms

[RJVDV’15] FPGA (Virtex-7) YASHE, n=32768 112 ms 0.17 ms
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99.9% software latency

99.9% FPGA latency

Day 1 Day 2 Day 3 Day 4 Day 5

1.0

2.0

3.0

4.0

5.0

6.0

7.0

N
or

m
al

ize
d 

Lo
ad

 &
 L

at
en

cy

And ruiner
of accelerator 
dreams







http://research.microsoft.com/catapult

http://research.microsoft.com/catapult
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