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Figure 4: Feature weights learned by l»-regularized multiclass logistic regression models with unigram features,
plotted against paag for each term, based on Blodgett et al. (2016). Top: weights for predicting abusive (left) and
hateful (right) from a model trained on FDCL18. Bottom: weights for predicting offensive (left) and hate speech
(right) from a model trained on DWMW 17. Labels are shown for the most heavily-weighted terms, with label size

9%

proportional to the log count of the term in validation data. Note: “c*nt”, “n*gger,” “f*ggot,” and their variations
are considered sexist, racist, and homophobic slurs, respectively, and are predictive of hate speech DWMW17.

A Appendix

We present further evidence of racial bias in hate
speech detection in this appendix.

Disclaimer: due to the nature of this research, fig-
ures and tables contain potentially offensive or up-
setting terms (e.g. racist, sexist, or homophobic
slurs). We do not censor these terms, as they are
illustrative of important features in the datasets.

A.1 Lexical Exploration of Data Bias

To better understand the correlations between in-
ferred dialect and the annotated hate speech cat-
egories (abusive, offensive, etc.) we use simple
linear models to look for influential terms. Specifi-
cally, we train [p-regularized multiclass logistic re-
gression classifiers operating on unigram features
for each of DWMW 17 and FDCL18 (tuning the reg-
ularization strength on validation data). We then
use the Blodgett et al. (2016) model to infer paar

for each individual vocabulary term in isolation.
While this does not completely explain the corre-
lations observed in section §3.1, it does allow us
to identify individual words that are both strongly
associated with AAE, and highly predictive of par-
ticular categories.

Figure 4 shows the feature weights and paap
for each word in the models for FDCL18 (top)
and DWMW17 (bottom), with the most highly
weighted terms identified on the plots. The size
of words indicates how common they are (propor-
tional to the log of the number of times they appear
in the corpus).

These results reveal important limitations of
these datasets, and illustrate the potential for dis-
criminatory impact of any simple models trained
on this data. First, and most obviously, the most
highly weighted unigrams for predicting “hateful”
in FDCL18 are “n*gga” and “n*ggas”, which are
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Figure 5: Left: classification accuracy and per-class rates of false positives (FP) on test data for the model trained
on WH16. Middle and right: average probability mass of toxicity classes in DEMOGRAPHIC16 and USERLEVEL-
RACE18, respectively, as given by the WH16 classifier. As in Figure 2, proportions are shown for AAE, White-
aligned English, and overall (all tweets) for DEMOGRAPHIC16, and for self-identified White authors, African
American authors (AA), and overall for USERLEVELRACE18.

strongly associated with AAE (and their offen-
siveness depends on speaker and context; Spears,
1998). Because these terms are both frequent and
highly weighted, any simple model trained on this
data would indiscriminately label large numbers
of tweets containing either of these terms as “hate-
ful”.

By contrast, the terms that are highly predictive
of “hate speech” in DWMW17 (i.e., slurs) partly
reflect the HateBase lexicon used in constructing
this dataset, and the resulting emphasis is differ-
ent. (We also see artefacts of the dataset construc-
tion in the negative weights placed on “charlie”,
“bird”, and “yankees” — terms which occur in
HateBase, but have harmless primary meanings.)

To verify that no single term is responsible for
the correlations reported in section §3.1, we con-
sider each word in the vocabulary in turn, and
compute correlations excluding tweets containing
that term. The results of this analysis (not shown)
find that almost all of the correlations we observe
are robust. For example, the correlation between
paAg and “abusive” in FDCL 18 increases the most
if we drop tweets containing “fucking” (highly
positively weighted, but non-AAE aligned), and
decreases slightly if we drop terms like “ass” or
“bitch”. The one exception is the correlation be-
tween “hateful” and p4 g in FDCL18: if we ex-
clude tweets which contain “n*gga” or “n*ggas”,
the correlation drops to r=0.047. However, this
also causes the correlation between pasp and
“abusive” to increase to 7=0.376.

A.2 Experimental Details for Classification

For each dataset, we randomly split the data into
train/dev./test sets (73/12/15%), and perform early
stopping when classification accuracy on dev. data
stops increasing. For DWMW 17, which has multi-

category count AAE corr.

racism 1,976 —0.117
sexism 3,430 0.168
none 11,501 —0.064
total 16,907

Table 2: Data statistics in WH16, as well as the Pearson
r correlations with the labels and inferred AAE dialect.
All correlations are p <0.001.

ple annotations per instance, we use the majority
class as the label, dropping instances that are tied.
For both datasets, we preprocess the text using
an adapted version of the script for Twitter GloVe
vectors.!? In our experiments, we set H = 64, and
use a vocabulary size of |V| = 19k and |V'| = 74k
for DWMW 17 and FDCL18, respectively, and ini-
tialize the embedding layer with 300-dimensional
GloVe vectors trained on 840 billion tokens. We
experimented with using ELMo embeddings, but
found that they did not boost performance for this
task. We optimize these models using Adam with
a learning rate of 0.001, and a batch size of 64.

A.3 Bias in Waseem and Hovy (2016)

We replicate our analyses in §3 on the widely used
dataset by Waseem and Hovy (2016, henceforth,
WH16), which categorizes tweets in three hate
speech categories: racist, sexist, or none, shown
in Table 2, along with their correlations with AAE.
This dataset suffers from severe sampling bias that
limit the conclusions to be drawn from this data:
70% of sexist tweets were written by two users,
and 99% of racist tweets were written by a single
user (Schmidt and Wiegand, 2017; Klubika and
Fernandez, 2018).

Phttps://nlp.stanford.edu/projects/
glove/preprocess—-twitter.rb
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A note on race/ethnicity of the tweet author

We also provide an estimate of the tweet dialect, as determined by an AI system. Previous research has showed that dialects of
English are strongly associated to a speaker's racial or ethnic identity. Additionally, certain words are usually less toxic when used by
a minority (e.g., the word "n*gga" or the suffix "-ass" are considered harmless in African American English), therefore it's useful to
know the dialect a tweet is in before labelling it for toxic content. Our Al system detects the following dialects:

e General American English (gen Eng): associated with generic newscaster English.
e African-American English (Afr-Am Eng): dialect spoken usually by African-American or Black folks.
e Latino American English (Lat Eng): dialect spoken usually by Latino/a folks both in New York and California, Texas, Chicago, etc.

(dialect priming)

A note on race/ethnicity of the tweet author

We also provide an estimate of the Twitter user's race or ethnicity, as inferred by our AI system. Note that certain words are usually,
less toxic when used by a minority (e.g., the word "n*gga" or the suffix "-ass" are considered harmless when spoken by Black folks),
therefore it's useful to know the identity of a Tweeter before labelling it for toxic content.

(race priming)

Figure 6: Additional instructions shown to workers in the dialect and race priming. In the dialect condition, we

provide links to the dialect Wikipedia pages.

In Figure 5 (left), we show how models trained
on this dataset have slightly higher false positive
rates of sexism on AAE tweets, and of the “none”
label for White tweets compared to AAE tweets.
When predicting on our reference corpora (Fig-
ure 5, middle and right), we see AAE tweets (or
tweets by African Americans) are labelled as sex-
ist more than White-aligned tweets or tweets by
White users. Again, due to the sampling issues,
these results should be interpreted cautiously.

A.4 Toxicity and AAE in the PerspectiveAPI

We compare the toxicity detection rates from our
trained models to those of PerspectiveAPI,'? a Jig-
saw/Alphabet initiative to detect hate speech on-
line. We obtain TOXICITY scores for all tweets in
DWMW 17 and FDCL18, as well as for 100K ran-
dom tweets from DEMOGRAPHIC16 and USER-
LEVELRACE18. We show correlations (Pearson
r) between dialects/groups in our datasets and the
Perspective TOXICITY scores. All correlations are
significant (p <0.001, Holm-corrected for multi-
ple comparisons) which indicates potential racial
bias for all datasets.

dataset dialect/group  TOXICITY corr.
DWMW 17 White —0.320
AAE 0.310
FDCL18 White —0.340
AAE 0.453
DEMOGRAPHIC16 White —0.096
AAE 0.056
USERLEVELRACE18 White —0.046
AA 0.042

3The API (http://perspectiveapi.com) was ac-
cessed in December 2018

A.5 Dialect Priming Experimental Details

We collected annotations from 110 (76% White),
143 (77% White), and 81 (72% White) workers in
the control, dialect, and race priming conditions,
respectively. Figure 6 shows the instruction snip-
pet related to dialect and race shown to workers
in the two treatment conditions. Additionally, Fig-
ure 7 shows the annotation interface, with (a) and
without priming (b,c).
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A Twitter user tweeted:

I swear I saw him yesterday.

1.a) Does this post seem 1.b) Could this post be considered
offensive/disrespectful to you? offensive/disrespectful to anyone?
Yes Yes
Maybe Maybe
No No
Post doesn't make sense/is just a
link
(a)
( ] )
A Twitter user tweeted:
I swear I saw his ass yesterday.
which our Al system thinks is in African American English.
The AI prediction seems wrong.
1\ J

(b)

A Twitter user that is likely Black/African American tweeted:
I swear I saw his ass yesterday.

The AI prediction for the user's race/ethnicity seems wrong.

©

Figure 7: Interface for the controlled experiment. (a) shows the control condition along with the offensiveness
questions. (b) and (c) show the changes to the treatment interface in the dialect and race priming conditions.
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