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Abstract

Warning: this paper discusses and contains
content that is offensive or upsetting.

The perceived toxicity of language can vary
based on someone’s identity and beliefs, but
this variation is often ignored when collecting
toxic language datasets, resulting in dataset
and model biases. We seek to understand the
who, why, and what behind biases in toxic-
ity annotations. In two online studies with
demographically and politically diverse par-
ticipants, we investigate the effect of annota-
tor identities (who) and beliefs (why), draw-
ing from social psychology research about
hate speech, free speech, racist beliefs, po-
litical leaning, and more. We disentangle
what is annotated as toxic by considering
posts with three characteristics: anti-Black
language, African American English (AAE)
dialect, and vulgarity. Our results show strong
associations between annotator identity and
beliefs and their ratings of toxicity. Notably,
more conservative annotators and those who
scored highly on our scale for racist beliefs
were less likely to rate anti-Black language as
toxic, but more likely to rate AAE as toxic.
We additionally present a case study illustrat-
ing how a popular toxicity detection system’s
ratings inherently reflect only specific beliefs
and perspectives. Our findings call for con-
textualizing toxicity labels in social variables,
which raises immense implications for toxic
language annotation and detection.

1 Introduction

Determining whether a text is toxic (i.e., con-
tains hate speech, abuse, or is offensive) is inher-
ently a subjective task that requires a nuanced un-
derstanding of the pragmatic implications of lan-
guage (Fiske, 1993; Croom, 2011; Waseem et al.,
2021). Without this nuance, both humans and
machines are prone to biased judgments, such as
over-relying on seemingly toxic keywords (e.g.,
expletives, swearwords; Dinan et al., 2019; Han

and Tsvetkov, 2020) or backfiring against minori-
ties (Yasin, 2018; Are, 2020, i.a.). For exam-
ple, racial biases have been uncovered in toxic
language detection where text written in African
American English (AAE) is falsely flagged as
toxic (Sap et al., 2019; Davidson et al., 2019).

The crux of the issue is that not all text
is equally toxic for everyone (Waseem, 2016;
Al Kuwatly et al., 2020; Jiang et al., 2021). Yet,
most previous research has treated this detection
as a simple classification with one correct la-
bel, obtained by averaging judgments by a small
set of human annotators per post (Waseem and
Hovy, 2016; Wulczyn et al., 2017; Davidson et al.,
2017; Founta et al., 2018; Zampieri et al., 2019).
Such approaches ignore the variance in annota-
tions (Pavlick and Kwiatkowski, 2019; Geva et al.,
2019; Akhtar et al., 2021) based on who the anno-
tators are, and what their beliefs are.

In this work, we investigate the who, why,
and what behind biases! in toxicity annotations,
through online studies with demographically and
politically diverse participants. We measure the
effects of annotator identities (who annotates as
toxic) and attitudes or beliefs (why they annotate
as toxic) on toxicity ratings, through the lens of
social psychology research on hate speech, free
speech, racist beliefs, altruism, political leaning,
and more. We also analyze the effect of what is be-
ing rated, by considering three text characteristics:
anti-Black or racially prejudiced meaning, African
American English (AAE), and vulgar words.

We seek to answer these questions via two on-
line studies. In our breadth-of-workers con-
trolled study, we collect ratings of toxicity for a
set of 15 hand curated posts from 641 annotators
of different races, attitudes, and political leanings.

"We use the term “bias” to denote both simple skews or
variation in annotations (e.g., for variation in detecting vulgar
content as toxic) or representational harms (e.g., AAE be-
ing over-detected as toxic or anti-Black content being under-
detected as toxic; Barocas et al., 2017; Blodgett et al., 2020).



Figure 1. Annotator identities and attitudes can in uence how they rate toxicity in text. We summarize the key
ndings from our analyses of biases in toxicity (offensiveness or racism) ratings for three types of language: anti-
Black content, African American English (AAE), and vulgar language.

Then, in ourbreadth-of-posts study, we simu- 82.3)—namely, text with anti-Black language,

late a typical toxic language annotation setting bypresence of African American English (AAE), and

collecting toxicity ratings for 600 posts, from a presence of vulgar or profane words. To this end,

smaller but diverse pool of 173 annotators. we design two online studies (§83) and discub®
Distilled in Figure 1, our most salient results nd each of these text characteristics offensive and

across both studies show that annotators scoringhyas separate research questions in Sections 84,

higher on our racist beliefs scale were less likely85 and 86, respectively.

to rate anti-Black content as toxic (84). Addition-

ally, annotators' conservatism scores were assocg-1 Demographic Identities:Who considers

ated with higher ratings of toxicity for AAE (§5), something as toxic?

and conservative and traditionalist attitude scoreprior work has extensively shown links between

with rating vulgar language as more toxic (§86).  someone's gender, political leaning, and race af-
We further provide a case study which showstects how likely they are to perceive or notice

that FERSPECTIVEAPI, a popular toxicity detec- harmful speech or racism (Cowan et al., 2002;
tion system, mirrors ratings by annotators of cery\orton and Sommers, 2011; Carter and Murphy,
tain attitudes and identities over others (87). Fopno15: Prabhakaran et al., 2021). Grounded in this
instance, for anti-Black language, the system'syrior literature, our study considers annotators'
scores better re ect ratings by annotators whorgce, gender, and political leaning. Since per-

score high on our scale for racist beliefs. Ourceptions of race and political attitudes vary vastly
ndings have immense implications for the de- across the globe, we restrict our study to partici-

sign of toxic language annotation and automatigants exclusively from the United States.
detection—we recommend contextualizing ratings

in social variables and looking beyond aggregate@.2 Attitudes: Why does someone consider
discrete decisions (88). something toxic?

2 TheWho, Why, and What of Toxicity While some annotator toxipity ratings may highly
Annotations correlate with demographic factors at face value

(Prabhakaran et al., 2021; Jiang et al., 2021), we
We aim to investigate how annotators' ratings ofaim to go beyond demographics to investigate
the toxicity of text is in uenced by their own annotatorbeliefsthat explain these correlations.
identities (vho they are 82.1), and their beliefs Based on prior work in social psychology, political
(why they consider something toxg2.2) on spe- science, and sociolinguistics, we select seven atti-
ci c categories of text ywhat they consider toxjic tude dimensions. Given the breadth of these atti-
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tudes, we follow prior work to operationalize them the ability and willingness of recognizing and la-
via scales (irsMALL CAPS), as described belowv. beling hate speech (Cowan and Khatchadourian,

Valuing the freedom of offensive speech 2003). We measureNEPATHY using an abbrevi-

(FREEOFFSPEECH): the belief that any speech, ated I.nterpersonal _Reactlvny Index (Pulos et al.,
including offensive or hateful speech, should be2004)’ see Appendix 8A.6.

unrestricted and free from censorship. RecentlyALTRUISM : one's attitude of sel ess concern
this belief has become associated with majorabout others' well-being, which can move people
ity and conservative identities (Cole, 1996; Med-to act when harm or injustice happens (Wagstaff,
daugh and Kay, 2009; Gillborn, 2009; White and1998; Gauvrilets and Fortunato, 2014; Riar et al.,
Crandall, 2017; Elers and Jayan, 2020). We us@020), including harms through hate speech
the scale by Cowan and Khatchadourian (2003)(Cowan et al., 2002). We gathered the items to
see Appendix 8A.1. measure ATRUISM with an adapted scale taken

Perceiving the HARM OFHATE SPEECH: the be- from Steg et al. (2014); see Appendix 8A.7.

lief that hate speech or offensive language can It is worth noting that some of '_[he above atti-
}udes, though not all, correlate with demograph-

be harmful for the targets of that speech (Sora _ . .
etal., 2018; Nadal, 2018). This belief is correlated s V&Y strongly. Table 8 in Appendix A.8 details

with socially-progressive philosophies (Downsthese correlations from our study.

and Cowan, 2012, see also Nelson et al., 2013p 3 Text Characteristics: whatis considered
We use the scale by Cowan and Khatchadourian  offensive?

(2003); see Appendix 8A.2. Not all toxic text is toxic for the same reasons.
Endorsement of RACISTBELIEFS: the beliefs We aim to understand hosharacteristics of text
which deny the existence of racial inequality, can affect ratings of toxicity, in addition to anno-
or capture resentment towards racial minoritieator attitudes and identities. Speci cally, we con-
(Poteat and Spanierman, 2012). We measursider three dimensions or categories of text, based
RACISTBELIEFS using items from the validated on recent work on text characteristics that tend to
Modern Racism Scale (McConahay, 1986); se#e over- or under-detected as toxic (Dinan et al.,
Appendix 8A.3. 2019; Sap et al., 2019; Han and Tsvetkov, 2020;

TRADITIONALISM : the belief that one should Zhou et al., 2021): anti-Black language, pres-
follow established norms and traditions, and be re€NC€ Of African American Engligh (AAE) dialect

spectful of elders, obedient, etc. In the US, thes&h@rkers, and vulgar language (e.g., swearwords,
beliefs are associated with generally conservativé!Urs)- Following Zhou et al. (2021), we further

ideologies (Johnson and Tamney, 2001: Knuckeydisentangle two types of vulgarity: swearwords

2005). We use an abridged verstasf the TRA- or expl_icit Woro_ls thr?lt do not_ reference identities
DITIONALISM scale (Bouchard Jr. and McGue, (Offénsive, nonidentity referring; Quf), and (re-
2003) that measures annotators’ adherence to tr&iaimed) slurs or other identity-referring vulgarity
ditional values; see Appendix §A.4. (offensiveidentity-referring; OI).

Language Purism (LING PURISM): the belief 3 Data & Study Design

that there is a “correct” way of using English (Jer- . . .
nudd and Shapiro, 1989). Typically, this beliefWe design two online studies to study the effect of

. . . .__annotator identities and attitudes on their toxicity
also involves negative reactions to non-canonica

ways of using language (Sapolsky et al., 2010; De[a}tings on posts with different characteristictn
Frank and Kahlbaugh, 2019). We created and val‘-elther study, annotators are asked to rate lobw

idated a four-iterm INGPURISM scale to measure fensiveand howracist they consider a post to be
this concept: see Appendix §A.5 (see Appendix 8B for the exact questions).

EMPATHY : one's tendency to see others' perspec3-1  Breadth-of-Workers Study
tives and feel others' feelings. Research in sociaDur rst study focuses on collecting toxicity rat-
psychology has linked higher levels of empathy toings from a wide and diverse set of participants

2We abstain from conclusions beyond our abstractions. “Both studies were approved by our institution's ethics
3This was done to reduce cognitive load on annotators. board (IRB), and paid participants above minimum wage.



Breadth-of-Workers study

Vulgar (ONI), not Anti-Black, not AAE

I sort of fuckin love how close my gf is with my family like that she knows
about my family jokes before | fuckin do

I'm hoping that Cersei gets her ass handed to her but | love Daenerys and
Jon ;3; | don't want either of em losing XD

| got mosquito bites on my foot and they fucking hurt

Personally | think it would be fucking hilarious to put Franziska or Godot in but
idk if they're important enough characters to make the cut

| just keep telling myself that shitty things happen to me but something really
great is gonna happen bc romantic comedies have ruined me

AAE, not Vulgar, not Anti-Black

If u grown & still get thirsty for Jordans knowin erbody else gon havem & u still
feel like u accomplished something that say alot about u

Just spent a whole 20k(imaginary money) on a home studio.. And used the
last 3% 2 get some owers n a gift card for YA BIHH.

When everything is going accordingly the enemy always try to come creep
up on you but | aint havin it ! buhh byee

You can't slang no tea cause he been putting me on bout everything
I could only wish dawg the best

ain't no problem in cutting ppl off. save that space for somebody who'll
bene t from u and vice versa

Anti-Black, not Vulgar, not AAE

| don't get government bene ts just for being white
Where is white history month? Why can't | have white pride day?
I don't like black doctors, it's just my preference

Anti-Black racism isn't that big of a deal because people treated ltalians like
this in the 60's and 70's

Going to Africa. Hope | don't get AIDS. Just kidding. I'm white!

Breadth-of-Posts study

cat. Anti-Black AAE \Vulgar (Onl)  Vulgar (OI)
count 113 270 196 217

Table 2: Counts for each text category for the 571 posts
in our breadth-of-posts study. Ol: identity-referring
vulgarity, ONI: non-identity referring vulgarity; cate-
gories are explained in 82.3. Posts could belong to mul-
tiple categories (Figure 3 in Appendix F).

tors per post to simulate a crowdsourced dataset
on toxic language. Drawing from two existing
toxic language detection corpora, we select posts
that are automatically detecfeds AAE and/or
vulgar from Founta et al. (2018), and posts that
are automatically detected as vulgar and/or anno-
tated as anti-Black from Vidgen et al. (2021)n-
portantly, in this study, we consider anti-Black or
AAE posts that could also be vulgar, and allow this

vulgarity to cover both potentially offensive iden-

Table 1: All 15 posts for our breadth-of-workers study. tity references (Ol) as well as non-identity vulgar
words (ONI; see §2.3). Due to confounding effects

for a controlled set of posts. Shown in Table 1, weO]c meaning, we do not present analyses looking at

curated a set of 15 posts that belong exclusively t(\)/ulgar posts only. We list membership counts for

one text category (e.g., vulgar but non-AAE andCyr 571 posts in Table 2, and provide more details

non-anti-Black; see Appendix C.1 for more selec-2" O data selection Appendix D.1.

tion and validation details). To exclude confound- AS With the previous study, we ran our annota-
ing effects of offensive identity mentions, we only tion study on 173 participants recruited through a

considered vulgar posts that are non-identity referPré-guali er survey. Our annotators varied racially
ring (i.e., QNI). (20% Black, 76% White), politically (30% conser-

We ran our study on a 641 participants that wer/aive, 54% liberal), and in gender (45% women,
recruited using a pre-quali er survey on Amazon 23% men,< 2% non-binary). Each post was an-
Mechanical Turk (MTurk) to ensure racial and po-notated by 6 .part7|C|pant.s. from various racial and
litical diversity. Our nal participant pool spanned Pelitical identities: Additionally, we asked par-

various racial (13% Black, 85% White), political ticipants one-item versions of our attitude scales,
(29% conservative, 59% liberal), and gender iden!SINY t_he question from each scale that correlated
tities (54% women, 45% men, 1% non-binary).beSt with toxicity in our breadth-of-workers study.

Each participant gave each of the 15 posts a tox>€€ Appendix D for more details.

icity rating, after which they answered a series of Unlike the breadth-of-workers study, here each

questions about their attitudes and their identityannotators could rate a varying number of posts.

For further details, please see Appendix C. Thus, we used a linear mixed effects model with
In our subsequent analyses, we compute asséandom effects for each participants to compute

ciations between the toxicity ratings and identities2ssociations between toxicity ratings and identities

or attitudes by computing the effect sizes (Pearsofr attitudes.

r correlation or Cohen'sl) between the average

toxicity rating of the posts in each category and SWe use the IeX|_caI detector by Blodgett et al. (2016_) for
tator identities or attitude scores AAE and_ the word list fror_n ZhOl_J et gl. (20_21) for v_ulgarlty.
anno ) ®To circumvent potential racial biases in what is labelled
as “racist” in the Vidgen et al. (2021) corpus, we do not con-
3.2 Breadth-of-Posts Study sider anti-Black posts that are detected as AAE.
. . "For each post, we collected toxicity ratings from two
Our second study focused on collecting ratlngSNhite conservative workers, two from white liberal workers,

for a larger set of posts, but with fewer annota-and two from Black workers.
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Table 4: Associations foanti-Black (and potentially
also vulgar) posts from théreadth-of-postsstudy,
shown as the coef cients from a mixed effects model
with a random effect for each annotatdr p < 0.075,
1 p<0.05, :p<0.001; Holm-corrected for multiple
comparisonsh.s: not signi cant).
Table 3: Associations between annotator variables and
ratings of offensiveness and racism for tgti-Black
posts in thebreadth-of-workersstudy. We use the Offensive andmore racist Finally, though both
Holm correction for multiple comparisons for non- white and Black annotators rated these posts very
hypothesized associations and only present signi canhigh in offensiveness (with meanssjack = 3.85
Pearsom or Cohen'sd effect sizes (: p<0.05, :p  and nie = 3.59 out of 5), our results show that
<0.001;n.s: not signi cant). Black participants were slightly more likely than
white participants to rate them as offensive.
4 Who nds anti-Black posts toxic, and _Our explora'\to'ry analyses_unearthed_other §ig—
why? ni cant associations: negative correlations with
LINGPURISM, TRADITIONALISM, and gender
Anti-Black language denotes racially prejudiced(male), and positive correlations with highvBA-
or racist content—subtle (Breitfeller et al., 2019) THy, ALTRUISM, and gender (female).
or overt—which is often a desired target for toxic
language detection research (Waseem, 2016; Vidt-2 Breadth-of-Posts results
gen et al., 2021). Based on prior work on link- Table 4 shows similar results as in the breadth-
ing conservative ideologies, endorsement of unef-workers analyses, despite the posts now po-
restricted speech, and racial prejudice with retentially containing vulgarity. Speci cally, we
duced likelihood to accept the term “hate speech”nd that annotators who scored higher imRIST-
(Duckitt and Fisher, 2003; White and Crandall, BELIEFS rated anti-Black posts akess offen-
2017; Roussos and Dovidio, 2018; Elers andsive, whereas those who scored higher inrRH
Jayan, 2020), we hypothesize that conservativeiOFHATESPEECHTrated them asnoreoffensive.
annotators and those who score highly on theRatings of racism showed similar effects with one
RACISTBELIEFSor FREEOFFSPEECHSscales will  addition: those who scored higher iREEOFF-
rate anti-Black tweets as less toxic, and vice-versaspeEecHrated anti-Black posts as less racist.
Conversely, based on ndings by Cowan and
Khatchadourian (2003), we hypothesize that an4-3 Perceived toxicity of anti-Black language
notators with high ARMOFHATESPEECHSCOres  Qverall, our results from both studies corroborate
will rate anti-Black tweets are more toxic. previous ndings that studied the attitudes that dif-
ferent gender and racial identities have towards
hate speech, speci cally that conservatives, white
As shown in Table 3, we found several associapeople, and men tend to value free speech more,
tions between annotator beliefs and toxicity rat-and that liberals, women, and non-white people
ings for anti-Black posts, con rming our hypothe- perceive the harm of hate speech more (Cowan
ses. The three most salient associations Witker and Khatchadourian, 2003; Downs and Cowan,
racismratings were annotators who scored highe2012). Our results also support the nding that
in RACISTBELIEFS, FREEOFFSPEECH and those those who hold generally conservative ideologies
who leaned conservative. We nd similar trendstend to be more accepting towards anti-Black or

4.1 Breadth-of-Workers results

for offensiveness ratings. racially prejudiced content (Goldstein and Hall,
Conversely, we found that participants who2017; Lucks, 2020; Schaffner, 2020).
scored higher in WRMOFHATESPEECH were In the context of toxicity annotation and detec-

much more likely to rate anti-Black postsim®re tion, our ndings highlight the need to consider



Table 5: Associations between ratings of racism
and annotator variables, for tHRAE posts from the

breadth-of-workersstudy. As with the previous re- _ o )
sults, we correct for multiple comparisons for non- 1aPle 6: Associations betweekAE (and potentially

hypothesized associations and only show signi cant re&/S0 vulgar) post ratings from thereadth-of-posts
sults ¥: p<0.075, : p< 0.05). study and annotator variables, shown as theoef -

cients from a mixed effects model with a random effect

for each annotator. We only show signi cant results (
the attitudes of annotators towards free speectp <0.075, : p<0.05, : p<0.001; Holm-corrected
racism, and their beliefs on the harms of hatd®" Multiple comparisons).s: not signi cant).

speech, for an accurate estimation of anti-Black

language as toxic, offensive, or racist (e.g., by aCpypothesis, we found that ratings of racism had
tively taking into consideration annotator ideolo- somewhat signi cant correlations with annotators'
gies; Waseem, 2016; Vidgen etal., 2021). This caRonservative political leaning, and their scores on
be especially important given that hateful conteniy;r RaciSTBELIEFS scale. However, contrary to
very often targets marginalized groups and raciahr expectations, we found that white and Black
minorities (Silva et al., 2016; Sap et al., 2020),annotators did not differ in how offensive they
and can catalyze violence against them (O'Keeffggteqd AAE tweetsd = 0.14,p > 0.1). We found
etal., 2011; Cleland, 2014). no additional hypothesized or exploratory associ-
ations for racism ratings, and no signi cant asso-

i ?
5 Who nds AAE posts toxic, and why? ciations for offensiveness ratings.

African American English (AAE) is a set of well-
studied varieties or dialects of U.S. English, com-5'2 Breadth-of-Posts results
mon among, but not limited to, African-American Show in Table 6, our results for AAE and poten-
or Black speakers (Green, 2002; Edwards, 2004}ially vulgar breadth-of-posts study show higher
This category has been shown to be consideredffensiveness ratings from conservative raters, and
“worse” English by non-AAE speakers (Hilliard, those who scored higher irRRDITIONALISM and
1997; Blake and Cutler, 2003; Champion et al.,RACISTBELIEFS. We also nd that conservative
2012; Beneke and Cheatham, 2015; Rosa and Fl@nnotators and those who scored higher REE
res, 2017), and is often mistaken as obscene dPFFSPEECH and TRADITIONALISM rated AAE
toxic by humans and Al models (Spears et al.posts as more racist.
1998; Sap et al., 2019), particularly due to dialect- As an additional investigation, we measure
speci ¢ lexical markers (e.g., words, suf xes). whether attitudes or identities affects toxicity rat-
Based on prior work that correlate racial preju-ings of AAE posts that contain the word*gga,”
dice with negative attitudes towards AAE (Gaithera (reclaimed) slur that has very different pragmatic
et al., 2015; Rosa, 2019), we hypothesize that aninterpretations depending on speaker and listener
notators who are white and who score high inidentity (Croom, 2011). Here, we nd that raters
RAcISTBELIEFS will rate AAE posts as more who are more conservative tended to score those
toxic. Additionally, since AAE can be consid- posts as signi cantly more racist (= 0:465 p =
ered non-canonical English (Sapolsky et al., 20100:003 corrected for multiple comparisons).
DeFrank and Kahlbaugh, 2019), we hypothesize _ o
that annotators who are more conservative ang@-3 Perceived toxicity of AAE
who score higher in RADITIONALISM and LING-  Our ndings suggest that annotators perceive that
Purism will rate AAE posts with higher toxicity. AAE posts are associated with the Black racial
identity (Rosa, 2019), which could cause those
5.1 Breadth-of-Workers results who score highly on the RCISTBELIEFS scale
Table 5 shows signi cant associations between anto annotate them as racist, potentially as a form
notator identities and beliefs and their ratings ofof colorblind racism (e.g., where simply mention-
toxicity of AAE posts. Partially con rming our ing race is considered racist; Bonilla-Silva, 2006).



anti-Black meaning or in AAE (both of those cases
were were analyzed in 84.2 and 85.2). We refer
the reader to Appendix F for the results on vulgar
posts in the breadth-of-posts study.

Table 7: Associations between toxicity ratings and an.1 Breadth-of-Workers results

notator variables for theulgar posts from thévreadth- i
of-workersstudy. We correct for multiple comparisons €ON rming our hypotheses, we found that offen-

for non-hypothesized associations and only show sigSiveness ratings of vulgar (@) posts indeed cor-
ni cant results ¥: p < 0.075, : p<0.05). related with annotators' RADITIONALISM and

LINGPURISM scores, and conservative political
leaning (Table 7). We found no associations be-

Moreover, specic markers of AAE could have tween attitudes and racism ratings for vulgar posts.
been perceived as obscene by non-AAE speakers

(Spears et al., 1998), even though some of thesg.2 Perceived toxicity of vulgar language
might be reclaimed slurs (e.g., “n*gga”; Croom, o . . .

ur ndings corroborate prior work showing how
2011; Galinsky et al., 2013). Contrary to expecta- ¢ P g

i tators' Al identity did not aff tadherence to societal traditional values is often
10Ns, annotators: own racialidentity did not atiec opposed to the acceptability of vulgar language

their ratings of AAE posts in our studies, which (Sapolsky et al.,, 2010). Traditional values and

future work S.hOU|d Investigate f?”ther' . conservative beliefs have been connected to nd-
These ndings shed some light on the racial.

. ) _ .~ ing vulgar language as a direct challenging the
biases found in hate speech detection (Dawdsopn , - )
oral order (Jay, 2018; Sterling et al., 2020; Mud-
et al., 2019; Sap et al., 2019), partially explain- (Jay g

. hv AAE | ved as toxic. Based diman, 2021). Our results suggest that vulgarity is
ing why 'S perceived as foxic. based on our, very speci ¢ form of offensiveness that deserves
results, future work in toxic language detection

hould tfor thi timat ¢ AAE special attention. Speci cally, future work might

S qut I?ccoun olr 'S ovterges |ma||é>n ° licitl 3Sconsider studying the speci ¢ toxicity of individ-
raciSt. or examp’e, annotators cou'd explctty In-, identity-referring vulgar (Ol) words, which
clude speakers of AAE, or those who understan

that AAE or its lexical K tinh " an carry prejudiced meaning as well (e.g., slurs
a_ orits _eX|ca markers aré notinherently o, as h*gg*r”). Moreover, annotators across
toxic, or are primed to do so (Sap et al.,

Avoidi . t estimat t AAE 2,[01.9)'different levels of traditionalism could be consid-
volding an incorrect estimation o as 1oXIC ared when collecting ratings of vulgarity, espe-

is crucial to avoid upholding racio-linguistic hi- cially since perceptions might vary with genera-
erarchies and thus representational harms againﬁ(t)

nal and cultural norms (Dynel, 2012).
AAE speakers (Rosa, 2019; Blodgett et al., 2020). (Dy )

7 Toxicity Detection System Case Study:

i ?
6 Who nds vulgar posts toxic, and why~ PERSPECTIVEAPI

Vulgarity can correspond to non-identity referring

swearwords (e.gf*ck, sh*t: denoted as Q1) or Our previous ndings indicated that there is strong

) ) 3 N — potential for annotator identities and beliefs to af-

identity-referring slurs (e.g.p*tch, n*gga; de- : - ) " .

noted as OI). Both types of vulgarity can be mis_fect their toxicity ratings. We are additionally in-
) y y terested in how this in uences the behavior of tox-

taken for toxic despite also having non-hateful us- . ) .
L . . . jcity detection models trained on annotated data.
ages (e.g., to indicate emotion or social belonging

Croom, 2011; Dynel, 2012; Galinsky et al., 2013).We prgsent a brief case study Ef’ answer this ques-
) : . tion with the RERSPECTIVEAPI,® a widely used,
Given that vulgarity can be considered non-

canonical or impolite language (Jay and Janscheqommermal system for toxicity detection. ~Ap-

witz, 2008: Sapolsky et al., 2010; DeFrank andpendix G provides a more in-depth description.

Kahlbaugh, 2019), we hypothesize that annotators we |n\_/est|g§1te w_hgther .H:RSPECT'VEAPI
who score high on INGPURISM, TRADITIONAL - scores align with toxicity ratings from workers

. . with speci ¢ identities or attitudes, using the 571
ISM, and who are more conservative will rate vul-

. posts from our breadth-of-posts study. Speci-
gar posts as more offensive. Importantly, here; .

. cally, we compare the correlations betweerrP
we focus on the posts that are exclusively vul-

gar (On1) from only our breadth-of-workers study, SPECTIVEAPI scores and ratings from annotators,
to avoid confounding effects of vulgar posts with  8www.perspectiveapi.com
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broken down by annotators with different identi- what their beliefs are about the task. While several
ties (e.g., men and women) or with higher or lowerworks have recruited or subselected annotators to
scores on attitude scales (split at the mean). Sdwold particular ideologies (e.g., Waseem, 2016;
Appendix G.1 for details about this methodology. Sap et al., 2020; Vidgen et al., 2021), annotator

Our investigation shows that ERSPECTIVE attitudes are only vaguely described. We advocate
scores can be signi cantly more aligned with for collecting attitude scores based on relevant so-
ratings from certain identities or groups scoringcial science research, perhaps in lightweight for-
higher or lower on attitude dimensions (see Taimat as done in our breadth-of-posts study, and re-
ble 12 in Appendix G.2). Our most salient resultsporting those scores along with the dataset (e.g., in
show that for anti-Black posts, BRSPECTIVE datasheets; Gebru et al., 2018).

scores are somewhat signi cantly more allgneolContextualize toxicity predictions in social

with racism ratings by annotators who score higlp\/ariables. As shown in our results and previous

in RACISTBELIEFS (Thigh = 0.29, Tiow = 0.17, & g (e.g., Waseem, 2016; Ross et al., 2017;
r=0.12,p = 0.056). Addltlor)ally, for AAE Waseem et al., 2021), determining what is toxic
poSts, ER.S PECTIVESCOres are slightly more cor- is subjective. However, given this subjectivity, the
related with racism ratings by annota_tors Whoopen guestion remains: whose perspective should
were women ( r =0.22,p < 0.001) or Wh'.te (r be considered when using toxicity detection mod-
=0.08,p=0.07), and who scored higher inNG- els? To try answering this question, we urge re-
PURISM (1 =0.14,p = 0.003) or TRADITION- searchers and practitioners to consider all stake-
ALISM (1= 0'10’9: 0'930.)' holders and end users on which toxicity detec-
Overall, our ndings |nd|_c§te tha_t EPS_PEG tion systems might be deployed (Sanders, 2002;
TIVEAPI toxicity score predictions align with spe- Friedman et al., 2008). Additionally, we urge

i ¢ viewpoints F?r |Qe(|)lo|g|e_s, dependrl]ng ch]n tAhEIpeopIe to embrace that each design decision has
text category. Particularly, it seems that the socio-political implications (Green, 2020; Cambo,

underestimates the toxicity of anti-Black posts |n2021)’ and encourage them to develop technolo-

a similar way to annotators who ;cored hlghe_r orbies to shift power to the targets of oppression
the RACISTBELIEFS scale, and aligns more with (Blodgett et al., 2020; Kalluri, 2020; Birhane

white annotator's perception of AAE toxicity (vs. 2021) B ’ ’ ’ ’
Black annotators). This corroborate prior ndings role of online platforms in people's daily lives

that show that toxicity detection modelsinherently(Rahman 2017), we echo calls for policy regu-
encode a speci ¢ positionality (Cambo, 2021) and ' ’

replicate human biases (Davani et al., 2021).

Finally, given the increasingly essential

lating these toxicity detection algorithms (Jiang,
2020; McGuf e and Newhouse, 2020).

8 Discussion & Conclusion Think beyond classi cation. Our ndings on the

. subjectivity of the toxicity detection tasks suggests
. , Sthat standard approaches of obtaining binary (or
are indeed affected by annotators Olemogr‘fjll[)hl%venn-ary) labels of toxicity and averaging them
identities and beliefs (§2). We showed—via both.

in majority v re in . In re-
a breadth-of-workers study and a breadth-of-posts to a majority vote are inadequate. Instead, re

- . .~ Searchers could consider modeling the variation
study (§3)—several associations when |solat|nqn toxicity labels with respect to specic identi-
speci ¢ text characteristics: anti-Black (84), AAE y P P

. . . ties or beliefs. But, perhaps more importantly,
(85), and wulgarity (§6); see full, detailed resultswe encourage re-thinking the toxicity detection

n Appendnf §.E and §F.' Finally, we showed tha‘? aparadigm altogether. If the goal is to assist hu-
popular toxicity detection system produces toxic- .
. ) . ... man content moderators, making our systems ex-
ity scores that are more aligned with raters with , . A

. . : I plain biased implications of statements could be
certain attitudes and identities than others (87), - .
We discuss implications of our ndinas below more helpful than opaque toxicity scores (Gille-

P 9 " spie et al.,, 2020). Therefore, we advocate for

Collect annotator identities and attitudes. moving away from classi cation frameworks, and
Given that many NLP tasks are increasingly sotowards more nuanced, holistic, and explainable
cially or politically laden (misinformation, hate frameworks for inferring the desired concepts of
speech, stereotypes, biased language, etc.), it isexicity and social biases (e.g., the hierarchical So-
important to consider who is annotating data andial Bias Frames formalism; Sap et al., 2020).
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A Attitude scales « Racial minorities are getting too demanding
_ o _ in their push for equal rights.
Below, we list the individual items from each of Over the past few years, racial minorities

our seven attitude dimensions. In our breadth- e gotten more economically than they de-
of-workers study, we asked participants all of the serve.

items in each scale, but in the larger-scale study, , gyer the past few years, the government
we only asked the bolded items (one per scale). 544 news media have shown more respect to
(R) denotes a reverse coded item. racial minorities than they deserve.

These items form the validated Modern Racism

A.1 Valuing the freedom of offensive speech Scale, created by McConahay (1986).

(FREEOFFSPEECH).

Participants were instructed to rate their level ofA.4 TRADITIONALISM .

agreement with the item statements, using a Sparticipants were asked: “Please tell us how im-
point Likert scale ranging fromriot at all’ (1) to  hortant each of these is as a guiding principle in

“very much sb(5). your life.” They answered each item on a 5-point
* People should face consequences for sayingikert scale, ranging fromriot at all important to
something offensive online. (R) mée (1) to “extremely very important to he5).

* Offensive posts and comments online should . Being obedient, dutiful, meeting obligations.
be removed from the platforms. « Self-discipline, self-restraint, resistance to
» There is no such a thing as hate speech, temptations.
only "speech”. « Honoring parents and elders, showing re-
» People should be allowed to say things that spect.
others may consider offensive. « Traditions and customs.

* Its more important to protect free speech s is an abridged version of the traditionalism
rights than to protect people’s feelings wheng e by Bouchard Jr. and McGue (2003).
it comes to offensive language.

This scale was taken from Cowan et al. (2002). A.5 Language Purism (LINGPURISM).

Participants were instructed to rate their level of
agreement with the item statements, using a 5-
Participants were instructed to rate their level ofpoint Likert scale ranging fromriot at all’ (1) to
agreement with the item statements, using a 5“very much sb(5).

A.2 Perceiving the H\RM OFHATE SPEECH.

point Likert scale ranging fromrot at al’ (1) to « | dislike when people make simple grammar
“very much sb(5). or spelling errors.

* When someone posts something offensive to- « |tis important to master the English language
wards minorities online it intimidates and properly, and not make basic spelling mis-
casts fear in the heart of individuals who are takes or misuse a common word.
part of the minority group. | am not afraid to correct people when they

» Offensive language encourages discrimi- make simple grammar or spelling errors.
nation against minorities. « There exists such a thing as good proper

« Offensive language is harmful to minorities. English.

This scale was taken from Cowan et al. (2002). This scale was created by the authors.

A.3 Endorsement of RACISTBELIEFS. A.6 EMPATHY .

Participants were instructed to rate their level ofParticipants were instructed to rate their level of
agreement with the item statements, using a Sagreement with the item statements, using a 5-
point Likert scale ranging fromriot at all’ (1) to  point Likert scale ranging fromriot at all’ (1) to

“very much sb(5). “very much sb(5).
« Discrimination against racial minorities is * Before criticizing somebody, | try to imagine
no longer a problem in the United States. how | would feel if | were in his/her place.
« Itis easy to understand the anger of racial mi- | don't usually become sad when | see other
norities people in America. (R) people crying. (R)
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* When someone is feeling ‘down’' | can usu- anyoné&”
ally understand how they feel. * “In your opinion, howracistis this post?”

* | have tender, concerned feelings for peo- Given the high correlations between the two offen-
ple or groups of people less fortunate than siveness variables (Pearson :7; Table 9), we
me. use create aaffensivenesscore by taking the av-

This scale is an abbreviated version of the widelyerage rating given to the “to you” and “to anyone”
used Interpersonal Reactivity Index by Pulos et alquestions. In all our analyses, we use tb#ién-
(2004). sivenessscore, along with the rawacism score.

A.7 ALTRUISM.
Participants were asked: “Please tell us how imC Small-scale controlled study details

portant each of these is as a guiding principle inc 1 pata Select & Validation
your life.” They answered each item on a 5-point

Likert scale, ranging fromrfot at all important to
mé’ (1) to “extremely very important to ).
« Social justice, correcting injustice, caring
for the weak.
« Equality, equal opportunity for all.
These items are taken from the altruism part of th
scale by (Steg et al., 2014).

We aimed to select online posts that were very in-
dicative of each of the above characteristics (vul-
gar, AAE, anti-Black) but not indicative of the oth-
ers, in order to tease out the effect of that cate-
gory. We selected vulgar and AAE posts from a
arge corpus of tweets annotated for hate speech
y Founta et al. (2018). For each tweet in that
corpus, we detected the presence of non-identity
A.8 Inter-variable correlations related profanity or swearwords using the list from
Zhou et al. (2021), and extracted the likelihood
q . that the tweet is in AAE using a lexical detector
emographic factor_s_at face value (.e'gR_A-D'_ by Blodgett et al. (2016). As candidates, we se-
TIONALISM and politically conservatism); other lected 10 vulgar tweets that have low likelihood of

forms of biases may not be easily explained bybeing AAE, and 26 tweets that have high likeli-

demographics alone. We examine the relationshiﬁ‘%Ood of being AAE but contain no vulgarity. For

getween oﬁ.r a_t(;utu?te megsglremegts and .an_:_]ott)?t%ti-Black posts, we selected 11 candidate online
emograpnic | enlly_varla es. _own n 1a eposts curated by Zevallos (2017).
8, we nd strong signi cant correlations between L .
) We ran a human validation study to verify that
several of our annotator variables. . e .
Notabl d that tator’ litical the candidate posts are truly indicative of their
. Otat' Y, We r|1 ¢ da tan alnno_;ors po: cal respective categories. We created an annotation
o[)llen a |o_r;hc?tr)re al eI S _rong.(yj/ Wf[_t, se\t/)era Varscheme to collect binary ratings for two questions
a e_s£ é\” 'thl E_rah eaning den ItI:S EAelng aS'per post: “does it contain vulgar language”, and
soclated wi Igher scores on heMBATHY, “Is it offensive to minorities”; a post could belong

HARMOFHATESPEECH and ALTRUISM scales, to either category or neither. Each post was manu-

Where"?‘s cqnservat|ve political leaning was aSSOCIéllly annotated by three undergraduate research as-
ated with higher scores on th&kADITIONALISM,

sistants trained for the task. Post validation, we
LINGPURISM, FREEOFFSPEECH and RaCIST- manually selected 5 posts per category with per-
BELIEFS scales. fect inter-annotator agreement. Table 1 lists the
nal 15 posts used for our study.

While some attitudes may highly correlate with

B Toxicity questions

Following crowdsourcing setups in prior work C-2  Participant Recruitment

(Waseem, 2016; Davidson et al., 2017; WulczynWe ran our study on Amazon Mechanical Turk
et al., 2017; Founta et al., 2018; Sap et al., 2019XMTurk), a crowdsourcing platform that is often
we asked three ne-grained questions to annotaused to collect offensiveness annotatidhaNith
tors for each post in both our studies: the task at hand, we sought a racially and polit-
 “How toxic/hateful/disrespectful or offensive ically diverse pool of participants, which can be

does this post seetn you?” e .
N h | hi We only used the training subset of the corpus.
* “How much could this post be seen as Note, this study was approved by the author's institu-

toxic/hateful/disrespectful or offensivéo tional review board (IRB).
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Table 8: Pearson correlations between the attitude and demographic variables from participants in our breadth-
of-workers study. We only show signi cant correlations < 0.05, **: p < 0.001), and denote non-signi cant
correlations with f.s”. Our demographic variables are not correlated with each other.

we added three attention checks to ensure the qual-
ity of responses.

Allowing only Black, white liberal, and white

Table 9: Correlations between different offensivenesézonserv"’lt've workers to participate, W? ran our
questions for each tweet (gl < 0:001). Since offen- SUrvey for 4 weeks from March 10 to April 52021,
siveness tb you' and “to any are very strongly cor- 0ccasionally reminding participants from our pre-
related, we average them into a single offensivenessurvey that they could take the survey.

score.

D Breadth-of-Posts annotation study

challenging given that MTurk workers are usu- details
ally tend to be predominantly white and skew _
liberal (Huff and Tingley, 2015; Burnham et al., D.1 Data Selection

2018; Loepp and Kelly, 2020). Therefore, e n this study, we draw from two existing corpora

r.a_n a p re-selection survey to cpllect race_and POa¢ posts labeled for toxicity, hate, or offensive-
litical ideology of workers, noting that this pre-

ness. First, we select posts that are automati-

survey could grant them access to a longer Sur(:ally detected as AAE and/or vulgar from Founta

vey on free speech, hate speech, and offensweneglsal_ (2018), using the lexical detector of AAE by

i 1,12 it
n Iaﬂggagte} tvgzgt;?pid reé:r;gg]g once wte_ Blodgett et al., 2016) and the vulgar wordlist by
reached at leas ack an conseValVzihou et al. (2021). Second, we select posts that

participants. are automatically detected as vulgar and/or anno-
C.3 Study Setup tated as anti-Black from Vidgen et al. (2021). Im-

We ran our study on the widely used survey pla,[_portantly, in this large-scale study, we consider

form Qualtrics, using an MTurk HIT to recruit and posts that potentially have multiple characteris-

compensate participants. Participants were rst tics (e.g., AAE and vulgar), and thus consider

asked to consent to the task, then were shown intfo'[h posts with potentially offensive identity ref-

. . . ren vulgar-Ol well as non-identity vulgar
structions for annotating the 15 posts (with oc-S'¢ ces (vulgar-Ot) as well as non-identity vulga

casional reminders of the instructions). Then weWorOIS (vulgar-Qil). However, to circumvent po-

asked participants their views on several topics ust_ential racial biases in what is labelled as “racist”
P P P in the Vidgen et al. (2021) corpus (Sap et al., 2019;

ing the scales described in 82.2 and 8A and - . .
nally their demographics. Throughout the S,[udyDawdson et al., 2019), we do not consider posts
' that are annotated as anti-Black but detected as

To better recruit for our pre-survey, we noted in the title AAE.

that “BIPOC people and conservatives were encouraged to . N .
participate,” and also varied the title's wording to emphasize  GivVen an initial set of posts from our categories,

free speech or hate speech in different recruiting rounds. ~ we then randomly sample up to 600 posts, strati-
12 H . .. . .
Suw\é\;e compensated workers $0.02-$0.03 for this pre-fymg by toxicity label, vulgarity, AAE, and anti-
Bparticipants were compensated $4.33 for the entire sutBIaCk meanlng. _Our nal samplg contains 571
vey, equivalent to an average hourly compensation of $22/h.posts, as outlined in Table 2 and Figure 3.
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D.2 Breadth-of-Posts Survey details

As in the breadth-of-workers study, we recruit par-
ticipants using a pre-qualifying survey on MTurk.
Then, we set up a second MTurk task to collect
toxicity ratings, and annotator attitudes and identi-
ties. For each post, we collected two ratings from
white conservative workers, two from white lib-
eral workers, and two from Black workers. To bet-
ter mirror the crowdsourcing setting and to reduce
the annotator burden, we shorten the task to only
ask one question per attitude (listed in 8A).
For this study, our nal dataset contains 3,171
ratings fromN = 173 participants:* Our partici-  Figure 2: Average ratings of offensiveness and racism
pants were 53% were men, 45% women, &l  for each tweet category in the breadth-of-workers con-
non-binary, identi ed as 76% white, 20% Black, trolled study. All differences are signi cantp( <
and< 4% some other race, and spanned the polit0:001) after correcting for multiple comparisons.
ical spectrum from 54% liberal to 30% conserva-

) . 0 )
tive, with 16% centrists or moderates. racism for AAE and vulgar broken down by anno-

tator gender, race, and political leaning. We found
that AAE tweets were rated as signi cantly more
In order to simplify the annotation task for anno- racist than vulgar tweets only by annotators who
tators, we abridged the attitude scales to only ongere white or liberald = 0.20 andd = 0.22, re-
item. Using the data from the breadth-of-workersspectively, withp < 0.001 corrected for multiple
study, we select the question that best correlategomparisons), compared to Black or conservative.
with all toxicity ratings. Speci cally, for each There were no signi cant differences when look-
scale, we rst take the tweet category with thEing at men and women separately.

highest correlation with toxicity (e.g., anti-Black

posts for RCISTBELIEFS), and then take the item F  Further Breadth-of-Posts Results

whose response scores correlated most with th‘eo account for the varying number of posts that

toxicity rating for those posts. Those items are . .
. each annotators could rate, we use a linear mixed
bolded in 8A.

effects model® to compute associations between
each post's toxicity ratings and identities or atti-
tudes. Speci cally, we our linear model regresses
We show all associations between attitudes anéhe attitude score onto the toxicity score, with a
toxicity ratings in Table 10. random effect for each WOI’ké?.

Additionally, we investigate the differences in ~See Figure 3 and Table 11.
the overall toxicity ratings of anti-Black vs. AAE
vs. vulgar posts? (Figure 2). Overall, anti-Black
tweets were rated as substantially more offensive
and racist than AAE or vulgar tweets (with effect G.1 Details
sizes ranging froml = 2.4 tod = 3.6). Addition- We rst obtain PERSPECTIVEtoOXicity scores for

ally, vulgar tweets were rated as more offenswea”the posts in our breadth-of-posts study (§372).
than AAE tweetsq = -0.29,p < 0.001).

. Then, we split workers into two different groups
Surprisingly, we also found that AAE tWeets (o, each of our attitudes and identity dimensions.

were considered slightly more racist than vulgargq aitudes and political leaning, we assign each
tweets @ = 0.19,p < 0.001). To further inspect 5nnotator to a “high” or “low” group based on
this phenomenon, we performed exploratory analy hether they scored higher or lower than the
yses by computing the differences in ratings of

15Using the Python statsmodels implementation.

A5 before, we discard 255 ratings where workers failed  *°In R-like notationtoxicity attitude+(1|Workerld)
an attention check. Ythe API was accessed in October 2021

D.3 Selecting Attitude Questions

E Further Breadth-of-Workers Results

G PERSPECTIVEAPI Case Study:
Details & Results
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Table 10: Full set of results from our analyses of the breadth-of-workers study of 15 posts, presented as Pearson
or Cohen'd effect sizes, along with signi cance levels p < 0:075 :p < 0:05, :p < 0:001). We correct for
multiple comparison for variable relationships that were exploratory (i.e., not discussed as hypotheses in 8§4-6).

Table 11: Associations between the annotator demographic and attitude variables and their ratings of offensiveness
and racism on the posts from the breadth-of-posts study. We break down the results by category, but categories are
overlapping. Only signi cant associations €oef cients from a mixed effects model) are showng < 0:075 :

p < 0:05 :p< 0:001 Holm-corrected for multiple comparisons).

the high and low groups, considering posts from
potentially overlapping categories (e.g., AAE and
potentially vulgar posts).Finally, we compare the
high and low correlations using Fishen'sto-z
transformation (Silver and Dunlap, 1987).

G.2 Results
See Table 12 and Figures 4-11.

Figure 3: Venn diagram of number of tweets in each of
the categories.

mean score on that attitude scale. For gender
and race, we use binary bins for man/woman and
white/black.

Then, for each attitude or identity dimension,
we compute the Pearsorcorrelation between the
PERSPECTIVEScore and the toxicity ratings from
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Table 12: We correlated the PERSPECTIVEAPI toxicity scores with offensiveness/racism ratings by our annotators,
breaking them into two bins based on their attitude scores. Then, we used Fisher’s z-to-r test to measure whether
the differences in correlations between the annotators who are high/low were significant (¥: p < 0:1, : p < 0:05).
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Figure 4: PERSPECTIVEAPI and ratings of offensiveness of anti-Black tweets.
Anti-Black posts
dim = Empathy dim = RacistBeliefs dim = HarmHateSpeech dim = LingPurism dim = FreeOffSpeech
5
=3
a
3]
€2

High: r=0.240 (p<0.001)
1 Low: r=0.178 (p<0.001)
Diff.: Ar=0.061 (p=0.215)

High: r=0.292 (p<0.001)
Low: r=0.167 (p=0.001)
Diff.: Ar=0.125 (p=0.056)

High: r=0.208 (p<0.001)
Low: 1=0.196 (p=0.021)
Diff.: Ar=0.012 (p=0.449)

High: r=0.215 (p<0.001)
Low: r=0.198 (p<0.001)
Diff.: Ar=0.017 (p=0.415)

High: r=0.253 (p<0.001)
Low: r=0.192 (p<0.001)
Diff.: Ar=0.061 (p=0.232)

0
s dim = Traditionalism dim = Altruism dim = Politics dim = Race dim = Gender
4 / / / / /
=3
2
8
£2

High: r=0.197 (p<0.001)
1 Low: r=0.228 (p<0.001)
Diff.: Ar=0.031 (p=0.346)

High: r=0.235 (p<0.001)
Low: r=0.176 (p=0.002)
Diff.: Ar=0.058 (p=0.225)

Cons.: 1=0.249 (p<0.001)
Lib.: 1=0.179 (p=0.001)
Diff.: Ar=0.070 (p=0.183)

Black: r=0.201 (p=0.004)
White: r=0.223 (p<0.001)
Diff.: Ar=0.023 (p=0.392)

Woman: r=0.220 (p<0.001)
Man: r=0.206 (p<0.001)
Diff.: Ar=0.014 (p=0.430)

00 02 04 06

PerspectiveAP|

08 1.0

0.0

02 04 06
PerspectiveAPI

08 1.0

00 02 04 06

PerspectiveAP|

08 1.

0 00

02 04 06

PerspectiveAP|

08 1.0

00 02 04 06

PerspectiveAPI

08 1.0

Figure 5: PERSPECTIVEAPI and ratings of racist of anti-Black tweets.
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