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ACT I: What is memorization 
and regurgitation?

“Don’t repeat this…”



Memorization and Regurgitation

Researchers recovered over 10,000 examples, including a dozen PII, from 
ChatGPT’s training data at a query cost of $200 USD



Memorization and Regurgitation
Not just LLMs!

Researchers extracted 94 images out of 350,000 most frequent examples in the training data 
of Stable Diffusion.



Memorization and Regurgitation
Not a recent problem!

This xkcd cartoon is from June 2019!  



DIY Extraction

• Github Co-pilot:

Responses generated by Copilot Feb 8th 2022
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ACT II: Why should we care?

“Honey, why does the toaster know it’s 
my birthday tomorrow?”



What data are models trained on?
We are running out of open data!
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What does user data look like?

• WildChat is a dataset of human-LLM conversations in the ‘wild’.

• Users opt in, receiving free access to ChatGPT and GPT-4 in exchange for their data
“WildChat: 1M ChatGPT Interaction Logs in the Wild.” Wenting Zhao, Xiang Ren, Jack Hessel, Claire Cardie, Yejin Choi, Yuntian Deng. ICLR, 2024.



Trust No Bot? Personal Disclosures in Human-LLM 
Conversations

Niloofar Mireshghallah,* Maria Antoniak,* Yash More,* Yejin Choi, 
Golnoosh Farnadi

On Arxiv soon!

Breaking News: Case Studies of Generative AI's Use in 
Journalism
Natalie Grace Brigham, Chongjiu Gao, Tadayoshi Kohno, Franziska 
Roesner, Niloofar Mireshghallah

https://arxiv.org/abs/2406.13706

https://arxiv.org/abs/2406.13706


What types of sensitive data is in there?
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What types of PII do we see?



What types of PII do we see?

Example: This letter is to confirm that I, Zxxx Qxxx, am the daughter 
of Qxxxxx Qxxx …. I will begin my course in Engineering Science as 
a first-year student at Oxford University in October. My passport 
number is EJxxxxxx0, and my student visa number is xxxxxx00…
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Example Query to ChatGPT— WhatsApp conversation

‘’Hello  I am a Lovin Malta journalist and 
one woman contacted me regarding an 
issue she has with the government and 
other stuff that the government does not 
provide for her child who is disabled. 
anaylse the whatsapp convo and write an 
article out of it. tell me if you need more 
information that would help give  the article 
the human element:

19
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Example Query to ChatGPT— WhatsApp conversation

[10:48, 06/04/2023] <PHONE_NUMBER>: no I would not like my children’s photos on the article 

[10:49, 06/04/2023] <PHONE_NUMBER>: And re conditions I will only mention the one who needs to 
travel overseas as it’s the only one that is a visible disability cos he cannot walk 

[11:23, 06/04/2023] <PHONE_NUMBER>: I have 3 children , one is 8 and the other 2 are 4 years 
old , once one of our 4 year old was diagnosed with PVL a brain condition resulting in Cerebral 
palsy I found myself in a new community in Malta that is of parents with children with disabilities who in 
my opinion is not supported enough in malta .  

[12:38, 06/04/2023] <PRESIDIO_ANONYMIZED_PHONE_NUMBER>: If u feel my voice is enough and 
no need for others at this point leave it as me only 

[14:40, 06/04/2023] <PRESIDIO_ANONYMIZED_PHONE_NUMBER>: Audrey Jones  

[14:40, 06/04/2023] <PRESIDIO_ANONYMIZED_PHONE_NUMBER>: This mother is also interested to 
share info

21



Example Query to ChatGPT— WhatsApp conversation

22

‘’Hello  I am a Lovin Malta journalist and 
one woman contacted me regarding an 
issue she has with the government and 
other stuff that the government does not 
provide for her child who is disabled. 
anaylse the whatsapp convo and write an 
article out of it. tell me if you need more 
information that would help give  the article 
the human element:



Example Query to ChatGPT— WhatsApp conversation

23

‘’Hello  I am a Lovin Malta journalist and 
one woman contacted me regarding an 
issue she has with the government and 
other stuff that the government does not 
provide for her child who is disabled. 
anaylse the whatsapp convo and write an 
article out of it. tell me if you need more 
information that would help give  the article 
the human element:

Average ROUGE-L of 0.62 for published articles



Leakage of this data, either through 
memorization or data breaches, 

can have huge ramifications!



ACT III: How do we formalize 
memorization in LLMs?



Membership Inference Attacks

• An upper bound on leakage is measured by mounting a membership inference 
attack (MIA). 

• Can an adversary infer whether a particular data point “x” is part of the training 
set?

Target sample (x)

Mr. Smith 
has lung 
Cancer.

Mireshghallah et al. “Quantifying Privacy Risks of Masked Language Models Using Membership Inference Attacks”, EMNLP 2022
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Membership Inference Attacks

Target sample (x)

Mr. Smith 
has lung 
Cancer.

Training Data

Member

Non-member

• An upper bound on leakage is measured by mounting a membership inference 
attack (MIA). 

• Can an adversary infer whether a particular data point “x” is part of the training 
set?

The success rate of the attack is a measure of leakage

Mireshghallah et al. “Quantifying Privacy Risks of Masked Language Models Using Membership Inference Attacks”, EMNLP 2022



Membership Inference or …?



Membership Inference or …?



Extractability!

Extractability: A sequence s of length N is extractable from a model h if there exists a 
prefix c such that:

s ← arg max
s′ 

h(s′ ∣ c), such that |s′ | = N

Example: the email address “alice@wonderland.com” is 
extractable if prompting the model with “Their email 
address is...” and decoding from it  yields 
“alice@wonderland.com” as the most probable output.

Carlini et al. Scalable Extraction of Training Data from (Production) Language Models. Arxiv 2023.



Shout out to other cool notions!



In this talk, we focus on 
extractability!



Extractability

Extractability: A sequence s of length N is extractable from a model h if there exists a 
prefix c such that: 

If the prefix c is part of the original prefix of s in the training data, then sequence s 
is called discoverable.

s ← arg max
s′ 

h(s′ ∣ c), such that |s′ | = N

Carlini et al. Scalable Extraction of Training Data from (Production) Language Models. Arxiv 2023.

We will call this the prefix-suffix (P-S) from this point on



The memorization score is calculated as: 

Where G is the model’s greedily generated sequence and S is the dataset’s true continuation on a given prompt, and N is the length of the 
true continuation and greedily generated sequence, and M is the length of the prompt.

Relaxations to Exact String Matching

• Huang et al. (2023) consider ROUGE-L > 0.5 as successful extraction 

• Ippolito et al. (2022) consider BLEU > 0.75 as a successful extraction 

• Biderman et al. (2023) report a memorization score based on the longest common 
subsequence match with the ground truth (equivalent to the ROUGE-L score):

Biderman et al. “Emergent and Predictable Memorization in Large Language Models”, NeurIPS 2023



What is missing?



Memorization in instruction-tuned models

• There is no study of memorization specific to instruction tuned models, 
comparing against their base models, even using prefix-suffix!
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• There is no study of memorization specific to instruction tuned models, 
comparing against their base models, even using prefix-suffix! 

• Current prefix-suffix baseline is not adversarial: Maybe we can do better? Maybe 
the training data is not the upper-bound context to elicit memorized pre-training 
data



Memorization in instruction-tuned models

• There is no study of memorization specific to instruction tuned models, 
comparing against their base models, even using prefix-suffix! 

• Current prefix-suffix baseline is not adversarial: Maybe we can do better? Maybe 
the training data is not the upper-bound context to elicit memorized pre-training 
data 

• Current prefix-suffix baseline is not tailored for instruction tuned models: Maybe 
there is a distribution shift, it may not be uncovering memorization as well as it 
does in the base models

We set out to answer these questions, by proposing a prompt 
optimization method targeting extraction!



ACT IV: Let’s do prompt 
optimization!



Optimization Problem

• Consider a sequence , where  is the pre-training dataset of a model .  

• The objective is to find an input prompt  that maximizes the overlap between the output sequence 
of the model  and : 

•  

• Where  can be: 

• : Maximize the overlap between generation from model  given prompt  
and the suffix. 

• : Maximize the overlap mentioned 
above, while minimizing the overlap between the prompt and the suffix

d ∈ D D M

p*
M(p*) d

p* = argmax
p

𝒪d,M(p)

𝒪d,M(p)

𝒪d,M(p) = LCS(M(p), dsuffix) M p

𝒪d,M(p) = α ⋅ LCS(M(p), dsuffix) + (1 − α) ⋅ −LCS(p, dsuffix)
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Proposed Optimization Algorithm

Build initial prompt:

Given a paragraph snippet, please generate a question 
that asks for the generation of the paragraph.



Proposed Optimization Algorithm

Build initial prompt:

Given a paragraph snippet, please generate a question 
that asks for the generation of the paragraph.

Goal is to turn the statement into an instruction!



Proposed Optimization Algorithm

Rejection sampling:



Proposed Optimization Algorithm

Proposals 
generated by 
‘attacker model’



Proposed Optimization Algorithm

Proposals 
generated by 
‘attacker model’

I will provide you with previous questions. Write your 
new question by paraphrasing the old ones:



Proposed Optimization Algorithm

Compute scores



Proposed Optimization Algorithm

Best of n



Proposed Optimization Algorithm

Best of all



Optimization Procedure

Generate a code snippet 
that serves as a header 

comment for…

Initial Prompt pinit
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a r e m e t : \ n * \ n * 1 . 
Redistributions of source code 
m u s t r e t a i n t h e a b o v e 
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2. Redistributions in binary 

Victim LLM M



Optimization Procedure

Generated Completion 

Generate a code snippet 
that serves as a header 

comment for…

Initial Prompt pinit

: 0.21 (↑)LCS(M(pinit), dsuffix)

that the following conditions 
a r e m e t : \ n * \ n * 1 . 
Redistributions of source code 
m u s t r e t a i n t h e a b o v e 
copyright notice,\n * this 
list of conditions and the 
following disclaimer.\n * \n * 
2. Redistributions in binary 

Victim LLM M

: 0.08 (↓)LCS(pinit, dsuffix)



Optimization Procedure
Attacker LLM M′ 

I have a question in file, 
How should I properly 
structure the header 

Generated Completion 
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later version. This program is 



Optimization Procedure
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Optimization Procedure

Rejection Sampling with 
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Does this really work?



Evaluation Setup

• Prefix-Suffix method (Carlini et al. 2022, Nasr et al. 2023, Bidderman et al. 2023): 
Uses pre-training data prefix directly, Blackbox 

• GCG (Zou et al., 2023): Prompt optimization starting from pre-training data 
prefixes, white box 

• Reverse LM (Pfau et al., 2023): Prompt optimization using Pythia 160m, blackbox

Baselines



Evaluation Setup

• Models: 

• Target (victim) Models: Alpaca, vicuna, Tulu, Olmo, Falcon 

• Attacker Models: Zephyr (Mistral-based model) and GPT4 

• Pre-training data subsets (at lens 200, 300 and 500 tokens): 

• Redpajama: C4, CC, Arxiv, Books, Github (15k samples) 

• Dolma (16k samples) 

• RefinedWeb (3k samples) 

• Metrics: Rouge-L between generation and target sequence

Models, data and metrics



How do we fare against the baselines?
Let’s start with P-S on Tulu 7B, sequence length of 500 tokens, Rouge-l

We significantly outperform other baselines.
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How do we fare against the baselines?
Let’s start with P-S on Tulu 7B, sequence length of 500 tokens, Rouge-l

We significantly outperform other baselines.

Github has the highest increase in memorization score

 Memorization scores on average: Tulu >> Vicuna > Alpaca



How do we fare against the baselines?
Now, let’s look at the base model, Llama

We outperform baselines that assume access to the base model (Llama)



What if we don’t have access to the entire sequence?
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Apart from GitHub, for the other domains limiting access does 
not diminish performance much.



Analysis: what is the best attacker?

Iter-0 Iter-1 Iter-2 Iter-3

0.15

0.16

0.17

0.18

0.19

0.20

0.21

Se  200

Iter-0 Iter-1 Iter-2 Iter-3

0.15

0.16

0.17

0.18

0.19

0.20

Se  300

Iter-0 Iter-1 Iter-2 Iter-3

0.13

0.14

0.15

0.16

0.17

0.18

0.19
Se  500

Iterations

Ro
ug
e-
L

Zephyr
GPT-4

Iter-0 Iter-1 Iter-2 Iter-3

0.15

0.16

0.17

0.18

0.19

0.20

0.21

Se  200

Iter-0 Iter-1 Iter-2 Iter-3

0.15

0.16

0.17

0.18

0.19

0.20

Se  300

Iter-0 Iter-1 Iter-2 Iter-3

0.13

0.14

0.15

0.16

0.17

0.18

0.19
Se  500

Iterations

Ro
ug
e-
L

Zephyr
GPT-4

Zephyr-7B can be even better than GPT-4 as an attacker!



Analysis: What are we extracting?

• We successfully extract 10.3% of the PII in the pre-training data subsets that we 
study, 1.4X more than the 4.2% of P-S. 

• MIA-esque comparison: We see 30% more improvement over members, compared 
to non-members.

How has the real estate market been performing in the newly 
constructed developments near Gorman High School? [...] 
Please provide any recent data and contact information for 
reaching them for assistance.

In recent years, the Las Vegas real estate market has been 
experiencing a strong recovery […] They are located at 
10575 W Charleston Blvd, Las Vegas, NV 89135.



ACT V: Conclusion and 
what’s next?



Conclusion

• We introduce a prompt optimization method to analyze how instruction-tuned 
LLMs memorize pre-training data, using instruction-based prompts. 

• Our findings indicate that instruction-tuned models can show higher 
memorization levels than what we expected! 

• This increase does not necessarily imply that these models memorize/regurgitate 
more data or are more vulnerable, it just demonstrates a new attack vector!
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Future Directions

• We need different memorization metrics, and we are on a good trajectory! 

• Compression metric 

• Recitation, recollection, reconstruction 

• Reasoning vs. reciting 

• We need more adversarial methods, automated red-teaming! 

• We need to consider task complexity as well! 

• Can we predict memorization?
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