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$$
\begin{aligned}
& =\frac{|\langle n\rangle+| 4\rangle}{\sqrt{2}} \\
& =\frac{|\operatorname{|n~}\rangle-|4\rangle}{\sqrt{2}}
\end{aligned}
$$
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NP has complete problems such as Constraint Satisfaction Problems (CSPs).

local check $C_{i}=x_{1} \oplus x_{2} \oplus x_{3}=0$.

$$
C:\{0,1\}^{n} \rightarrow[0, m] \quad \begin{aligned}
& C_{i}:\{0,1\}^{3} \longrightarrow[0,1] . \\
& \text { by } C(x)=\sum_{i=1}^{m} C_{i}(x) \quad
\end{aligned} \quad \begin{aligned}
& \text { Decide if } \\
& \text { (1) } \exists x, C(x)=0 . \\
& \text { (2) } \forall x, C(x) \geq 1 .
\end{aligned}
$$
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Two extensions of the notion of proofs
QMA-hard to decide for $b-a=1 /$ poly $(m)$,

(1) $\lambda_{\text {min }}(H) \leq a \Leftrightarrow \exists|\psi\rangle_{1}\langle\psi| H|\psi\rangle \leq a$
(2) $\lambda_{\min }(H) \geq b \Leftrightarrow \forall|\psi\rangle,\langle\psi| H|\psi\rangle \geq b$
$\Rightarrow$ groundstates of local Hamiltonians are a "canonical" form for all q. pps.
It's widely believed that NP $\neq Q M A$
Therefore, not all groundstates of local Hamiltonians can be classically describeot (in an efficiently verifiable manner)
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PCP theorem Every NP problem (i.e. every Pf!) can be converted into a form st. only $O(1)$ bits need to be read to be $99 \%$ confident in validity.
NP-hard to decide if
(1) $\exists x, C(x)=0$$\quad[C(x)=$ analog of $\langle\psi| H|\psi\rangle]$
(2) $\forall x, C(x) \geq \frac{m}{2}$ (prev. 1)

Important consequence: Noisy pis suffice!
Any $x$ st. $C(x)<\frac{m}{4}$ can be prob. verified with $O(1)$ queries.
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Conjecture: Every QMA problem (i.e. quantum pf!) can be converted into a form st. only $O(1)$ quits need to be measured.

Similar to PCP theorem, every state of energy $\leq \frac{\varepsilon}{2} m$ is a valid pf! for a QPCP local Hamiltonians.

Set of pts is much larger!
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No low energy trivial states There exist local Hams. st. no low-energy state is the output of a constant depth circuit.
[Freedman-Hastings 14]

- If it was false, then QPCP would have been trivially false.
- Makes a statement about physically realizable robust entanglement.

Theorem [Anurag Anshu, Niko Breuckmann, \& C.N. '22]
Local Hamiltonians corresponding to most* linear-rate and -distance QLDPC errorcorrecting codes are NLTS Hamiltonians.
$\exists \varepsilon>0$, and Hamiltonian family $H$ s.t. every state $\psi$ of energy $\leq \varepsilon n$, the minimum depth circuit to generate $\psi$ is $\Omega(\log n)$.
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Trivial states $\Rightarrow$ Local Hamiltonians
The state $\left|0^{n \prime}\right\rangle$ is the unique solution to a very simple local Hamiltonian.
$H_{0}=\sum_{i=1}^{n^{\prime}}|1\rangle\left\langle\left. 1\right|_{i} \leftarrow\right.$ qubit-wire projectors enforcing quits equal $\left.\mid 0\right\rangle$.
$H_{0}$ is commuting and has a spectrum of $0,1,2, \ldots, n^{\prime}$, with eigenvectors $|x\rangle$ of
Let $H_{u}=u^{+} H u$ for depth $t$ circuit $u$. eigenvalue $|x|$.
$H_{u}$ is commuting and has a spectrum of $0,1,2, \ldots, n^{\prime}$, with eigenvectors $u|x\rangle$ of
And $H_{u}$ is a $2^{t}$-local Hamiltonian. eigenvalue $|x|$.
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Pf sketch. Let $|\psi\rangle$ generate $P$.
Then 3 region $R$ st.
$\left|\psi^{\prime}\right\rangle=$ "flip sign of $|\psi\rangle$ on $R^{\prime \prime}$ and $|\psi\rangle$ and $\left|\psi^{\prime}\right\rangle$ are approx. locally indistinguishable.
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Local indistinguishability
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$$

When $\operatorname{dist}\left(S_{1}, S_{2}\right) \geq \omega(\sqrt{n})$ and $\mu=\Omega(1)$,
we call such distributions nell spread. To prove NLTS, we need to show $\exists$ a local Hamiltonians whore entire low-energy subspace induces vell-spread distributions.
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Pf sketch: $A=\operatorname{supp}(y) . \Gamma^{+}(A)=$ unique neighbors of $|A|$. $\left|\Gamma^{+}(A)\right| \geq(1-2 \gamma) d|A|$. Every check in $\Gamma^{+}(A)$ will flag. So $|H y| \geq(1-2 \gamma) d|y|$ unless $|y| \geq c_{2} n$
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Only question is how to construct Hamiltonian with such property?
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Erasure error-correction implies local indistinguishability for codes.

Exact codeurerds of codes of distance d require circuits of depth $\geq \Omega(\log d)$ to generate.

Error-correcting codes that are LDPC naturally han a local Hamiltonian, one that applies every local check.

How do we prove circuit depth lower bounds for the lowenergy subspace of these code Hamiltonians?
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$$
d_{z}=\min _{\omega \in C_{z}}|\omega|_{C_{x}^{\perp}}, d_{x}=\min _{\omega \in C_{x}}|\omega|_{C_{z}^{1}}
$$

where $|\omega|_{S}=\min _{\omega^{\prime} \in S}\left|\omega+\omega^{\prime}\right|$
$d=\min \left\{d_{x}, d_{z}\right\}$.

cluster of $C_{z}$ related by adding $C_{x}^{\perp}$.
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Conclusion of the proof
CSS code of linear-rate and linear-distance which are expanding are NLTS. any state violating $\varepsilon n$ checks cannot be the output of a constant depth ckt.

QPCP conjecture implications
(1) Much harder to disprove QPCP now!
(2) We need a stronger classical ansatz for classical proofs of local Hamiltonions.
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