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μTVM builds upon AutoTVM
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Next steps

- Iron out interfaces with actual hardware.
- Optimize with AutoTVM.
- Support restricted and configurable model sizes.
- Enable custom data types such as fixed-point precision formats.
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Pratyush Patel – patelp1@cs.uw.edu