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Abstract

Sum-product networks (SPNs) are a relatively new class of deep probabilistic models that are expressive but also tractable, due in part to their ability to exploit local structure in the form of context-specific independence and determinism. However, there remain many types of problems that are highly structured, but for which SPNs are intractable. In particular, the MAP solution of a Markov random field (MRF) with submodular energy can be computed in low-order polynomial time, but an SPN representing the same distribution would be intractable. In this work, we present submodular sum-product networks (SSPNs), a generalization of SPNs in which sum-node weights can be defined by a submodular energy function. SSPNs combine the expressivity and depth of SPNs with the ability to efficiently compute the MAP state of a combinatorial number of labelings afforded by submodularity, greatly increasing the expressivity of the SPN model class. We develop a move-making algorithm for computing the (approximate) MAP state of an SSPN and analytically show that it is both efficient and convergent. Empirically, we show exponential improvements in inference time compared to traditional inference algorithms such as α-expansion and belief propagation, while returning comparable minima. Finally, we present promising empirical results when using SSPNs for scene understanding.

1. Introduction

In recent years, there has been a growing interest in probabilistic models that are expressive but still permit tractable inference. An important subset of this space can be characterized as sum-product networks (SPNs) (Poon & Domingos, 2011; Gens & Domingos, 2012), an expressive class of deep probabilistic models that consist of many layers of hidden variables and can have unbounded treewidth. Despite this depth and corresponding expressivity, exact marginal and MPE (with respect to both the hidden and observed variables) inference in an SPN is guaranteed to take time linear in its size, whereas more traditional graphical models, such as Markov random fields (MRFs), have inference complexity that is both best- and worst-case exponential in their treewidth (Chandrasekaran et al., 2008). Much of this exponential improvement in inference complexity is due to the ability of SPNs to exploit local structure in the form of context-specific independence (Boutilier et al., 1996) and determinism in the underlying distribution.

However, submodularity, another form of local structure that permits exponential reductions in inference complexity and is commonly exploited to build tractable models in fields from computer vision (Greig et al., 1989; Boykov et al., 2001; Kolmogorov & Rother, 2007; Kolmogorov et al., 2007) to social network modeling (Kempe et al., 2003; Mossel & Roch, 2007), is not a property that SPNs are able to take advantage of, despite its clear benefits. For example, scene understanding (or semantic segmentation) is commonly formulated as a pairwise MRF with a node for each pixel in the image and a label for each semantic class. In the general case, finding the optimal segmentation of an image is intractable. However, if the MRF is submodular (alternatively, regular or attractive) (Kolmogorov & Zabih, 2004), meaning that each pixel prefers to have the same label as its neighbors, then the exact MAP solution of a binary MRF can be recovered in low-order polynomial time in the number of pixels with the use of a graph-cut algorithm1 (Greig et al., 1989; Boykov & Kolmogorov, 2004). For multi-label problems, a constant factor approximation can be recovered with the same time complexity using a move-making algorithm, such as α-expansion (Boykov et al., 2001), which solves a series of binary graph cut problems to find the multi-label solution. However, pairwise MRFs are insufficiently expressive for complex tasks such as scene understanding, as they require a combinatorial number of labels to model higher-level re-

1Formally, a min-cut/max-flow algorithm (Ahuja et al., 1993) on a graph constructed from the MRF.
relationships, such as constituency (part-subpart) or subcategorization (superclass-subclass) between arbitrary regions of the image, which is intractable. Conversely, an SPN can efficiently model these types of high-level relationships but cannot efficiently represent the possible segmentations of an image.

In this work, we present submodular sum-product networks (SSPNs), a novel probabilistic model that generalizes both SPNs and submodular MRFs, thereby combining the expressive power of SPNs with the tractable inference properties of submodular random fields. An SSPN is a sum-product network in which the weight of each child of a sum node is given by the energy of a particular state of a submodular energy function. In the case of scene understanding, an SSPN over an image can be interpreted as an instantiation of all possible parse trees of that image with respect to a given image grammar, where the probability distribution over the segmentations of a production on a particular region is defined by a submodular random field over the pixels in that region. Importantly, SSPNs permit objects and regions to take arbitrary shapes, instead of restricting the set of possible shapes as has previously been necessary for tractable inference. By exploiting submodularity, we develop a highly-efficient approximate inference algorithm, INFERSSPN, for computing the MAP state of the SSPN (equivalently, the optimal solution). However, these models are typically restricted to just a few layers and to pre-computed segmentations of the image, and thus do not allow arbitrary region shapes. In addition, they require a combinatorial number of labels to encode complex grammar structures. Previous grammar-based methods for scene understanding, such as Zhu & Mumford (2006) and Zhao & Zhu (2011), have used MRFs with AND-OR graphs (Dechter & Mateescu, 2007), but needed to restrict their grammars to a very limited set of productions and region shapes in order to perform inference in reasonable time, and are thus much less expressive than SSPNs. Finally, neural parsing methods such as those in Socher et al. (2011) and Sharma et al. (2014) use recursive neural network architectures over superpixel-based features to segment an image; thus, these methods also do not allow arbitrary region shapes. Further, Socher et al. (2011) and Sharma et al. (2014) respectively create parse trees greedily and randomly, whereas INFERSSPN finds the approximately optimal parse tree.

2. Submodular sum-product networks

A sum-product network (SPN) (Poon & Domingos, 2011; Gens & Domingos, 2013) is a deep, probabilistic model typically represented as a directed acyclic graph (DAG) of sum nodes, product nodes, and leaf functions, with weights on the child-edges of each sum node. Product nodes in an SPN are decomposable, meaning that the children of a product node must have disjoint scopes, where a node’s scope is the set of variables its descendant leaf functions are over. Decomposability ensures that inference in SPNs can be performed exactly in time linear in the size of the network, but is a weak restriction in that SPNs can still efficiently represent distributions with high treewidth (Friesen & Domingos, 2016). Without loss of generality, we assume that sums and products are arranged in alternating layers. See the cited papers for more details on SPNs.
For the purposes of this paper, we define an SPN using a very expressive grammar containing a symbol for each sum node and a production for each product node. Each production produces the symbols corresponding to its children and the production probabilities are defined by the edge weights. Due to decomposability, the scopes of the symbols produced by a production partition the scope of the parent symbol. SPNs strictly subsume standard grammar formulations, such as probabilistic context-free grammars (PCFGs) (Jurafsky & Martin, 2000), since they allow partitions to have non-uniform probabilities and to be non-contiguous. Despite this flexibility, however, SPNs cannot fully exploit it, because the number of possible partitions of $n$ variables is exponential in $n$, and an SPN would need exponential size to represent these. For example, Poon & Domingos (2011) define an SPN over images but can only retain tractability by restricting symbols to have rectangular regions (scopes). However, objects in images are rarely rectangular, indicating a truth about many data types: the partitioning (decomposability) structure is in general neither known a priori nor highly regular.

In this work, we present submodular sum-product networks (SSPNs), a generalization of SPNs that uses submodular Markov random fields (MRFs) to define the probability of each partition of a sum node’s scope and efficiently encode this exponentially-large set. Extending the grammar formulation, a symbol in an SSPN maps to an exponentially-large set of sum nodes in some implicit underlying SPN, where each such sum node has a different scope. Productions similarly encode all possible partitions of each symbol’s scope and similarly map to (implicit) exponentially-large sets of product nodes. The supplement 2 contains more details on this mapping. With respect to images, an SSPN encodes a grammar in which each symbol can have arbitrary region shape at inference time, providing a much more flexible representation of the components of an image and their relationships. It is not necessary to define SSPNs with respect to a grammar or an image but we do so here with respect to scene understanding and a flexible grammar (that subsumes SPNs) to simplify the exposition.

2.1. Model definition

As with SPNs, an SSPN defines a generative model, the structure of which can be defined by a non-recursive stochastic grammar $G = (N, \Sigma, R, S)$, where $N$ is a finite set of nonterminal symbols; $\Sigma$ is a finite set of terminal symbols; $R$ is a finite set of productions $R = \{v : X \rightarrow Y_1 \ldots Y_k\}$ with head symbol $X \in N$ and constituent symbols $Y_i \in N \cup \Sigma$ for $i = 1 \ldots k$ and $k > 0$; and $S \in N$ is the start symbol, which does not appear on the right-hand side of any production. For scene understanding, an SSPN defines a generative model of an image. A parse (tree) $t \in T_G$ of an image with respect to the SSPN defined by grammar $G$ specifies a hierarchy of pairs of productions and their regions $(v, R)$, where each region specifies a subset of the pixels, can have arbitrary shape, and is a subset of the regions of its ancestors. An example of an SSPN for a farm scene is shown in Figure 1. Given the starting symbol $S$ and the region containing the entire image, the generative process is to choose a production of that symbol and then partition (segment) the region into disjoint subregions — one for each constituent of the production. This process recurses on each subregion-constituent pair, and terminates when the constituent is a terminal symbol, at which point the pixels for that region are generated. Productions are sampled from each symbol’s mixture distribution over its productions and segmentations of a given region are sampled from a (submodular) MRF over that region. Specifically, each production has a corresponding MRF defined over the entire image. The probability of a segmentation of any subregion is given by the sub-MRF containing only those pixels and edges in that subregion.

We denote the labeling corresponding to the segmentation of pixels in a region $R$ for production $v : X \rightarrow Y_1 \ldots Y_k$ as $y^v \in \mathcal{Y}^{|R|}_v$, where $\mathcal{Y}_v = \{Y_1, \ldots, Y_k\}$. The region of a constituent $Y_i$ is the set of pixels in $R$ with that label, i.e., $R_{Y_i} = \{p \in R : y^v_p = Y_i\}$. The probability of image $\mathcal{I}$ is $p_w(\mathcal{I}) = \sum_{t \in T_G} p_w(t, \mathcal{I})$, where the joint probability is

$$p_w(t, \mathcal{I}) = \frac{1}{Z} \prod_{(v, R) \in t} \tilde{p}_w(v|\text{head}(v)) \cdot \tilde{p}_w(y^v, \mathcal{I}, v, R) \cdot \exp\left\{-\sum_{(v, R) \in t} w_v + E_w(y^v, \mathcal{I}, v, R)\right\},$$

which we will also write as $p_w(t, \mathcal{I}) \propto \exp(-E_w(t, \mathcal{I}))$, and where $\tilde{p}$ are unnormalized probabilities, $w$ are the model parameters, $w_v$ is the production cost associated with the MRF head symbol, $E$ is the energy function, and $Z = \sum_{t \in T_G} \exp(-E_w(t, \mathcal{I}))$ is the partition function. To simplify notation, we omit $v, \mathcal{I}$, and $R$ when clear from context and sum over just $v$.

The energy of a segmentation of a production $v : X \rightarrow Y_1 \ldots Y_k$ in region $R$ is given by a pairwise MRF as $E(y^v, R) = \sum_{p \in R} \theta_p^w(y^v_p; w) + \sum_{(p, q) \in E} \theta_{pq}^w(y^v_p; y^v_q; w)$, where $\theta_p^w$ and $\theta_{pq}^w$ are the unary and pairwise costs, and $E$ are the edges in $R$. These MRFs can be parameterized arbitrarily, but in order to permit efficient inference, we require that $\theta_{pq}^w$ satisfies the submodularity condition $\theta_{pq}^w(Y_1, Y_1) + \theta_{pq}^w(Y_2, Y_2) \leq \theta_{pq}^w(Y_1, Y_2) + \theta_{pq}^w(Y_2, Y_1)$ for all productions $v : X \rightarrow Y_1 \ldots Y_2$, once the grammar has been converted to a grammar in which each production has only two constituents, which is always possible and in the worst case increases the grammar size quadratically (Jurafsky & Martin, 2000).
We also require for every production \( v \in R \), and for every production \( c \) that is a descendant of \( v \) in the grammar, that \( \theta_{pq}^v(y_p^v, y_q^v) \geq \theta_{pq}^v(y_p^v, y_q^v) \) for all possible labelings \( (y_p^v, y_q^v) \), where \( y_p^v, y_q^v \in \mathcal{Y}_v \), to ensure that segmentations of higher-level productions are submodular relative to their descendants. This also encodes the reasonable assumption that higher-level abstractions are separated by stronger, shorter boundaries (relative to their size), while lower-level objects are more likely to be composed of smaller, more intricately-shaped regions.

### 3. Inference

While scene understanding is often thought of as simply labeling each pixel of an image with its semantic class, a true understanding of a scene also requires knowledge of the relationships between image regions at various levels of abstraction, including concepts such as composition and subcategorization. Identifying these structures and relationships for a particular image can be achieved by finding the best parse of an image \( I \) with respect to a grammar \( G \) (or, equivalently, performing MAP inference in the corresponding SSPPN), i.e., \( t^* = \arg \max_{t \in T_G} p(t|I) = \arg \min_{t \in T_G} \sum_{v \in t} E(y^v, R_v, I) \). The per-pixel semantic labels can also be recovered from the parse if they are encoded in the grammar.

With a PCFG (Jurafsky & Martin, 2000), the optimal parse of a sentence can be recovered exactly in time cubic in the length of the sentence with the CYK algorithm (Hopcroft & Ullman, 1979), which uses dynamic programming to efficiently parse a sentence in a bottom-up pass through the grammar, forming larger, more abstract symbols as it proceeds. This is possible because each sentence only has a linear number of possible split points; however, this approach is intractable for images and other higher-dimensional data types as there are an exponential number of possible split points. Instead, we first note that if we knew the regions in the optimal parse tree, parsing an SSPN would reduce to parsing a small SPN, which can be accomplished efficiently. Conversely, given the production choices in the optimal parse tree, parsing an SSPN reduces to finding the best labeling of a flat submodular MRF. However, neither the regions nor the productions are known. Thus, our inference algorithm, INFERSSPN, estimates these in an alternating fashion, first estimating the regions of each symbol in a downward pass through the grammar and then iteratively constructing a parse tree for each production of each symbol for each of its regions in an upward pass, choosing the best of these to retain and use when constructing the parses of its ancestors, as in the CYK algorithm.

However, the number of possible partitions for a production is still exponential in the region size. The key to efficiently creating good parses is to exploit submodularity. Recall that each production has a single associated MRF that defines the segmentation probability for any subregion. INFERSSPN similarly constructs for each production a parse of all pixels in the image and uses this to represent the parse of any subregion. Crucially, each parse’s distribution is also represented by a submodular energy function, which allows INFERSSPN to take the parses of two symbols \( Y \) and \( Z \) and fuse them to create a parse for the production \( v : X \rightarrow YZ \) by minimizing a submodular energy function. The resulting parse of \( v \) can itself be fused to create new parses. We define this procedure below.

#### 3.1. Parse tree construction

Recall that a parse tree \( t \) on region \( R \) has energy \( E(t, R) = \sum_{u \in t} E(y^u, R_u) \), which can be written as \( E(t, R) = w(t) + \sum_{p \in R} \theta_p^t + \sum_{(p, q) \in E} \theta_{pq}^t \), where \( w(t) = \sum_{u \in t} w_u \); \( [\cdot] \) is the indicator function; \( \theta_p^t = \sum_{u \in t} \theta_{p}^u(y_p^u) \cdot [p \in R_u] \); and \( \theta_{pq}^t = \sum_{u \in t} \theta_{pq}^u(y_p^u, y_q^u) \cdot [(p, q) \in E_u] \). This can be represented as a flat MRF over the pixels in \( R \) with an exponential number of labels (one for each parse path in the grammar), but inference (segmentation) in this MRF is hard due to the number of labels and the hard constraints.
imposed by the grammar (e.g., each symbol can only be produced once). Instead, if we construct each parse tree one production at a time in a bottom-up fashion then we only need solve a small number of relatively easy segmentation problems. Note, however, that by doing this we’ve exchanged a single hard but global labeling problem for a series of easy but local labeling problems, so the resulting parse will not in general be globally optimal, although we will see that it is still quite good.

In particular, given a production \( v : X \rightarrow Y_1 Y_2 \) and parse trees \( t_1, t_2 \) over the same region \( R \) and with head symbols \( Y_1, Y_2 \), respectively, then for any labeling \( y^v \in \{ Y_1, Y_2 \}^{|R|} \) of \( R \) we can construct a third parse tree \( t_v \) over region \( R \) with root production \( v \), labeling \( y^v \), and subtrees \( t'_1, t'_2 \) over regions \( R_1, R_2 \), respectively, such that \( t_v = \{ p \in R : y^v_p = Y_1 \} \) and \( t'_i = t_i \cap R_i \) for each \( i \), where the intersection of a parse tree and a region \( t \cap R \) is the parse tree resulting from intersecting \( R \) with the region at each node in \( t \). The energy of the resulting parse tree \( t_v \) is \( E(t_v, R) = E(v, t_1, t_2, y, R) = w_v + w(t_1) + w(t_2) + \sum_{p \in R} (\theta^p_{y_1} \delta_{y_1} y_1 + \theta^p_{y_2} \delta_{y_2} y_2) + \sum_{(p,q) \in E} (\theta^p_{y_1} \delta_{y_1} y_1 \delta_{y_1} y_1 + \theta^p_{y_2} \delta_{y_2} y_2 \delta_{y_2} y_2 + \theta^q_{y_1} (Y_1, Y_2) \delta_{y_1} y_1 \delta_{y_1} y_1) \), where \( \delta_i \) is the Kronecker delta. Note that the production costs are constant given \( v, t_1, \) and \( t_2 \). The quality of \( t_v \) depends on the particular labeling (segmentation) \( y^v \) used, where the best parse tree is the one with minimum energy \( E(t_v, R) \). We refer to this process of optimally combining the parses of the constituents of a production as fusion, as it is analogous to the fusion moves of Lempitsky et al. (2010). Fusion forms the core of INFERSSPN.

**Definition 1.** For any production \( v : X \rightarrow Y_1 Y_2 \) and two parse trees \( t_1, t_2 \) over region \( R \) with head symbols \( Y_1, Y_2 \), the fusion of \( t_1 \) and \( t_2 \) as \( v \) is the parse tree \( t_x \) constructed from the minimum energy labeling \( y^v = \arg\min_{y^v \in \{ Y_1, Y_2 \}^{|R|}} E(v, t_1, t_2, y) \).

Figure 2a shows an example of fusing two parse trees to create a new parse tree. Although fusion requires finding the optimal labeling from an exponentially large set, \( E(v, t_1, t_2, y) \) is submodular and can be efficiently optimized with a single graph cut. All proofs are presented in the supplement.

**Proposition 1.** The energy \( E(v, t_1, t_2, y^v) \) of the fusion of parse trees \( t_1, t_2 \) over region \( R \) with head symbols \( Y_1, Y_2 \) for a production \( v : X \rightarrow Y_1 Y_2 \) is submodular.

By exploiting submodularity, each fusion move finds the (locally) optimal parse of a production from a combinatorial number of possible parses; i.e., all parses that can be constructed from choosing, for each pixel in the region, the label specified in one of the sub-trees. Once a parse tree has been constructed, INFERSSPN improves that parse tree on subsequent iterations, as shown in Figure 2b. In particular, for a parse tree \( t \) with a subtree \( t_i \), then any improvement to the energy of \( t_i \) will improve the energy of \( t \). We show this more formally in the supplement. Finally, we define the union \( t = t_1 \cup t_2 \) of two parse trees that have the same production choices but disjoint regions, as the parse tree \( t \) with the same production choices and in which the region of each node in \( t \) is the union of the regions of its corresponding nodes in \( t_1 \) and \( t_2 \).
3.2. INFERSSPN

Pseudocode for our algorithm, INFERSSPN, is presented in Algorithm 1. INFERSSPN is an iterative bottom-up algorithm based on graph cuts (Kolmogorov & Zabih, 2004) that efficiently and provably converges to a local minimum of the energy function. Each iteration of INFERSSPN improves the current parse \( \hat{t} \) in a flexible manner that allows any of its productions or regions (equivalently, labelings) to change.

If an initial parse \( \hat{t} \) is provided, INFERSSPN first determines the regions for each symbol and their hierarchical relationships (line 5) in a downward pass through \( \hat{t} \). If not, then each symbol is assigned the region containing the entire image (line 6), which serves as a powerful initialization method. INFERSSPN then iteratively constructs a parse for each production of each symbol for each of its regions in a single upward pass through the grammar from the terminals to the start symbol (line 7). The parse of a production \( v : X \rightarrow YZ \) for region \( R_X \) is constructed on line 11 by fusing the previously-computed parses of \( Y \) and \( Z \) for the child regions of \( R_X \) (i.e., its subregions in \( \hat{t} \)). If \( R_X \) has no children, then it was not in \( \hat{t} \) and we can use the parses of any region of \( Y \) and \( Z \) (since they parse the entire image). Most symbols only have a single region, so no choice is required, but in the rare case of multiple regions, one can be chosen by estimating a bound on its energy or even randomly, as this choice does not affect convergence.

In our experiments, we also set the region of each symbol that is not in \( \hat{t} \) as the region of its closest ancestor in \( \hat{t} \). INFERSSPN then parses the remainder of the image \( R_X \) as \( v \) given the parse of \( R_X \) as \( v \), meaning that the terms for edges between pixels \( p \in R_X \) and \( q \in R_X \) are added to the unary \( \theta^v_p(y^v_p) \) during fusion, since the label \( y^v_p \) is known. The parse of the production \( u \) with the lowest energy over \( R_X \) is then chosen as its parse (line 13) and the union of the parses of \( u \) over \( R_X \) and \( R_X \) provides the parse of the full image for this region. Convergence would still be guaranteed if INFERSSPN did not parse \( R_X \) for each production, however, the behavior of the algorithm would be largely degraded as regions would not be able to grow or change in further iterations. At the end of the upward pass, the parse of the image \( \hat{t} \) is simply the parse of the start symbol’s single region, which contains all pixels (line 14).

3.3. Analysis

As shown in Theorem 1, INFERSSPN always converges to a local minimum of the energy function. Like other move-making algorithms, INFERSSPN explores an exponentially large set of moves at each step, so the returned local minimum is much better than those returned by more local procedures (Boykov et al., 2001), such as max-product belief propagation. Further, we observe convergence in fewer than ten iterations in all experiments, with the majority of the energy improvement occurring in the first iteration.

\textbf{Theorem 1.} Given a parse (tree) \( t \) of \( S \) over the entire image with energy \( E(t) \), each iteration of INFERSSPN constructs a parse (tree) \( \hat{t} \) of \( S \) over the entire image with energy \( E(\hat{t}) \leq E(t) \) and, since the minimum energy of an image parse is finite, INFERSSPN will always converge.

As shown in Proposition 2, each iteration of INFERSSPN has worst-case complexity \( O(|G|c(n)) \), where \( n \) is the number of pixels in the image and \( c(n) \) is the complexity of the underlying graph cut algorithm used, which is worst-case low-order polynomial, but nearly linear-time in practice (Boykov & Kolmogorov, 2004; Boykov et al., 2001). The additional factor of \( n \) is due to the number of regions of each symbol, which in the worst case can be \( O(n) \) but in practice is almost always a small constant (often one). Thus, INFERSSPN typically runs in time \( O(|G|c(n)) \).

\textbf{Proposition 2.} Let \( c(n) \) be the time complexity of computing a graph cut on \( n \) pixels and \( |G| \) be the size of the grammar defining the SSN. Then each iteration of INFERSSPN takes time \( O(|G|c(n)) \).

Note that a straightforward application of \( \alpha \)-expansion to image parsing that uses one label for every possible parse in the grammar requires an exponential number of labels in general, and thus has exponential time complexity.

INFERSSPN can be extended to productions with more than two constituents by simply replacing the internal graph cut used to fuse subtrees with a multi-label algorithm such as \( \alpha \)-expansion. INFERSSPN would still converge because each subtree would still never decrease in energy. An algorithm such as QPBO (Kolmogorov & Rother, 2007) could also be used, which would relax the submodularity requirement.

4. Learning

An SSN is parameterized by its production costs \( w_s = \{w_v : v \in R\} \), which are the log-space version of an SPN’s weights, and its MRF weights \( w_m \). The parameters of an SSN can be learned in a multitude of ways, but we propose here an approach that builds on the insight of Section 3: given the regions of each symbol an SSN reduces to an SPN, whereas given the production choices an SSN reduces to an MRF. Similarly, we propose to learn SSN parameters using an alternating-minimization-style approach like ADMM (Boyd et al., 2011), where the SPN weights \( w_s \) are first updated with the MRF parameters held fixed and then the MRF weights \( w_m \) are updated with the SPN weights held fixed, with this process iterating until convergence. While it is possible to learn \( w_s \) and \( w_m \) simultaneously, our preliminary investigations indicate...
that learning them separately provides a more stable approach, where symbols are first associated with different image patches (or features) by updating \( w_s \), and then each symbol’s region and appearance weights \( w_m \) are fit to that symbol’s image patches (or features).

For weight updating, both SPNs and MRFs can be learned both generatively and discriminatively, and SSPNs are no different; we focus here on the discriminative case, but the generative case is similar. As with both SPNs and MRFs, the derivative of the conditional log-likelihood of an SSPN with respect to a weight \( w_i \) is simply the difference of the expected count of the corresponding production (or pixel or edge) over all parse trees that are compatible with both the labels and the image and the expected count over parse trees compatible with only the image; i.e., \( \frac{\partial}{\partial w_i} \log p_w(y|I) = E_{t \in T_w(y,I)}[n_i(t)|y,I] - E_{t \in T_w(I)}[n_i(t)|I] \), where \( y \) are the query variables, \( T_w(y,I) \) and \( T_w(I) \) are the sets of parse trees compatible with their respective arguments, and \( n_i(t) \) is the count of weight \( w_i \) in \( t \). Unfortunately, since no datasets of parsed images exist to train on, both expectations are intractable. However, an effective approximation to the second expectation is to simply use the counts from the MAP parse, which is accurate if it has much of the probability mass; this is known as voted perceptron (Collins, 2002) and has been used to efficiently train both MRFs (Singla & Domingos, 2005) and SPNs (Gens & Domingos, 2012). In SPNs, both expectations are tractable but are still replaced with their MAP state to overcome vanishing gradients. We propose to extend this method to SSPNs, and approximate each expectation with the counts from its respective MAP parse, as found by INFERSSPN. The gradient update is then simply \( \frac{\partial}{\partial w_i} \log p_w(y|I) \approx n_i(t^*_y) - n_i(t^*_I) \), where \( t^*_y = \arg \min_{t \in T_y} E(t,I) \).

5. Experiments

We evaluated SSPNs by parsing images from the Stanford background dataset (SBD) (Gould et al., 2009) under two different settings, both using features from DeepLab (Chen et al., 2015; 2016), a state-of-the-art convolutional semantic segmentation approach. In the first, we compare the performance of INFERSSPN to \( \alpha \)-expansion and belief propagation in an inference-only setting. In the second, we induce grammars and compare the segmentation performance of SSPNs with DeepLab and DeepLab plus a submodular MRF.

Inference evaluation. To evaluate the inference performance of INFERSSPN, we programmatically generated grammars while varying the height, number of productions per nonterminal, and strength of the boundary (pairwise) terms. Note that these grammars are not learned and simply provide a common basis on which to compare inference performance. Each algorithm is given the same grammar and the same features (from DeepLab). Evaluation is performed on the training images in order to separate inference performance from generalization performance. We compared INFERSSPN to \( \alpha \)-expansion on a flat pairwise MRF containing a label for each possible parse path in the grammar and to max-product belief propagation (BP) on a multi-level (3-D) pairwise MRF with the same height as each grammar. We used a single weight \( w_{BP} \) to parameterize the MRF of every production in conjunction with the standard contrast-dependent boundary term of Shotton et al. (2006). Further details on these models and the MRF parameterization are provided in the supplement. We note that, due to the flat encoding, \( \alpha \)-expansion must iterate over an exponential number of labels. However, once it converges, its energy is within a constant factor of the global minimum (Boykov et al., 2001) and thus serves as a good surrogate for the true global minimum, which is intractable to compute.
Increasing the boundary strength of an MRF makes inference more challenging, as individual pixel labels cannot be flipped easily without large side effects. Figure 3a plots the average minimum energy of the parses found by each algorithm versus $w_{BF}$ (with log-scale x-axis). INFERSPPN returns comparable or better parses to both BP and $\alpha$-expansion and in less time, as shown in Figure 1 in the supplement. Similarly, increasing the height of the grammar can make inference far more challenging, as the number of parse paths in the grammar increases exponentially with height. Here, we set $w_{BF}$ to 20 and plot inference time versus grammar height in Figure 3b. As expected from our theoretical results, inference time for INFERSPPN scales linearly with height, whereas it scales exponentially for both $\alpha$-expansion and BP. Again, the energies and accuracies of the parses returned by INFERSPPN are nearly identical to those of $\alpha$-expansion, as shown in Figure 2 in the supplement. Finally, the number of paths in the grammar is also directly affected by the number of productions per symbol. We again set $w_{BF}$ to 20 and plot inference time versus number of productions per nonterminal in Figure 3c. Again, INFERSPPN returns equivalent parses to $\alpha$-expansion and BP in much less time.

Model evaluation. While we do not yet have full SSPN learning in place – mainly due to the difficulty of full-fledged grammar induction and the lack of training data – we are currently working on it. Instead, in order to evaluate the benefits of SSPNs as a model for scene understanding, we induced grammars on the SBD test images and computed the mean pixel accuracy of the terminal labeling (i.e., the per-pixel semantic labels) from the parse tree returned by INFERSPPN. These results and those of DeepLab alone and DeepLab plus a flat (planar) MRF are shown in Table 1, which shows a 20% relative decrease in error for SSPNs, which is quite remarkable given how well the DeepLab features do on their own and how little the flat MRF helps. The goal of this test is not to establish a new state-of-the-art result on this dataset (although all three of these numbers are well-above state of the art), since the SSPNs were induced on subsets of the data, with some oracle information; rather, the goal is to show the promise of SSPNs without requiring full-fledged learning. In particular, to generate each image grammar we first over-segmented each image at different levels of granularity using the method and code of Isola et al. (2014) and intersected the most fine-grained of these with the label regions. For each image, we took its over-segmentations and those for four other randomly chosen images and created a grammar with a symbol for each segment, where each terminal region produced only those labels in its region. Finally, we added productions between overlapping segments at different granularity levels for each image and then randomly added productions between cross-image segments with overlapping regions. On average, each induced grammar had 860 symbols and 1250 productions with 5 constituents. While the induced SSPNs benefit from a small amount of oracle information – in the sense that the induced grammar can only produce terminal labels that are possible at that pixel (much like in the experiments of Russell et al. (2010)) – they also suffer from not being learned, since all production costs were zero and the same MRF parameters were used across all images. Learning these should only further improve performance; in particular, note that the extra per-pixel label information is exactly what would be learned by a good learning algorithm. Thus, we believe that this result demonstrates the promise and power of SSPNs and the benefits of reasoning about higher-level relationships for scene understanding.

<table>
<thead>
<tr>
<th></th>
<th>DeepLab</th>
<th>DeepLab+MRF</th>
<th>SSPN(+oracle)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean pixel accuracy</td>
<td>87.46</td>
<td>87.60</td>
<td>90.03</td>
</tr>
</tbody>
</table>

6. Conclusion

This paper proposed submodular sum-product networks (SSPNs), a novel extension of sum-product networks that combines their expressivity and power with the efficient combinatorial optimization capabilities of submodular Markov random fields. SSPNs can be understood as an instantiation of an image grammar in which all possible parses of an image over arbitrary shapes are represented. Despite this complexity, we presented INFERSPPN, a move-making algorithm that exploits submodularity in order to find the (approximate) MAP state of an SSPN, which is equivalent to finding the (approximate) optimal parse of an image. Analytically, we showed that INFERSPPN is both very efficient – each iteration takes time linear in the size of the grammar, the image, and the complexity of one graph cut – and convergent. Empirically, we showed that INFERSPPN achieves accuracies and energies comparable to $\alpha$-expansion, which returns optima within a constant factor of the global optimum, while taking exponentially less time to do so, and that it shows great promise for scene understanding. We have begun work on learning SSPNs from data. This is an exciting avenue of research because many recent works have demonstrated that learning both the structure and parameters of SPNs from data is feasible and effective, despite the well-known difficulty of grammar induction. We also plan to apply SSPNs to activity recognition, social network modeling, and probabilistic knowledge bases.
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