
RANJAY KRISHNA TEACHING STATEMENT
I have been fortunate to engage in teaching at a scale that is rare for Ph.D. students. During
the first two years of my Ph.D., I redesigned Stanford’s primary undergraduate computer vision
course and have been instructing it for the past three years [16]. Last academic year, I also began
co-instructing Stanford’s graduate computer vision course with Professor Fei-Fei Li [14], which
has grown to become Stanford’s second largest course. In total, I have instructed nearly a 1000
Stanford students and expect to be teaching another 600 students in this academic year. Courses at
other universities are already using the assignments I designed [13] and some have even adapted my
research papers [11] into their own assignments (e.g. MIT’s HCI course [7]).
Aside from teaching, I have been consistently running a research group for undergraduate, Masters,
and Ph.D. students who are interested in the intersection of computer vision and human-computer
interaction. In total, I have advised 23 students in research, 7 of whom have been accepted to top
computer science Ph.D. programs and 8 to industry research labs. One of them has co-founded a
computer vision startup using ideas from our research together. Ten of my students have published
11 first-author papers to computer vision and human-computer interaction conferences with me as
an advisor [1, 2, 4, 5, 6, 8, 10, 18, 19, 22, 3]. Another 6 students have contributed to my first-author
publications as co-authors [11, 12, 15]. I am proud of having advised 2 honors thesis for Stanford
undergraduates, one of which won the Ben Wegbreit Prize for the best honors thesis [17].
Cultivated by my experience, my teaching philosophy focuses on providing students with opportunities
to actively learn by asking questions and by teaching others. These two goals have defined how I
organize course materials, structure assignments, incentivize grades, and scaffold research.

TEACHING EXPERIENCE
I started my doctoral studies with a strong belief that the growing ubiquity of "black-box" neural
networks made it important to expose students with a counterbalance — a historical perspective of
“white-box” methods. It is desultory to expect students to ask questions that critique large black-box
systems without a historical perspective on alternative options. In computer vision, for instance,
modern approaches predominantly use convolutional neural networks and yet, most courses do not
explain what characteristics we should expect from these systems. To provide such a perspective, I
re-designed Stanford’s undergraduate computer vision class [16] to open by characterizing which
properties of human sight we want to mimic in machines — namely shift-invariance, i.e. the
ability to identify objects even if they move. The course derives discrete convolutions by restricting
linear dynamical systems to produce shift-invariant outputs. Students then learn to hand-craft
convolution operations to extract gradients, modify image properties, and even stack multiple
convolution operations to detect lines and objects. Later on, when they learn about convolutional
neural networks, students are armed with the experience to question whether modern architectures
are shift-invariant and are capable of concluding that they are not [21].
Aside from designing course content, I have attempted to incorporate my teaching philosophy in how
I design mechanisms to challenge top students while allowing a reasonably hard-working student to
successfully develop the fundamentals, and attain a satisfactory grade. Designing opportunities was
particularly pertinent because during the three years that I have taught the undergraduate course, it
doubled in size. Meanwhile, the graduate computer vision course I teach is now the second largest
course at Stanford. To make my classes accessible, I created recitation sessions, led by my teaching
assistents during the first weeks of class, which expose students to the pre-requisite material. To
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stretch the top students to think deeply, I developed extra credit opportunities in every assignment,
in the form of difficult theoretical proofs and even competitions where students competed for the
best empirical results on a test set [13]. I also initiated an extra credit option for students to teach
one another by co-authoring publicly available course notes [9].

TEACHING PLANS
While it would be natural for me to teach future courses in computer vision, I would also eagerly teach
undergraduate- and graduate-level courses in artificial intelligence, human-computer interaction,
and natural language processing. I would also be particularly interested in developing new courses at
the intersection of these fields: vision-language grounding and human-AI interaction.
Recent advances have showcased how linguistic signals can improve visual representations and
similarly, how visual inputs can improve task-agnostic language models. Given their mutual benefit
and their reliance on a common set of models, I would like to develop a course that explicitly brings
multi-modal visual-linguistic grounding to the forefront with the goal of developing agents that can
act in the real world while communicating their intentions and following others’ instructions.
Artificial intelligence is instantiated by human data, utilized to solve human goals, and ultimately
a tool to improve human experiences. I aim to design another course centered primarily around
human-AI interaction. This course would articulate design decisions for model interpretability, human
agency, minimal machine learning bias, mixed-initiative systems, human augmentation, user trust,
and pro-social societal implications.

MENTORSHIP
Good research is pedagogical. Although research is often viewed as distinct to teaching, effective
scaffolds can quickly teach anyone how to conduct impactful research. Over the last few years, I
have been developing scaffolds that apply my teaching techniques to research mentorship.
One such scaffold, the SPICE technique (state-problem-insight-challenge-execution), helps students
structure their ideas by asking themselves “what previously unsolved problem their idea tackles?”
and “why is it a difficult technical problem that merits exploration?”. The first three letters describe
steps to answer the first question: describe the state of related work, explain a problem that is
unsolved given that state, and introduce their ideas as an unique insight to tackle the problem. The
last two letters answer the second question: articulate the technical challenges, and plan out the
experiments that justify the utility of the insight. My students have found this technique to be
effective when writing manuscript introductions, giving elevator pitches, and brainstorming.
Another scaffold of mine has been largely shaped by ideas surrounding agile research [20], a framework
for scaling up research collaborations. I have been running three types of weekly community sessions:
stand-ups, reading groups, and social meetups. My students come together during these meetings
to share updates, present new ideas, share new research papers, and most importantly, ask one
another for help. Students use these sessions to teach one another new concepts, pilot user studies,
critique ideas, and develop meaningful support connections.
Mentoring students has helped me acquire a deeper grasp of technical concepts and research
methodology. Following my students’ interests has resulted in establishing dozens of collaborations
with professors from both within and outside of computer science. I will strive to continuously
improve how I mentor students and foster even better community dynamics in my future research
groups.
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