
A Demonstration of BLIP: A System to Explore Undesirable Consequences of
Digital Technologies

ROCK YUREN PANG, SEBASTIN SANTY, RENÉ JUST, KATHARINA REINECKE, Paul G. Allen School

of Computer Science, University of Washington, Seattle, WA, USA

Undesirable consequences of digital technologies are often difficult to foresee at the time of their design and development, but having
access to examples can help. This demonstration paper presents Blip, a research prototype that provides a catalog of undesirable
consequences by extracting, summarizing, and categorizing undesirable consequences from online articles and academic papers
using large language models (LLMs). Blip provides a web-based interactive user interface that allows users to explore undesirable
consequences pertaining to different life aspects (e.g., “economy” or “politics”) and bookmark those found to be relevant.

CCS Concepts: • Human-centered computing → Interactive systems and tools.

Additional Key Words and Phrases: Ethics, Unintended Consequences, Large Language Models (LLMs), Systems

ACM Reference Format:
Rock Yuren Pang, Sebastin Santy, René Just, Katharina Reinecke. 2024. A Demonstration of BLIP: A System to Explore Undesirable
Consequences of Digital Technologies. In 29th International Conference on Intelligent User Interfaces - Companion (IUI Companion ’24),

March 18–21, 2024, Greenville, SC, USA. ACM, New York, NY, USA, 6 pages. https://doi.org/10.1145/3640544.3645237

1 INTRODUCTION

The advance of digital technologies have brought many benefits but also a range of undesirable consequences from hate
speech in voice assistant systems [18, 19] to physical harms when users interact with virtual reality [16]. Researchers
indicate that many of these negative effects on individuals and society could have been avoided if technology devel-
opers and researchers were aware of similar issues and had cautiously evaluated potential undesirable consequences
beforehand [2, 9]. In response, prior work has suggested that a catalog of known cases might support considering the
potential undesirable consequences for technology innovations [3].

This paper demonstrates Blip, a research prototype that offers a self-updating catalog of undesirable consequences
of digital technologies. Specifically, Blip uses natural language processing (NLP) techniques to automatically extract
real-world undesirable consequences of technology from online technology magazines and academic papers, summarizes
and categorizes them, and presents them through an interactive, web-based interface. Blip’s goal is to enable users (such
as CS researchers and practitioners, but also policymakers and the interested public) to efficiently explore the societal
impacts of technology discussed in online articles, including how these affect different aspects of life and society, such
as health, equality, or politics. Blip can be accessed at https://blip.labinthewild.org/. An evaluation of Blip showing the
usefulness of its catalog of undesirable consequences for gaining awareness of, and brainstorming about, potential
societal effects is described in [13].
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Fig. 1. Blip’s main user interface.

2 THE USER EXPERIENCE

We illustrate how users can interact with Blip’s user interface to explore undesirable consequences. At a high level, the
main interface (Figure 1) allows users to browse diverse examples of undesirable consequences of different technologies,
understand and access the source articles, filter and search undesirable consequences, and bookmark articles, e.g. if
they wanted to read an article later or create a subset of undesirable consequences.

The Blip interface facilitates user exploration of various technological impacts by presenting summaries of negative
consequences in a card-based, scrollable gallery. Each card includes a color-coded header according to a distinct life
aspect that it affects (e.g., “user experience” and “health & well-being”). The card also includes a header, followed by a
summary of the undesirable consequences. Clicking on the article title opens a new browser tab that shows the original
article. Users can bookmark or delete an article to and from the history sidebar z7 . By default, Blip shows all cards in
random order, but users can filter the cards by technology domain z1 and/or by the aspect of life z2 . In z3 , users can
search more relevant articles within Blip, such as “large language models” or “augmented reality.” A shuffle button
at z4 allows users to mix cards randomly in the interface to enable serendipitous discovery of new ideas. Users can
save it z5 to their bookmark field z7 . When users think that they have already known a consequence in an article,
they could remove that from their view z6 . Users can look at their collection of articles at z7 to gain awareness of
the consequences discussed online. Users can also import an article via an article URL in z8 as described below. In
the future, we anticipate providing users with the option to share their own experiences with specific undesirable
consequences that they find listed in Blip, or to add new ones.
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Fig. 2. An overview of Blip’s content curation pipeline.

3 CONTENT CURATION

In Figure 2, we demonstrate Blip’s content curation pipeline. Blip automatically filters relevant articles describing
undesirable consequences of given input articles in a technology domain, extracts and summarizes these consequences,
categorizes them into different aspects of life and society that they affect, and finally displays them in the interface
in Section 2. For the steps in Figure 2, we employed model finetuning and prompting language models. Concretely,
when prompting models, we used the gpt-3.5-turbo-instruct model, a pre-trained language model that can solve diverse
NLP tasks with natural language instructions. We employed the ‘zero-shot’ methods in our case [17] since annotating
articles (for supervised approaches) in all the steps is expensive because of the article length and relatively infrequent
descriptions of undesirable consequences within them. The current version includes sources from the MIT Tech Review,
WIRED, TechCrunch, and Futurism, as well as the papers from the CHI (2003-2023) and FAccT (2018-2023) proceedings.

3.1 Article Filtering

Given a large volume of input articles, filtering relevant articles that contain undesirable consequences is our first
step. Blip filters the articles based on two types of information: the title and the content. This hybrid method aims to
optimize efficiency and reduce the need for extensive OpenAI API queries.

First, the titles can often serve as a preliminary indicator of an article’s relevance. For instance, the title “Social media
is polluting society. Moderation alone won’t fix the problem” is likely to discuss the social impact of social media. In
contrast, titles that announce product launches (e.g., Apple Vision Pro) or staffing changes (e.g., "budget cuts and layoffs")
are less likely to mention the technology’s social repercussions (e.g., “Improbable teams with Google, opens SpatialOS
alpha for virtual world development” [8]). To achieve the title-based filtering, Blip employs a RoBERTA-based [7]
supervised binary classifier that outputs whether an article is relevant. To develop this title classifier, we annotated a
dataset of 1,500 random online article titles to determine whether they are likely to contain an undesirable consequence
or not.

Second, Blip filters the article content using the prompting approach of GPT-3.5 [1]. More precisely, Blip uses the
following prompt: “Does the article above discuss unintended or undesirable consequences on society of <domain>?
Answer Yes or No.” See the Supplementary Materials for an example. To evaluate the filtering performance, Table 1
compared our choice of fine-tuned RoBERTa model for the title classifier and GPT-3.5 with only the RoBERTa model
and a title classifier fine-tuned on a Natural Language Inference (NLI) task.

3.2 Content Summarizing

Blip automatically summarizes undesirable consequences in the filtered articles. Reading the entire article is time-
consuming. We found it difficult to skim through paragraphs and identify phrases describing the consequences without
getting sidetracked by details. Hence, compiling a list of consequences in articles was largely impractical because
irrelevant details in the articles distracted from higher-level issues. Instead, a shorter summary of the discussed
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Table 1. Performance of Article Filtering

Relevance Classifier F1 Acc.

Title [always irrelevant] 0.00 0.61
NLI (zero-shot) 0.43 0.62
RoBERTa (supervised) 0.87 0.87
gpt-3.5-turbo (zero-shot, ours) 0.90 0.89

consequence helps the user grasp the overall issue. Blip employs GPT-3.5 for abstractive summarization, which
paraphrases the undesirable consequences discussed in the article and generates relatively short summaries. We
leveraged LLMs given that prior work found LMM summaries to be on par with human written summaries [20]. The
prompt for this task is: “To summarize in a short paragraph, the main undesirable consequence of <domain> being
discussed here is”. See the Supplementary Materials for an example.

3.3 Aspect Categorizing

Blip assigns each undesirable consequence summary to one of 10 aspects of life, from health & well-being to politics.
This categorization narrows down the set of summarized undesirable consequences and can emphasize the variety
of impacts technology can have on society. To develop the list of aspects, we built on the 21 aspects of life relevant
to societal implications from the Artefact Group’s Tarot Cards of Tech project [4]. Assigning 150 randomly chosen
articles discussing undesirable consequences from our dataset to these 21 aspects of life, we iteratively merged and
renamed the aspects to fit our data better. The resulting 10 aspects of life broadly represent various categories that
undesirable consequences commonly fall into and are used in Blip to support users in learning and brainstorming. We
incorporated the list in Blip such that it can be extended with additional aspects or replaced with a new list. Blip uses
the prompting approach of GPT-3.5 for aspect categorization. The prompt we use for this task is: “Which aspect of life
does the following consequence affect?” See the Supplementary Materials for an example.

3.4 Implementation Details

Blip includes a frontend interface implemented in the React JavaScript library and a server using the FastAPI Python
framework. The server uses Selenium [5] and Beautifulsoup [14] to extract article URLs based on input keywords
and the newspaper3k API [11] to obtain the article content. We used a combination of the sentence-transformers
model in the huggingface library and the FAISS library to enable the quick search functions for similar articles to
a search keyword [6]. In our main system architecture, we initially used GPT-3 and updated the content with the
GPT-3.5 model [10]. The language models that Blip uses can be exchanged as more powerful versions come out. We
also added an option to run the pipeline using open-source language models, Llama2 [15]. Currently, Blip includes
10 domains (i.e., Social Media, Voice Assistants, Augmented/Virtual Reality, Computer Vision, Robotics, Mobile, AI
Decision-Making, Neuroscience, Computational Biology, and Ubiquitous Computing). These articles were extracted
from MIT Tech Review, WIRED, TechCrunch, and Futurism, as well as the papers from the CHI (2003-2023) and FAccT
(2018-2023) proceedings. Blip automatically extracts from the online magazines and updates the content weekly.

4 CONCLUSION AND FUTUREWORK

This demonstration presented Blip, a research prototype that aims to facilitate the exploration of undesirable conse-
quences of digital technologies. Blip illustrates a unique approach for extracting undesirable consequences of technology
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from online text data at scale. Blip, including its content curation pipeline and the interactive interface, is fully open-
source and available at https://blip.labinthewild.org/. In this work, we recognize that LLMs can introduce serious
undesirable consequences, such as model hallucination, bias in the training data, and limited understanding of emerging
fields. To address these concerns, our work extracts relevant information directly from trusted sources (i.e., online
articles and papers) and provides access to the original content, instead of directly prompting LLMs to generate the
information. While an evaluation of Blip has shown promising results in supporting CS researchers in learning and
brainstorming about undesirable consequences [13], future work needs to evaluate how Blip could be integrated into
the technology research, design, and development process. Future work is also required to explore whether Blip could,
over time, help to mitigate undesirable consequences [12]. In addition, our initial evaluations presented in [13] suggest
that browsing the catalog of undesirable consequences makes users want to add their thoughts and personal experiences.
As such, Blip may provide exciting new opportunities for citizen scientists to document their personal experiences,
which we plan to test in future work. We hope that Blip will spark new conversations in the IUI community about the
design of tools that facilitate the exploration of undesirable consequences of digital technologies and that, ultimately,
support researchers, designers, and developers in mitigating the negative effects of technology on society.
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