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ABSTRACT
Open world database management systems assume tuples not in the database still exist and are becoming an increasingly important area of research. We present THEMIS, the first open world database that automatically rebalances arbitrarily biased samples to approximately answer queries as if they were issued over the entire population. We leverage prior population aggregate information to develop and combine two different approaches for automatic debiasing: sample reweighting and Bayesian network probabilistic modeling. We build a prototype of THEMIS and demonstrate that THEMIS achieves higher query accuracy than the default AQP approach, an alternative sample reweighting technique, and a variety of Bayesian network models while maintaining interactive query response times. We also show that THEMIS is robust to differences in the support between the sample and population, a key use case when using social media samples.
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1 INTRODUCTION
Data samples are increasingly easy to access and analyze with the help of websites such as Facebook and Twitter and data repositories such as data.gov, data.world, and kaggle.com. Additionally, data analytic toolkits, like Python, are becoming more mainstream. These two factors have led to data science becoming tightly coupled with sample analysis. Modern data scientists, however, face the added challenge that the data samples they seek to analyze are not always an accurate representation of the population they are sampled from. For example, social scientists today study migration patterns from Twitter samples [66], but Twitter users are a non-uniform subset of all people. This phenomenon is known as sample selection bias [19] and is problematic because it can lead to inaccurate analyses.

Correcting this bias, however, is difficult because the sampling mechanism in today’s data sources, i.e. the probability of some population tuple being included in the sample, is typically not known. This means common techniques like the Horvitz-Thompson estimator [11] are not applicable.

There is, however, another increasingly available data source scientists leverage for debiasing: population aggregates. Along with the increase in the number of publicly available data samples, there is a recent push for more data transparency and reporting by corporations and governments, e.g. the United State’s OPEN Government Data Act passed in 2018 [1] and the InFuse UK aggregate population statistics tool [2]. These reports are often in the form of population aggregate queries. For example, in the FBI’s 2017 Internet Crime Report [3], they present a table showing a GROUP BY, COUNT(*) aggregate query over crime type, counting the number of victims in each crime type group.

These aggregates can facilitate data debiasing, but the process remains tedious and error prone. There is no general, automatic technique or system for debiasing using aggregates. With the ultimate goal of answering queries approximately over the population, data scientists are forced to manually implement one-off, specialized solutions [66] tailored towards specific datasets, such as census reports [51].

In this paper, we present THEMIS, which is, to our knowledge, the first open world database management system (OW-DMBS) that automates and encapsulates the debiasing process. The data scientist simply inserts a sample and aggregates and then asks queries, getting approximate results as if the queries were issued on the population. This novel query processing paradigm, which we call open world query processing (OWQP), is fundamentally different from other paradigms where queries are processed over populations.
Supporting OWQP and data debiasing remains unaddressed because DBMSs are traditionally built for closed world data. They only support samples for AQP where DMBSs leverage samples to achieve interactive speeds. However, AQP techniques [16, 23, 30, 50, 57, 58] make one (or both) of the following assumptions. (1) They have access to the entire population, or (2) they have knowledge of the error from querying the sample. Neither of these assumptions hold in OWQP, making standard AQP techniques not applicable. The default AQP solution is therefore uniform reweighting, which is inaccurate.

As DBMSs become increasingly used by data scientists [4], however, they need to support OWQP to meet to the needs of these new users. Themis takes the first step in that direction.

To achieve our goal, at the heart of our system, we develop and combine two different debiasing techniques: reweighting the sample and learning the probability distribution of the population. The former allows us to more accurately answer heavy hitter queries while the later ensures we can answer queries about tuples that may not exist in the sample.

For sample reweighting, we investigate two different approaches: modifying linear regression and applying an existing aggregate fitting procedure. For learning the probability distribution, we utilize Bayesian networks to build an approximate population probability distribution. The uniqueness of our system is in not only building two separate debiasing techniques but also combining them into one unified system for query answering.

We build a prototype database system called Themis, named after the Greek titan for balance and order. Themis treats relations as samples and automatically corrects for sample bias using population-level aggregates. We evaluate Themis on three datasets to show that Themis is more accurate at answering point queries than the default AQP technique, linear regression reweighting, and a variety of Bayesian network probabilistic approaches. We further demonstrate that Themis can handle more advanced aggregate queries, depending on the apriori knowledge. In summary, the contributions of this paper are as follows:

- A new query processing paradigm (OWQP).
- The first OW-DBMS that automatically debiases data from a sample and population aggregates for OWQP (Sec. 3).
- The development and application of debiasing techniques and a novel hybrid approach integrating them (Sec. 4).
- Two optimization techniques for faster preprocessing: aggregate pruning and model simplification (Sec. 5).
- Detailed experiments on two datasets showing that Themis achieves a 70 percent improvement in the median error when compared to the default AQP approach when asking about heavy hitter tuples (Table 4, Sec. 6).

We further show Themis is robust to differences in the support of the sample and the population.

2 MOTIVATING EXAMPLE

A data scientist is trying to estimate the number of flights under 30 min in different states of the United States in a year. She has a sample of all flights in the United States biased towards four major states, but she does not know how badly it is biased. Further, she has access to how many flights in total leave from each state. She decides to analyze this data and focus only on short flights on either the East or West Coast of the country.

Being a database user, she ingests the data into a SQL database. As this dataset is a sample, she has three choices for how to prepare her data for analysis: do nothing, uniformly rebalance (default AQP), or use state information to reweight flights based on the number of flights leaving each state. For the second option, she knows there are 7 million flights in the United States per year but only 700,000 in her sample. Therefore, she adds a weight attribute to the dataset and gives each tuple a weight of 10, indicating the each tuple in her sample represents 10 tuples in the real world. For the third option, if she knows there are N flights leaving from some state per year but only n leaving that state in her sample, she sets the weight of each flight from that state to be N/n.

After preprocessing, she starts issuing point queries of the form

```sql
SELECT SUM(weight) AS num_flights
FROM flights WHERE flight_time <= 30 min
AND origin_state = `<state>';
```

The results of a few queries are shown in Table 1 where Raw represents option one, AQP represents option two, US State represents option three, and Themis represents our system’s answer. Themis and US State use the single aggregate to produce more accurate answers than Raw and AQP because they are correcting for the fact that some flights leaving the four major states are overrepresented in the sample. More importantly, Themis does the re-balancing automatically, which will become time consuming to do manually for more complex aggregates. Themis also answers queries about tuples not in the sample, like ME.

3 THEMIS MODEL

At a high level, Themis uses a sample and population aggregate data to build a model to perform OWQP. We use the term model because it encapsulates that we use both a reweighted sample and a probabilistic model to answer queries. Both techniques treat the aggregates as constraints to be satisfied.
Table 1: Query results of the data scientists using the raw sample, a uniformly scaled sample, a state-scaled sample, and THEMIS.

<table>
<thead>
<tr>
<th>Query</th>
<th>True</th>
<th>Raw</th>
<th>AQP</th>
<th>US State</th>
<th>THEMIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA</td>
<td>7855</td>
<td>2846</td>
<td>28460</td>
<td>7843</td>
<td>7843</td>
</tr>
<tr>
<td>FL</td>
<td>2</td>
<td>1</td>
<td>10</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>OH</td>
<td>119</td>
<td>1</td>
<td>10</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>ME</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

Returns a set of $M_i$ attribute value-count pairs denoted

$$
\Gamma_i = \{ (a_{i,k}, c_{i,k}) : k = 1, \ldots, M_i \}
$$

where $a_{i,k}$ is the vector of $d_i$ attribute values associated with group $k$ of aggregate $i$, and $c_{i,k}$ is the group’s count. Further, we let $\bigcup_{i=1,b} y_i \subseteq A$, meaning the aggregates may not cover all domain attributes.

**Example 3.1.** Following the example from Sec. 2, assume the population $P$ and sample $S$ are the following sets of domestic flights in the United States. $date$ is the month and $o_st$ and $d_st$ are origin and destination states, respectively.

$$
P = \{(01, FL, FL), (01, FL, NY), (02, NC, FL), (02, NC, NY), (01, NY, FL), (01, NY, NC), (02, NY, NY)\}
$$

$$
S = \{(01, FL, FL), (01, FL, NY), (02, NC, FL), (02, NC, NY), (01, NY, FL), (01, NY, NC), (02, NY, NY)\}
$$

Let $\Gamma = \{ \Gamma_1, \Gamma_2 \}$ with $d_1 = 1$ and $d_2 = 2$ be the following two aggregate queries.

$$
\Gamma_1 = G_{date,COUNT(*)}(P) = \{ ([01], 5), ([02], 5) \}
$$

$$
\Gamma_2 = G_{o_st,d_st,COUNT(*)}(P) = \\
\{ ([FL, FL], 2), ([FL, NY], 1), ([NC, FL], 1), \\
([NC, NY], 3), ([NY, FL], 1), ([NY, NC], 1), ([NY, NY], 1) \}
$$

In this case, $n = 10$ and $b = 2$.

We are given a user query $Q$ over the population. As we do not have $P$, we need to use $S$ and $\Gamma$ to perform OWQP and estimate $Q(P)$. While $Q$ can be any SQL query, we focus on point$^2$ and GROUP BY queries to study the improvement in accuracy. To answer $Q(P)$, we build a model $M(\Gamma, S)$ such that $Q(M(\Gamma, S))$ is an approximate answer to $Q(P)$.

**4 DATAS DEBIASING**

**THEMIS**’s model $M(\Gamma, S)$ has two components: a reweighted sample and a probabilistic model. We present each technique and then describe how THEMIS merges them into a unique hybrid approach for OWQP.

**4.1 Sample Reweighting**

In sample reweighting, each tuple $t \in S$ gets assigned a weight $w(t)$ indicating the number of tuples it represents in $P$. Queries get transformed to run on weighted tuples by, for

$^2$We define a d-dimensional point query as $\text{SELECT COUNT}(*$ FROM $R$ WHERE $A_1 = v_1$ AND ... AND $A_d = v_d$.}
example, translating \texttt{COUNT(*)} to be \texttt{SUM(weight)}. If the sampling mechanism, \(Pr_S(t)\), is known, we can use the Horvitz-Thompson estimator which reweights each tuple by \(1/Pr_S(t)\) \cite{29, 50}.

The challenge is that we do not have the sampling mechanism. The default approach used by standard AQPs systems is to perform uniform reweighting by setting \(w(t)\) to be \(|P|/|S|\). When the sample is biased, this achieves low accuracy (see IPF) \cite{37, 45}. A vector of weights.
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curate. Secondly, even if the support is the same, sample reweighting will fail when tuples exist in \(P\) but not in \(S\) because the sample will always say those tuples do not exist. This occurs with rare groups and small sample sizes. While

\[ S = \{ \text{one-hot encoded tuple } t, \text{ then } w(t) = \beta \cdot \theta^i \}\text{ where } \beta \text{ is a vector of weights.}\]

To solve for \(\beta\), we set up a system of linear equations, one for each \(c_{i,k}\). These equations enforce that, for aggregate \(i\), group \(k\) of \(G_p, \text{COUNT}(S)\) equals \(c_{i,k}\). Note that we enforce that \(w(t) \geq 0\) so each tuple in \(S\) gets some representation. Details can be found in \cite{56}.

4.1.2 Iterative Proportional Fitting. An alternative approach to finding \(w(t)\) is to assume every \(w(t)\) is independent and can be solved for directly. Inspired by the technique of population synthesis in demography, we apply a technique called Iterative Proportional Fitting (IPF) \cite{12, 21, 26, 45, 51, 61} to solve for \(w(t)\). While IPF is not new, our approach of using IPF for arbitrary data debiasing is novel.

To briefly review, IPF is a iterative procedure for calibrating sample weights to match given population aggregates. It examines each individual aggregate iteratively and rescales the weights of the participating tuples if that aggregate is not satisfied. The process repeats until convergence\(^3\). For pseudocode and details, see \cite{56}.

4.2 Probabilistic Model Learning

It is important to understand when either of our two sample reweighting techniques will fail. For one, the Horvitz-Thompson estimator, which we are approximating by \(w(t)\), assumes the support of the sample is the same as the population; i.e. \(Pr_S(t) > 0 \forall t\). When this does not hold, e.g. when the sampling design is flawed, sample reweighting is inaccurate. Secondly, even if the support is the same, sample reweighting will fail when tuples exist in \(P\) but not in \(S\) because the sample will always say those tuples do not exist. This occurs with rare groups and small sample sizes. While

\[ S = \{ \text{one-hot encoded tuple } t, \text{ then } w(t) = \beta \cdot \theta^i \}\text{ where } \beta \text{ is a vector of weights.}\]

To solve for \(\beta\), we set up a system of linear equations, one for each \(c_{i,k}\). These equations enforce that, for aggregate \(i\), group \(k\) of \(G_p, \text{COUNT}(S)\) equals \(c_{i,k}\). Note that we enforce that \(w(t) \geq 0\) so each tuple in \(S\) gets some representation. Details can be found in \cite{56}.

4.1.1 Linear Regression Reweighting. Following propensity score research \cite{10, 49, 59}, we assume a tuple’s weight depends on the attributes of \(t\). In particular, we let \(w(t)\) be a linear combination of its attributes; i.e., if \(\theta^i\) represents the one-hot encoded tuple \(t\), then \(w(t) = \beta \cdot \theta^i\) where \(\beta\) is a vector of weights.

we could impute missing rows to \(S\), this risks losing important structural information \(S\) gives us partial information about the manifold \(P\) lives on) and slowing down queries.

Our solution is to build a probabilistic model of \(P\) using \(S\) and \(\Gamma\) and answer queries using this model \cite{22, 55}4. When building a probabilistic model, the first consideration is what kind of distributions to use. As we have no prior knowledge on the population, our main concern is choosing a distribution that can be learned from aggregate data. Similar to \cite{61}, we use a Bayesian network (BN) to model the population distribution as a Bayesian network is parameterized by aggregate queries and can scale to many attributes and large data \cite{29}. Unlike \cite{61}, which builds the BN from the sample only, the novelty of our BN framework is that it merges \(S\) and \(\Gamma\) into BN learning.

4.2.1 Why Standard Bayesian Network Algorithms Do Not Apply. A Bayesian network is a probabilistic graphical model representing a set of random variables and their conditional dependencies through a directed, acyclic graph. Each edge represents a conditional dependency factor of the form \(Pr(X_i|Pa(X_i))\) where \(Pa(X_i)\) are the parents of node \(X_i\). The example in Fig. 2 represents the joint distribution is \(Pr(E, DT, O, DE, F) = Pr(DT|E) Pr(O|DT) Pr(DE|O, DT) Pr(F|DE) Pr(E)\).

Standard BN learning algorithms assume access to the population \(P\), meaning we fundamentally cannot use standard, black-box BN learning algorithms as we do not have access to \(P\). We could learn the BN just using \(S\), but that ignores the population aggregate data \(\Gamma\). We cannot just use \(\Gamma\) as \(\Gamma\) may not have information on all the attributes. We need to combine \(S\) and \(\Gamma\) for the highest accuracy (we evaluate this hypothesis in \cite{56}). However, doing so is non-trivial, especially for parameter learning.

To see this, take the flights example from Fig. 2. Assume we have some sample \(S\) and one 2D population aggregate over \(DE\) (destination) and \(DT\) (distance). The first step is to learn the structure. Structure learning algorithms are either greedy (altering edges one at a time) or constraint-based (using independence tests to find a satisfying structure). For constraint-based algorithms, it is unclear how to test for independence over the attributes \(DE, DT, \) and \(E\) as only two of them are covered in the aggregate; therefore, we must use

\[ S = \{ \text{one-hot encoded tuple } t, \text{ then } w(t) = \beta \cdot \theta^i \}\text{ where } \beta \text{ is a vector of weights.}\]

\[ S = \{ \text{one-hot encoded tuple } t, \text{ then } w(t) = \beta \cdot \theta^i \}\text{ where } \beta \text{ is a vector of weights.}\]

\[ S = \{ \text{one-hot encoded tuple } t, \text{ then } w(t) = \beta \cdot \theta^i \}\text{ where } \beta \text{ is a vector of weights.}\]

\[ S = \{ \text{one-hot encoded tuple } t, \text{ then } w(t) = \beta \cdot \theta^i \}\text{ where } \beta \text{ is a vector of weights.}\]
a greedy algorithm. We must modify the greedy algorithm, however, to incorporate information from both the sample and the aggregates. We show our solution to this in Sec. 4.2.2.

Parameter learning raises an even greater challenge than structure learning. Suppose we learn the structure shown in Fig. 2. Further, suppose the aggregate gives us that the probability of a flight distance of 500 miles is 0.20. Take the edge from E to DT. How do we learn the parameters for this edge’s factor \( \Pr(DT | E) \)? We cannot learn the parameters from S as S may not have any flights traveling 500 miles. Further, how can we ensure that \( \Pr(DT = 500mi) = \sum_E \Pr(E) \Pr(DT = 500mi | E) \) is equal to 0.20? This problem becomes more complex as we add aggregates. We solve this in Sec. 4.2.3.

4.2.2 Learning Network Structure. As mentioned above, we adapt the greedy hill-climbing algorithm [31, 47]. The traditional hill-climbing algorithm’s goal is to find the structure that maximizes some score. At each step of the algorithm, it makes the “move” (adding, removing, or reversing a directed edge) that improves the score the most. If the score cannot be further improved, the algorithm terminates.

We modify the algorithm as follows. To focus on learning from the population before the sample, our algorithm runs in two phases: building from \( \Gamma \) and building from S. As \( \Gamma \) represents ground truth information, we want to build as many edges from \( \Gamma \) before adding edges from S. In the first phase, we make “moves” using \( \Gamma \) until all attributes from \( \Gamma \) are added to the network. Then, if there are any remaining attributes in S not in \( \Gamma \), we use S to continue building. For details and pseudocode, see [56].

4.2.3 Learning Network Parameters. As mentioned above, it is non-trivial how to learn the parameters using S and \( \Gamma \). Recall that BN parameters are learned by maximizing the likelihood of the data subject to the BN structure. Inspired by [20, 54] adding parameter sharing constraints to the BN parameter learning optimization, we instead add constraints enforcing each aggregate is satisfied. To our knowledge, we are the first to add aggregate constraints to BN parameter learning.

To see how the added constraints function, following Fig. 2, suppose an aggregate gives us that \( 0.2 \) percent of flights have \( O = KA \), \( DE = NM \), and \( ET = 60 \). Letting \( \theta_{ij,k} \) represent \( \Pr(X_i = j | Pa(X_i) = k) \), the added constraint from that aggregate is

\[
\sum_{dt \in \text{dom}(DT)} \sum_{f \in \text{dom}(F)} \theta_{dt, dr, \{60\}} \ast \theta_{O, KA, \{dt\}} \ast \theta_{O, NM, \{dt\}} \ast \theta_{F, f, \{NM\}} \ast \theta_{E, 60, 0} = 0.2
\]

Intuitively, by summing the joint probability over all possible values of the attributes that do not participate in the aggregate (e.g. \( \sum_{dt \in \text{dom}(DT)} \sum_{f \in \text{dom}(F)} \)), we are calculating the probability of the values that do participate (e.g. \( \Pr(O = KA, DE = NM, ET = 60) \)). We then enforce that this sum equals 0.2. Note that this formulation is non-linear.

For a mathematical formulation of our approach, see [56].

4.2.4 Query Answering. Once we have learned the probability distribution of our population, we can answer selection (point) queries probabilistically by calculating \( n \ast \Pr(X_1 = x_1, \ldots, X_m = x_m) \). To answer GROUP BY queries, we use the BN to generate K samples of data that are representative of the population via forward/logic sampling [35, 40, 61]. Once the samples \( S'_{E} \) are generated, tuples are uniformly scaled up (i.e. the weight of each tuple is \( |P|/|S'_{E}| \)), and the query is answered as it is for reweighted samples. After receiving \( K \) answers, we return the groups appearing in all \( K \) answers, averaging the aggregate value. Using \( K \) samples reduces the variance and the number of incorrect “phantom groups” (groups that are returned but do not exist).

4.3 Hybrid Query Evaluator

To perform OWQP, THEMIS’s hybrid approach integrates the previous two methods into a unified technique. For point queries, when a point query gets issued, if the tuple being queried is in the sample, we use the reweighted sample. Otherwise, we do direct BN inference. For GROUP BY queries, we return all values from our reweighted sample unioned with any groups that appear in the BN query but not the reweighted sample query.

The motivation for these techniques is due to the inherent problems with sample reweighting. If the tuple does not exist in the sample, the sample achieves poor accuracy. We are simply capturing this failure in our query evaluator by only using the BN answer to handle missing tuples or groups. The technique is critical when handling samples do not have the same support as the population, as shown in Sec. 6.

5 OPTIMIZATION

There are two main challenges to implementing our techniques efficiently: the potentially large number of aggregates\(^5\) and the nonlinearity of our BN constraints (Sec. 4.2.3). In regards to the former, each new aggregates adds a new constraint in our BN and linear regression solver and is one more iteration of weight rescaling in IPF. With the latter problem, it is well known that nonlinear constraints add complexity and makes solving constrained optimizations computationally expensive [60]. As our constraints are sums over tuples that do not participate in an aggregate, without simplifying, solving is intractable (see Sec. 6).

To solve these problems, we present two optimization techniques: pruning the least informative aggregates and simplifying the constrained optimization. Simplifying our

\(^5\)Infuse [2] has more that 900 aggregate queries.
constrained optimization is critical to the success of integrating $S$ and $Γ$ into parameter learning as it makes solving tractable and allows for optimizing each BN factor independently.

### 5.1 Aggregate Selection

Our goal is to reduce the number of aggregates, i.e. $|Γ|$, before using them in reweighting and Bayesian network learning. Given a budget $B$, the natural choice is to choose the $B$ most informative aggregates; i.e., the $B$ aggregates that minimize the distance between the true population distribution and some approximate distribution parametrized by the aggregates. We choose to minimize the Kullback-Leibler (KL) divergence because if we assume, like BNs, that our approximate distribution is a product distribution, we can use the fact that Chow-Liu trees [18] and their higher order counterparts minimize the KL divergence. Note that although $Γ$ can contain aggregates with $d_i > 2$, in Sec. 6, we limit ourselves to $d_i \leq 2$; therefore, we only present our optimization in terms of Chow-Liu trees (see [56] for extension to $d_i > 2$ via $k$-order t-cherry junction trees [14, 62]).

Similar to the problem with black-box BN techniques, we cannot use standard Chow-Liu algorithms as they assume access to the entire population. Therefore, we modify the Chow-Liu algorithm in two ways. First, we only add edges that have support in $Γ$, meaning we can calculate the mutual information from $Γ$ alone. Second, as our aggregate budget $B$ may be larger than the number of attributes, we allow for multiple iterations of our algorithm. To avoid creating duplicate tree edges, we disallow previous edges. Once our algorithm generates $B$ edges, we filter $Γ$ so that each $y_i$ must be equal to the attributes associated with one of the edges. See [56] for pseudocode.

### 5.2 Bayesian Network Simplification

Our most critical optimization is to simplify our constrained optimization. To make solving tractable, we want each BN factor $Pr(X_i | Pa(X_i))$ to be optimized independently with linear constraints. Recall that the BN structure is already known. To do this, we enforce a topological solving order (every parent node is optimized before its children nodes) and limit the aggregates added to our model.

To enforce linear constraints and independent solving, we restrict our model to only add aggregate constraints that act on single factors, i.e. aggregate constraints over a child node $X_i$ and its parents. This means for child node $X_i$, the constraints will only contain the product of the child parameter $θ_{i,j,k}$ with its ancestors because the other factors have been marginalized out. By itself, this has only reduced the number of product factors. The key is topological solving order. By insuring that the parents are solved for before the children, at the time of solving for $θ_{i,j,k}$ for a particular $X_i$, the ancestor terms are already known and become a constant in the constraint, meaning the $θ_{i,j,k}$ for $X_i$ are the only parameters. In summary, by removing aggregate constraints that act on multiple different BN factors, we can turn our nonlinear constraints into linear ones. Further, as we only include constraints on single factors and only those factor’s parameters are unknown, we can solve factors independently. See [56] for an example and mathematical formulation.

### 6 EVALUATION

In this section, we evaluate the accuracy and execution time of THEMIS for OWQP. We compare THEMIS’s hybrid approach to the standard AQP solution (uniform reweighting), sample reweighting, and Bayesian network generation. We briefly discuss THEMIS in comparison an AQP approach [30] that can be modified to leverage aggregates, but as their technique makes different assumptions and we were unable to get code from the authors, we only evaluate one of their techniques. We then investigate the performance of the two different sample reweighting techniques. For experiments on our Bayesian network learning techniques and the benefits of using our pruning technique, see [56]. We do not show timing results for our optimization from Sec. 5.2 as experiments did not finish in under 10 hours without using the optimization, indicating the necessity of the optimizations in making learning tractable. For implementation details see the source code at [5] and [56].

#### 6.1 Datasets

We use a flights dataset [6] (all United States flights in 2005) and an IMDB dataset [42] (actor-movie pairs released in the United States, Great Britain, and Canada). We preprocess the datasets to remove null values and bucketize the real-valued attributes into equi-width buckets. For the two real-world datasets, the attributes and their abbreviates are in Table 2.

<table>
<thead>
<tr>
<th>Flights</th>
<th>Abrev</th>
</tr>
</thead>
<tbody>
<tr>
<td>fl_date</td>
<td>F</td>
</tr>
<tr>
<td>origin_state</td>
<td>O</td>
</tr>
<tr>
<td>dest_state</td>
<td>SE</td>
</tr>
<tr>
<td>elapsed_time</td>
<td>E</td>
</tr>
<tr>
<td>distance</td>
<td>DT</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IMDB</th>
<th>Abrev</th>
</tr>
</thead>
<tbody>
<tr>
<td>movie_year</td>
<td>MY</td>
</tr>
<tr>
<td>movie_country</td>
<td>MC</td>
</tr>
<tr>
<td>name</td>
<td>N</td>
</tr>
<tr>
<td>gender</td>
<td>G</td>
</tr>
<tr>
<td>actor_birth</td>
<td>B</td>
</tr>
<tr>
<td>rating</td>
<td>RG</td>
</tr>
<tr>
<td>top_250_rank</td>
<td>TR</td>
</tr>
<tr>
<td>runtime</td>
<td>RT</td>
</tr>
</tbody>
</table>

Table 2: Flights and IMDB attributes.

*The S stands for the supported Corners sample.*
percent samples with a 90 percent bias, meaning 90 percent of the rows are from the selection criteria. We also take a corner states 10 percent sample with 100 percent bias (Corners).

It is important to understand the motivation for Corners compared to S Corners. Corners represents generating a sample by performing a selection on the population, a common use case. For example, US social media data is a 100 percent biased sample of the population of the US. Only users who have a social media account are in these samples. Because it is common for datasets on the web to be 100 percent biased (e.g. [7–9]) yet still serve as foundations for analysis, Themis needs to handle queries on these types of samples.

We likewise take three samples from IMDB: uniform (Unif), movie country of Great Britain (GB), and movies with ratings 1, 5, or 9 (SR159). We similarly give these 10 percent samples a 90 percent bias and take a 10 percent sample with 100 percent bias of the ratings sample (R159).

### 6.2 Experimental Setup

As real population reports typically have aggregates of one or two dimensions (e.g. Excel tables), we use \( d = 1 \) or 2 (see [56] for extended results on \( d = 3 \)). Note that as the dimensionality of all aggregates is the same, we use \( d \) rather than \( d_i \). We prune all possible aggregates to produce from \( B = 1 \) to 4 aggregates. Table 3 shows the aggregates chosen.

To measure accuracy, we run point queries\(^7\) where the query selection values are selected from the population’s light hitters (smallest values), heavy hitters (largest values), and random values (any existing value). We run 100 point queries for each of the three selections per attribute set. For Flights, we issue point queries over all possible attribute sets of size two to five (total of 26). For IMDB, as there are too many attributes to run all possible point queries, we randomly choose 20 three-dimensional attribute sets\(^8\). Lastly, we use the error metric of percent difference, \( 2 \times |true\_value - est\_value|/|true\_value + est\_value| \) rather than percent error to avoid over emphasizing errors where the true value is small and to ensure missed (not in the result but should exist) and phantom (in the result but should not exist) groups get the maximum error of 200 percent.

We also investigate how Themis performs for more advanced SQL aggregate queries. We run the six SQL queries~

\[ B = \begin{array}{c|c|c|c|c|c|c|c|c} \hline B & 1 & 2 & 3 & 4 \\ \hline Flights & E & DT & DE & DT & O & DT & F & DE \\ IMDB & MY & RT & RG & RT & MY & MC & MY & G \\ \hline \end{array} \]

Table 3: The 4 2D Flights and 4 2D IMDB data aggregates attributes chosen by the pruning technique.

### 6.3 Overall Accuracy

Using \( B = 4 \) and \( d = 2 \), we compare Themis’s hybrid approach (pink) to the standard AQP approach (uniform reweighting), best linear reweighting technique of IPF (orange), and the best Bayesian network technique of BB (blue) (BB means it uses both \( \Gamma \) and \( \delta \) to learn the BN).

Fig. 3 and Fig. 4 show boxplots of the percent difference of 100 heavy and 100 light hitter point queries across the samples. The median value is the black line and the average is the black X. For reference, Table 4 shows the percent improvement of the 25th, 50th, and 75th percentiles of Themis’s hybrid approach to uniform reweighting for Flights.

We see that for the samples that have the same support as the population (first three), Themis’s hybrid technique achieves the lowest error for heavy and light hitters. For the Flights sample without support (Corners), the BN technique (BB) performs best, but hybrid performs better than IPF, indicating that hybrid mitigates the problem of mismatching support, a key requirement for Themis’s applicability for real world use cases. For light hitters, BB performs better than IPF and AQP, and it is because of this that Themis’s hybrid approach achieves the lowest error for light hitters. Themis uses IPF in the rare case that the tuple is in the sample, which is why hybrid achieves lower error than BB.

BB does not perform best for R159 because of queries over the very dense attribute \( N \) (48,000 distinct values). BB learns that \( N \) is uniformly distributed and underestimates queries over \( N \) because all values are equally likely.

To examine how the amount of sample bias impacts accuracy, we measure the average percent difference for 100 random point queries using 4 2D aggregates on the Flights sample of Corners as we decrease the percent bias from 100 percent (Corners sample) to 90 percent (S Corners sample), shown in Table 5 and measure the average percent difference across the returned groups.

Finally, when measuring runtime (Sec. 6.5), as all reweighted samples are stored and accessed the same, we only look at the runtime for one reweighted sample.

---

\(^7\)We define a \( d \)-dimensional point query as \( \text{SELECT COUNT}(\ast) \text{ FROM R \ WHERE A1 = v1 \ AND \ldots \ AND Ad = vd.} \)

\(^8\)We use all attributes, not just those covered by aggregates.

### Table 4: Percent improvement of percentiles for hybrid compared to AQP for the queries from Fig. 3. The infinite value represents that hybrid has zero error.

<table>
<thead>
<tr>
<th>Hitters</th>
<th>Percentile</th>
<th>Unif</th>
<th>June</th>
<th>S Corners</th>
<th>Corners</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heavy</td>
<td></td>
<td>25</td>
<td>50</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.4</td>
<td>1.8</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>Light</td>
<td></td>
<td>25</td>
<td>50</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>
Figure 3: 100 heavy and light hitter point query percent difference for Flights biased samples ($B = 4$).

Figure 4: 100 heavy and light hitter point query percent difference for IMDB biased samples ($B = 4$).

Figure 5: Average percent difference of 100 random point queries for the SCorners using 4 2D aggregates as we decrease the percent bias.

As soon as the support is the same (bias < 100), sample reweighting techniques start performing significantly better. THEMIS’s hybrid approach is able to mitigate this difference and performs better than IPF for 100 percent bias.

Table 5: The six SQL queries run in Fig. 6. We leave out the GROUP BY clause and replace Flights with F for space.

<table>
<thead>
<tr>
<th>Id</th>
<th>Query</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SELECT O, AVG(E) FROM F</td>
</tr>
<tr>
<td>2</td>
<td>SELECT O, AVG(E) FROM F WHERE DE = 'CA'</td>
</tr>
<tr>
<td>3</td>
<td>SELECT DE, AVG(E) FROM F WHERE O = 'CA'</td>
</tr>
<tr>
<td>4</td>
<td>SELECT O, COUNT(*) FROM F WHERE E &lt; 120</td>
</tr>
<tr>
<td>5</td>
<td>SELECT DE, COUNT(*) FROM F WHERE E &lt; 120</td>
</tr>
<tr>
<td>6</td>
<td>SELECT t.o, s.DE, COUNT(*) FROM F t, F s WHERE f.DE=fs.o AND (f1.DE IN ['CO', 'WY'])</td>
</tr>
</tbody>
</table>

Figure 6: Average query error for six queries between Corners with 100 percent bias (C) and 98 percent bias (SC).

We further examine the impact of bias on accuracy on more complex SQL queries. Using the benchmark queries in IDEBench [25], we chose six SQL queries (Table 5) to show the strengths and weaknesses of THEMIS. We adapt them to be general GROUP BY queries which are supersets of the chained filter queries presented in [25], but we maintain the core properties of IDEBench queries that they have an aggregate, zero or more filter predicates, and zero or more joins. With the same setup as Fig. 5, we run the queries on Corners with 100 percent bias and 98 percent bias (SCorners) and measure the change in the average percent difference (Fig. 6). The queries are run on the post-bucketized data. The circle and horizontal line represent the results on Corners and SCorners, respectively. Note that the horizontal line is sometimes obfuscated by the circle, indicating little to no change in error.

First, all queries except Q3 demonstrate that hybrid and BB outperform the alternatives for 100 percent bias because they miss fewer groups. This does not hold for Q3 because the selection is the same as that for the bias; i.e., CA tuples are already present in the sample. This is also why there is no change in the error between Corners and SCorners.
<table>
<thead>
<tr>
<th></th>
<th>100</th>
<th>98</th>
<th>96</th>
<th>94</th>
<th>92</th>
<th>90</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bias</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O-DE</td>
<td>1.3</td>
<td>0.58</td>
<td>0.98</td>
<td>0.94</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>DT-DE</td>
<td>1.0</td>
<td>3.8</td>
<td>4.8</td>
<td>5.3</td>
<td>5.6</td>
<td>5.7</td>
</tr>
</tbody>
</table>

Table 6: Ratio of THEMIS relative to [30] for group by queries over O-DE and DT-DE.

Second, hybrid and BB perform suboptimal in Q2, Q3, and Q6 because they produce more phantom groups than the number of missed groups in IPF and AQP. As BB is a BN, unless BB has a factor (edge) containing all the attributes in a query, BB cannot know exactly which values exist or not in the population (a known problem with using probability distributions to answer queries [55]). Although BB mitigates this problem by using multiple generated samples to answer queries (Sec. 4.2.4), it still produces phantom groups. Q1, Q4, and Q5 are all over attribute pairs that are contained in an edge in BB, meaning BB will not generate phantom groups and have excellent performance.

Lastly, Q6 is a join query looking at flights with a layover in CO or WY. We see that due to phantom tuples, BB and hybrid are not optimal for S Corners, but IPF achieves the lowest error, far surpassing AQP. IPF more accurately rebalances the underrepresented flights leaving CO and WY in the sample.

Finally, we compare THEMIS to the technique presented in [30]. This, as far as we know, is the only AQP technique that does not require access to the population and can be modified to leverage the aggregates (see Sec. 7). However, note that [30] assumes a normally distributed error in query answers and access to a light hitter index, which does not hold in our setting. As we were unable to get the code, we examine their technique of reformulating the joint probability with conditional probabilities for two attributes as we increase the bias. Their motivation for this query rewrite was to reuse prior query answers, but we can modify it to use aggregate query answers.

With the same setup as for Fig. 5, we measure the ratio of hybrid’s error over [30]’s error (i.e. $\text{err}_{\text{THEMIS}} / \text{err}_{[30]}$) using one 1D aggregate over O. We issue GROUP BY COUNT (+) queries over the attribute pairs O-DE and DT-DE. We use hybrid to answer the query directly and, following the technique from [30], use the known distribution of O with the conditional probability from the sample to answer the query. The results are shown in Table 6.

For the query over O-DE, THEMIS achieves approximately the same error as [30]. It is, on average, 0.96x the error of [30]. The outlier is for the 98 percent bias where hybrid is 0.58x the error of [30]. This is because hybrid has more phantom groups than the sample has missing groups. For the query over DT-DE, THEMIS achieves the lowest error. THEMIS is able to debias the sample using the aggregate information, while [30] cannot use the information and is equivalent to the standard AQP approach of uniform reweighting. As the number of aggregates increase, THEMIS is able to learn from all of the aggregate information, while [30] must choose which information to use per query.

For experiments showing how changing the number and dimensionality of the aggregates impacts accuracy, see [56].

6.4 Sample Reweighting Performance

We now compare the two different sample reweighting techniques of linear regression (LinReg) and IPF. We focus on comparing how they perform on the different Flights samples by measuring error on 100 random point queries using 4 2D aggregates.

Fig. 7 shows the percent difference of LinReg, IPF, and AQP. Note that AQP does not achieve near zero error on Unif because some of the random point queries are over light hitters which are not in the sample. We see clearly that IPF outperforms LinReg on all cases. While LinReg does outperform AQP in all biased samples, it does not outperform IPF due to correlations in the data. For example, to satisfy aggregates on the DT attribute, LinReg will add weight to the highly correlated attribute values of E. This will help satisfy aggregates on DT but will overall hurt performance because any other tuple with the correlated attribute values will have an incorrect weight.

From Fig. 7, it may seem that IPF is always superior to LinReg, but when the data is uncorrelated, LinReg should achieve approximately the same error as IPF. Further, if more rows are added to the sample, LinReg does not have to be retrained while IPF does.

6.5 Execution Time

Lastly, we examine the query execution time and solver time of the different approaches. We run all timing experiments on the IMDB SR159 sample as IMDB has the larger active domain. For the query execution time, we run 100 random point queries. As the query execution time did not noticeably
change as we added more 2D aggregates, we only report results for 4 2D aggregates.

We find that running a query over a reweighted sample (i.e. AQP, LinReg, IPF, or a BN reweighted sample) takes, on average, 25.3 ms. A query issued directly on a BN takes, on average, 2.07 ms. See [56] for execution time results on other BN variations.

As the main bottle neck to using these methods is the solver time, we report the time it takes to learn the structure for BB and the time it takes to learn the parameters of LinReg, IPF, and BB in Table 7 as we increase the number of aggregates.

We see that the structure learning time is negligible compared to the solver time for BB. LinReg is the fastest, followed by IPF, and then by BB. The solver time increases with all methods as we increase the number of 1D aggregates. Surprisingly, as we add more 2D aggregates, the solver time of BB decreases. This is because as we add more 2D constraints to our model, the constraint solver has more direct equality constraints which are instantaneous to solve for.

For more execution time results, see [56].

### 7 RELATED WORK

Our technique is related to population synthesis where the goal is to directly generate a population dataset from a sample and either historical population data [46] or aggregate data [12, 26, 41, 45, 51, 61]. THEMIS, however, combines two different techniques, does not assume the sample is representative, and more accurately answers queries over tuples not in the sample.

Our technique is related to bootstrapping, which is a resampling technique for understanding the uncertainty in queries during AQP [16, 44, 50, 68], but in THEMIS, the sample is not representative of the population and the sample probabilities are not known, a requirement for accurate bootstrap.

As discussed in Sec. 1, standard AQP techniques cannot be applied to OWQP. Most related to THEMIS is the work in AQP that reuses past or known results [30, 57, 58]. [58] uses pre-computed data cube aggregates to improve sample query accuracy, but it is required that the dimensions of the data cube match that of the aggregate queries, which is not true in THEMIS. [30] assumes sample query errors to be normally distributed and requires a light hitter index, and [57] assumes accurate knowledge of the query error. Neither of these conditions hold or are available in THEMIS.

From a data integration standpoint, THEMIS is closely related to answering queries over views (samples) [33, 43] but we model the data missing from the data sources whereas data integration deals with knowing when answers are certain or not. In regards to data cleaning [15, 38, 64], while THEMIS is trying to infer missing values from the sample, we are missing entire rows, not just attribute values.

Lastly, THEMIS is related to the machine learning fields of one class classification [32, 39], learning from aggregate labels [13, 17, 53], removing bias from machine learning algorithms [27, 67], handling selection bias for downstream models [36, 65], and calculating propensity scores [49, 59]. The fundamental difference is that THEMIS only has the sample that sampled with some unknown distribution and does not have any data outside of the sample. A possible solution is to generate the data outside of the sample [34]. We leave this possible technique as future work.

Using aggregates constrain query answers is the work of [63]. The work in [48] discusses using Bayesian networks to approximate a data cube. Our work is similar to both of these except our goal is not to merely answer queries but to also debias a sample.

The work of [31] uses BNs over relations to do selectivity estimation for queries. [52] performs conjunctive query selectivity estimation using both samples and synopses. THEMIS also uses samples and synopses (synopses are population histograms). Our overall goal, however, is to debias the data.

### 8 CONCLUSION

We introduce a novel query processing paradigm, OWQP. We then present THEMIS, the first prototype OW-DBMS that uses a biased sample and population-level aggregate information to perform OWQP. More importantly, our data debiasing is automatic. THEMIS’s hybrid approach merges sample reweighting with population probabilistic modeling to achieve a 70 percent improvement in the median error when compared to uniform reweighting for heavy hitter queries. Further, as shown in Fig. 5, THEMIS is robust to differences in the support between the sample and population.

Future work is to extend THEMIS to support continuous data by extending our BN to allow for continuous distributions, as done in [28]. We further want to integrate multiple samples into the debiasing process and investigate alternative techniques to integrate the sample and population into our probabilistic model.
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