
CSE 427 Computational Biology

Lecture 4
Protein function prediction
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Today
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• Protein function and structure

• Gene Ontology: vocabulary of protein functions
• Protein function prediction



Today: what can we do by finding similar sequence?
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• Protein function prediction
• Find similar sequence
• Supervised learning (e.g., k-NN) for function prediction



What is protein function prediction?
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Human body = country

Single cell = town

Protein function = 
fireproof, soundproof, etc.

Solution: find proteins with similar sequences

Goal: classify each protein into its protein functions  (multi-label)

Protein = brick, window, 
carpet, etc.



Protein: sequence to structure to function

source: https://zhaolab.shanghaitech.edu.cn/research.html



What we want to maintain?

Translation equivariance: X + g
Rotation equivariance: QX
The embedding of the protein remains the same for any g and any Q.



translation, rotation and reflection invariance

Satorras, Vıćtor Garcia, Emiel Hoogeboom, and Max Welling. "E (n) equivariant graph neural networks." International Conference on Machine Learning. PMLR, 
2021.
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translation, rotation and reflection equivariance
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Predict the binding site between a protein and a compound



Protein structure: drug binding
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Today
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• Protein function and structure
• Gene Ontology: vocabulary of protein functions

• Protein function prediction



Three widely used databases for project 
functions

• Enzyme Commission (EC), Transporter Classification (TC)
• Kyoto Enclyclopedia of Genes and Genomes (KEGG)
• Gene Ontology (GO): molecular function, biological 

process, and cellular component.  
• More than 30K functions
• many-to-many relationship between proteins and 

functions



Three widely used databases for project 
functions

• Enzyme Commission (EC), Transporter Classification (TC)
• Kyoto Enclyclopedia of Genes and Genomes (KEGG)
• Gene Ontology (GO): molecular function, biological 

process, and cellular component.  
• More than 30K functions
• many-to-many relationship between proteins and 

functions



KEGG



KEGG







Three widely used databases for project 
functions

• Enzyme Commission (EC), Transporter Classification (TC)
• Kyoto Enclyclopedia of Genes and Genomes (KEGG)
• Gene Ontology (GO): molecular function, biological 

process, and cellular component.  
• More than 30K functions
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functions



www.geneontology.org

Gene Ontology widely adopted 

AgBase



What is Gene Ontology

• The Gene Ontology: “a controlled vocabulary that 
can be applied to all organisms even as knowledge 
of gene and protein roles in cells is accumulating 
and changing” Kyoto Enclyclopedia of Genes and 
Genomes (KEGG)

• A controlled vocabulary to describe gene 
products - proteins and RNA - in any organism.
• Enable transferring knowledge across species



Less specific

More specific

Gene Ontology: A directed acyclic graph



is_a

   is_a

DNA binding is a type of 
nucleic acid binding.

Nucleic acid binding is a
type of binding. 

Molecular function ontology



Today
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• Protein function and structure
• Gene Ontology: vocabulary of protein functions
• Protein function prediction



Problem setting for protein function prediction
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MAEAPQVVEIDP……RPRSGTWPLP

SVLLRSGLGPLG……VVAGFELAWQ

MAEAPQVVEIDP……TWPLPRPEFS

Protein 1

Protein 2

Protein 3

Known association
Unknown association

Feature extraction

Label modeling

Classifier
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Introduction to machine learning classification

source: https://datahacker.rs/008-machine-learning-multiclass-classification-and-softmax-function/



Problem setting for protein function prediction
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How did we get the known associations 
(training data)?

• The Gene Ontology: “a controlled vocabulary that 
can be applied to all organisms even as knowledge 
of gene and protein roles in cells is accumulating 
and changing” Kyoto Enclyclopedia of Genes and 
Genomes (KEGG)

• A controlled vocabulary to describe gene 
products - proteins and RNA - in any organism.
• Enable transferring knowledge across species

source: EMBL-EBI industry workshop 2016



The Gene Ontology

is like a dictionary


Term: transcription initiation

Definition: Processes involved 

in the assembly of the RNA 

polymerase complex at the 

promoter region of a DNA 

template resulting in the 

subsequent synthesis of 

RNA from that promoter.


Parent nodes: GO:0002221, is-a


ID: GO:0006352

Each

concept has:

•Name

•Definition

•ID

•Parent nodes



What is Gene Ontology

• The Gene Ontology: “a controlled vocabulary that 
can be applied to all organisms even as knowledge 
of gene and protein roles in cells is accumulating 
and changing” Kyoto Enclyclopedia of Genes and 
Genomes (KEGG)

• A controlled vocabulary to describe gene 
products - proteins and RNA - in any organism.
• Enable transferring knowledge across species
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NLP could be very helpful here!

• The Gene Ontology: “a controlled vocabulary that 
can be applied to all organisms even as knowledge 
of gene and protein roles in cells is accumulating 
and changing” Kyoto Enclyclopedia of Genes and 
Genomes (KEGG)

• A controlled vocabulary to describe gene 
products - proteins and RNA - in any organism.
• Enable transferring knowledge across species



Manual annotation: high-quality labelled data, 
key for ML

• The Gene Ontology: “a controlled vocabulary that 
can be applied to all organisms even as knowledge 
of gene and protein roles in cells is accumulating 
and changing” Kyoto Enclyclopedia of Genes and 
Genomes (KEGG)

• A controlled vocabulary to describe gene 
products - proteins and RNA - in any organism.
• Enable transferring knowledge across species



Electronic annotation

• The Gene Ontology: “a controlled vocabulary that 
can be applied to all organisms even as knowledge 
of gene and protein roles in cells is accumulating 
and changing” Kyoto Enclyclopedia of Genes and 
Genomes (KEGG)

• A controlled vocabulary to describe gene 
products - proteins and RNA - in any organism.
• Enable transferring knowledge across species



Let’s take a look at this database

• The Gene Ontology: “a controlled vocabulary that 
can be applied to all organisms even as knowledge 
of gene and protein roles in cells is accumulating 
and changing” Kyoto Enclyclopedia of Genes and 
Genomes (KEGG)

• A controlled vocabulary to describe gene 
products - proteins and RNA - in any organism.
• Enable transferring knowledge across species



https://www.ebi.ac.uk/ols/ontologies/go

• The Gene Ontology: “a controlled vocabulary that 
can be applied to all organisms even as knowledge 
of gene and protein roles in cells is accumulating 
and changing” Kyoto Enclyclopedia of Genes and 
Genomes (KEGG)

• A controlled vocabulary to describe gene 
products - proteins and RNA - in any organism.
• Enable transferring knowledge across species



http://current.geneontology.org/products/
pages/downloads.html

• The Gene Ontology: “a controlled vocabulary that 
can be applied to all organisms even as knowledge 
of gene and protein roles in cells is accumulating 
and changing” Kyoto Enclyclopedia of Genes and 
Genomes (KEGG)

• A controlled vocabulary to describe gene 
products - proteins and RNA - in any organism.
• Enable transferring knowledge across species



A good dataset for ML

• The Gene Ontology: “a controlled vocabulary that 
can be applied to all organisms even as knowledge 
of gene and protein roles in cells is accumulating 
and changing” Kyoto Enclyclopedia of Genes and 
Genomes (KEGG)

• A controlled vocabulary to describe gene 
products - proteins and RNA - in any organism.
• Enable transferring knowledge across species



Problem setting for protein function prediction
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Feature extraction

• Step 1: what features are we going to use to represent a protein
• Sequence
• Structure
• Network

• Step 2: How to convert these features into numeral vectors that 
computer can understand?
• Feature embedding



Gene id name mapping tool
https://www.uniprot.org/uploadlists/



Sequence of BRCA1
https://www.ncbi.nlm.nih.gov/protein/NP_036646?report=fasta



Feature extraction

• Step 1: what features are we going to use to represent a protein
• Sequence
• Structure
• Network

• Step 2: How to convert these features into numeral vectors that 
computer can understand?
• Feature embedding



Converting proteins to numeral features

source: Deep learning for drug repurposing: methods, databases, and applications



Truncation and zero-padding to have a 
matched length



Protein protein network



Protein protein network

source: A Survey on Network Embedding



Classifier



Problem setting for protein function prediction
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Problem setting

• Input: 
• Features: sequence of known proteins
• Known annotations: <Gene Ontology i, protein j>
• Label graph: gene ontology graph

• Output:
• Unknown annotations: Should we annotate 

protein k to gene ontology q?



Data Driven Machine Learning Approach

Protein 
Function 

Data

Key idea: Learn from known data and Generalize to unseen data 

Input: sequence features

Output: function category

Classifier: 
Map Input to 

Output


Training 
Data

Test Data

Training

Test

Training: Build a classifier

Test: Test the model 

Prediction

New DataSplit



kNN-based (fiind similar proteins)

• The easiest way to infer the molecular function of 
an uncharacterized sequence is by finding a similar 
and annotated sequence

• BLAST (sequence-sequence local alignment tool)  
(e.g., Blast2GO)

• Problem:
• Find similar sequence (sequence aligment)
• Use these sequences to transfer annotation



kNN-based (fiind similar functions)

•     The Function Association Matrix, describes the 
probability that two GO terms are associated to the 
same protein based on the frequency at which they 
co-occur in UniProt sequences. 

•     For example, the biological process ‘‘positive 
regulation of transcription, DNA-dependent’’ is 
strongly associated with the molecular function ‘‘DNA 
binding activity’’ (P(GO:0045893|GO:0003677) = 
0.455).

• Predict non-observed GO terms based on observed 
ones



Network-Based Approach

• Protein-protein interaction network
• Closer that two nodes are in the network, 

the more functionally similar they will be 
in terms of cellular pathway or process as 
opposed to molecular function

• Non-neighboring proteins with similar 
network connectivity patterns can have 
similar molecular functions



Network distance is correlated to GO 
annotation similarity

Sharan et al., Molecular Systems Biology, 2007



Less specific

More specific

Gene Ontology: A directed acyclic graph



Label modeling
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• Transfer across species

• Zero-shot/few-shot problem



Training data: How many proteins do we 
have annotations?

Sharan et al., Molecular Systems Biology, 2007



Model organism



Model organism

They are like ImageNet in CV and 20 
NewsGroup in NLP

http://image-net.org/


Current State of Function of Model 
Genome Annotation



Current State of Function of Model 
Genome Annotation

More similar to human and more expensive



transfer knowledge from other species to human

[Wang et al. PSB2017]

Human proteins

Mouse proteins

Yeast proteins

63

Hierarchy of functions



Transfer knowledge from other species to human

A unique heterogeneous network dataset

• Nodes: 16K human proteins, 16K mouse proteins, 6K yeast proteins, 
11K fruit fly proteins, 13K worm proteins

• Edges: 7 edge types
• Labels: 227K protein function associations

Wang et al. PSB2017

Human proteins

Mouse proteins

Yeast proteins
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Hierarchy of functions
Transfer 
experimental
results



Input Gold standard

Key challenge: novel functions

Unannotated proteins
Annotated reference proteins

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict
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 Novel function
Function seen in the reference dataUnannotated cells

Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

How to correctly classify proteins into novel functions?
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Input Gold standardkNN predictions

Unannotated proteins
Annotated reference proteins

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

 Novel function
Function seen in the reference dataUnannotated cells

Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Existing methods cannot annotate novel functions



Zero-shot learning: classify samples into novel classes using side 
information/class attributes
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Input Gold standardkNN predictions

Existing methods cannot annotate novel functions

Unannotated proteins
Annotated reference proteins

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

 Novel function
Function seen in the reference dataUnannotated cells

Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict
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Lion

Leopard

Jaguar

Snow leopard

Tiger

Cat

Ontology of great cats

ONTOLOGICAL CLASSIFICATION 
OF UNSEEN ANIMALS
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Lion

Leopard

Jaguar

Snow leopard

Tiger

Cat

Ontology of great cats

ONTOLOGICAL CLASSIFICATION 
OF UNSEEN ANIMALS

?
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Lion

Leopard

Jaguar

Snow leopard

Tiger

Cat

Ontology of great cats

ONTOLOGICAL CLASSIFICATION 
OF UNSEEN ANIMALS
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General

Specific

“is_a” relationship

Each node is a function. 23k functions in total.

solution: use gene ontology as side information
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Seen functions

solution: use gene ontology as side information
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Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Protein embedding space

solution: use gene ontology as side information

Seen functions
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Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

solution: use gene ontology as side information

Protein embedding space

Seen functions
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Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

solution: use gene ontology as side information

Protein embedding space

Seen functions



How to classify a test sample using class embeddings?

SARS
MERS

Rat coronavirus
Pig coronavirus

Embeddings ℝd

Input:

Desired output:

Sample features
(e.g., patient symptom lists)

Class embeddings
(e.g., disease embeddings)

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Never-before-seen class

Beta coronavirus

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Test sample
Training sample

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict
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Draw boundaries according to the midpoint between class embeddings

Unannotated cells
Annotated cells

Single cells

Step 3
Project single cellsTransformation

Class embedding spaceSample embedding space

Test sample
Training sample

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict
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SARS

MERS

Rat coronavirus

Pig coronavirus

Training: find a transformation that projects each 
training sample close to the embedding of its class



Unannotated cells
Annotated cells

Single cells

Step 3
Project single cellsTransformation

Class embedding spaceSample embedding space

Test sample
Training sample

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict
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Training: find a transformation that projects each 
training sample close to the embedding of its class

SARS

MERS

Rat coronavirus

Pig coronavirus

Draw boundaries according to the midpoint between class embeddings



Test: project test samples using the same transformation

Unannotated cells
Annotated cells

Single cells

Step 3
Project single cells

Unannotated cells
Annotated cells

Single cells

Step 3
Project single cells

Transformation

Class embedding spaceSample embedding space

Test sample
Training sample

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict
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SARS

MERS

Rat coronavirus

Pig coronavirus
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Unannotated cells
Annotated cells

Single cells

Step 3
Project single cells

Unannotated cells
Annotated cells

Single cells

Step 3
Project single cells

Key contribution: these test samples are 
classified into never-before-seen class

Class embedding spaceSample embedding space

Test sample
Training sample

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Test: classify samples to the nearest class

SARS

MERS

Rat coronavirus

Pig coronavirus

Transformation



Test stage:
Classify to the nearest class.

The Math: 
use class embeddings to classify samples

Training stage:
Find transformation  that maximizes  if training sample  belong to class  (i.e., ).W ̂yij i j yij = 1

Pr(z | j) =
ezWxT

j

∑k ezWxT
k

min
W

−
m

∑
i=1

c

∑
j=1

yij log ̂yij

̂yij =
e fiWxT

j

∑k e fiWxT
k

Feature of training sample  (input)i

Could be other neural network architectures 
(parameter)

Class embedding of class  (input)j

Feature of the test sample 

Loss 
function:
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Experimental setting:
classify proteins into functions 

Input:

Desired output:

Hierarchy of 13k protein functions

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Function A

Function B

Function D

Function C

Function E
Test proteins
Training proteins
Unannotated cells
Annotated cells

Unannotated cells

Seen cell types
Unseen cell types

Annotated cells

Machine learning 
classifier

Input Predict

Feature representation of 60k 
proteins from 5 species
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Significant improvement in few-shot classes on all 
five species

Protein network embeddings without using class Hierarchy [Cho et al. 2015]
Heterogeneous network integration [Mostafavi and Morris, 2010]
Hierarchical classification of class Hierarchy [Sokolov and Ben-Hur, 2010]

Our method [Wang et al. 2015]

Mouse biological process

Number of training samples
A

U
RO

C

Human biological process

Number of training samples

A
U

RO
C

87Wang et al. Bioinformatics, ISMB2015 (best student paper candidate)



Protein network embeddings without using class Hierarchy [Cho et al. 2015]
Heterogeneous network integration [Mostafavi and Morris, 2010]
Hierarchical classification of class Hierarchy [Sokolov and Ben-Hur, 2010]

Our method [Wang et al. 2015]

Mouse biological process

Number of training samples
A

U
RO

C

Human biological process

Number of training samples

A
U

RO
C

Wang et al. Bioinformatics, ISMB2015 (best student paper candidate) 88

16% improvement in
classes with very few samples

Significant improvement in few-shot classes on all 
five species



Tools and Resources



Tools and Resources



Conclusion

• Sequence alignment is the foundation of protein 
function prediction

• Important databases and tools
• KEGG, GO
• Gene name mapping
• NCBI reference sequence
• CAFA
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