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Why do we want to formulate comp bio 
tasks to NLP problems

• Prior : 
- NLP tasks can be solved by powerful language models (chatGPT, GPT4)
- These models provide prior knowledge obtained from millions of scientific articles

• Likelihood:
- Bio data is the likelihood. They often have small size.

Image from https://medium.com/swlh/naive-bayes-27c896012899

https://medium.com/swlh/naive-bayes-27c896012899


An example: movie recommendation system

https://developers.google.com/machine-learning/recommendation/collaborative/matrix



More accurate recommendation if ratings are provided

https://developers.google.com/machine-learning/recommendation/collaborative/matrix
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• Decompose rating matrix can more accurately recommend 
movies because ratings are more informative than watch history.



Cold Flu SARS MERS COVID-19

Cold Flu SARS MERS COVID-19

Fever? N Y Y Y Y
Difficulty 
breathing?

N N Y maybe maybe

Runny nose? Y Y maybe N maybe

Cold Flu SARS MERS COVID-19

Fever? 5% 90% 95% 90% 95%
Difficulty 
breathing?

3% 10% 95% 50% 45%

Runny nose? 90% 90% 50% 2% 55%

Less 
informative

More 
informative

• More fine-grained, informative data leads to better downstream performance
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NLP (language models) for providing fine-grained 
information



Supervised classification

https://towardsdatascience.com/logistic-regression-and-decision-boundary-eab6e00c1e8

• Features: determine where the data point locates
• Class label: determine the “color” of the data points
• Goal: find a decision boundary using features + class label 



Training of a text classifier

https://towardsdatascience.com/logistic-regression-and-decision-boundary-eab6e00c1e8

• Every text paragraph (a pair of disease and symptom) is a data 
point



Cold Flu SARS MERS COVID-19

Cold Flu SARS MERS COVID-19

Fever? N Y Y Y Y
Difficulty 
breathing?

N N Y maybe maybe

Runny nose? Y Y maybe N maybe

Cold Flu SARS MERS COVID-19

Fever? 5% 90% 95% 90% 95%
Difficulty 
breathing?

3% 10% 95% 50% 45%

Runny nose? 90% 90% 50% 2% 55%

Less 
informative

More 
informative

Can we get more fine-grained information?



Predict if running nose is a symptom of SARS?

https://towardsdatascience.com/logistic-regression-and-decision-boundary-eab6e00c1e8

• Step 1: obtain the feature by asking a question to chatGPT
• Step 2: use this feature to obtain the label based on the decision 

boundary



Recap and discussion

https://towardsdatascience.com/logistic-regression-and-decision-boundary-eab6e00c1e8

• Original problem: we observe the associations between some 
symptoms and some diseases. We want to identify the missing 
ones.

• NLP formulation: use chatGPT to obtain a text sentence between 
every pair of symptom and disease and then classify sentence.

• Why it works? chatGPT might provide more informative features 
from millions of scientific papers. (This is a hypothesis)



What other comp bio problems can be  formulated to 
NLP tasks?

https://towardsdatascience.com/logistic-regression-and-decision-boundary-eab6e00c1e8

• If we have feature names, we can use chatGPT to append the 
feature

• If we have class names, we can use chatGPT to convert class 
labels to class feature vectors.

• If we have both, we can use chatGPT to obtain more labelled 
data.



What other comp bio problems can be  formulated to 
NLP tasks?

https://towardsdatascience.com/logistic-regression-and-decision-boundary-eab6e00c1e8

TP53 KMT2A EGFR MAPK1 ERBB2

Breast cancer 1 0 0 1 1

Lung cancer 0 0 1 0 0

Breast cancer 1 1 0 0 0

? 1 1 1 0 0



Find problems with the same problem setting

Content-based 
recommendation



What other comp bio problems can be  formulated to 
NLP tasks?

https://towardsdatascience.com/logistic-regression-and-decision-boundary-eab6e00c1e8

• If we have feature names, we can use chatGPT to append the 
feature

• If we have class names, we can use chatGPT to convert class 
labels to class feature vectors.

• If we have both, we can use chatGPT to obtain more labelled 
data.



Annotation serves as basis for biological systems analysis 
Chemical Compound

DrugBank
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Annotation serves as basis for biological systems analysis 
Chemical Compound Transcription

Chromatin accessibility annotation
(Nature Protocols 2022)DrugBank
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Annotation serves as basis for biological systems analysis 
Chemical Compound Transcription Histology

Chromatin accessibility annotation
(Nature Protocols 2022)DrugBank

Human cortex annotation
(Nature Neuroscience 2021)
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Annotation serves as basis for biological systems analysis 
Chemical Compound Transcription Histology Humans

Chromatin accessibility annotation
(Nature Protocols 2022)DrugBank

Human cortex annotation
(Nature Neuroscience 2021)

Electronic Health Records
(Nature Outlook 2019)

• Annotation is vital for biological systems analysis across multiple levels
20



Annotation with pre-defined Controlled Vocabularies 
Gene Ontology

(Nature Genetics 2020)

43,329 terms
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Annotation with pre-defined Controlled Vocabularies 
Gene Ontology Cell Ontology

(Nature Genetics 2020)
(iScience 2021,

Genome Biology 2020)

43,329 terms 2,311 terms
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Annotation with pre-defined Controlled Vocabularies 
Gene Ontology Cell Ontology Enzyme Commission Ontology

(Nature Genetics 2020)

• Current Annotation paradigm classifies instances into Controlled Vocabularies 

(iScience 2021,
Genome Biology 2020)

(Genomics 2001,
BMC Bioinformatics 2000)

43,329 terms 2,311 terms 8,067 terms

23



• CVs cannot annotate new discoveries

- New cell types are not in the cell type CVs
• CVs might not be precise

- We don’t have enough CVs
- One CV term fits many instances is too 

coarse
• CVs might not be expressive

- Short phrase of one or two words might be 
ambiguous

These three limitations become worse in large datasets and new technology

New cell type

Limitations of using controlled vocabularies (CV)

24

(Nature, 2018)
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Limitations of using controlled vocabularies (CV)

• CVs cannot annotate new discoveries
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Benefits of using sentences to annotate each data point

• CVs cannot annotate new discoveries
- Generate sentences on-the-fly to describe new findings

• CVs might not be precise
- The space of sentences is scaled to the space of new 

biological datasets

• CVs might not be expressive
- Sentences are much longer and expressive than phrase

Our solution: Translate biological instances into sentences

27



BioTranslator: A machine translation framework for 
translating biological data to human language

A complex network of interacting proteins
and enzymes is required for DNA replication.

A cell found in the embryo before the 
formation of all the gem layers is complete.

The removal of sugar residues from a 
glycosylated protein.

Machine Translation
Input: A biological data instance

SVLLRSGLGPLCAARAA ......VVAGFELAWQ
Protein sequence

Gene expression

Pathway

Output: sentence annotation

28



BioTranslator: A machine translation framework for 
translating biological data to human language

A complex network of interacting proteins
and enzymes is required for DNA replication.

A cell found in the embryo before the 
formation of all the gem layers is complete.

The removal of sugar residues from a 
glycosylated protein.

Machine Translation
Input: A biological data instance

SVLLRSGLGPLCAARAA ......VVAGFELAWQ
Protein sequence

Gene expression

Pathway

Output: sentence annotation

• Input: Various biological data modalities, gene expression, protein, 
etc

29



BioTranslator: A machine translation framework for 
translating biological data to human language

A complex network of interacting proteins
and enzymes is required for DNA replication.

A cell found in the embryo before the 
formation of all the gem layers is complete.

The removal of sugar residues from a 
glycosylated protein.

Machine Translation
Input: A biological data instance

SVLLRSGLGPLCAARAA ......VVAGFELAWQ
Protein sequence

Gene expression

Pathway

Output: sentence annotation

• Output: Biomedical textual descriptions of input modalities

30



Three main applications of BioTranslator

A complex network of interacting proteins
and enzymes is required for DNA replication.

A cell found in the embryo before the 
formation of all the gem layers is complete.

The removal of sugar residues from a 
glycosylated protein.

Machine Translation
Input: A biological data instance

SVLLRSGLGPLCAARAA ......VVAGFELAWQ
Protein sequence

Gene expression

Pathway

Output: sentence annotation

• Protein-to-text: Annotate new proteins
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BioTranslator: A machine translation framework for 
translating biological data to human language

A complex network of interacting proteins
and enzymes is required for DNA replication.

A cell found in the embryo before the 
formation of all the gem layers is complete.

The removal of sugar residues from a 
glycosylated protein.

Machine Translation
Input: A biological data instance

SVLLRSGLGPLCAARAA ......VVAGFELAWQ
Protein sequence

Gene expression

Pathway

Output: sentence annotation

• Protein-to-text: Annotate new proteins

• Single-cell-to-text: Discover new cell types

• Gene-pathway-to-text: interpretable analysis
33



Applications 1: zero-shot protein function prediction

34

• Current methods use the Gene Ontology as controlled 
vocabularies



Gene Ontology has predefined hierarchical structures

35

The Gene Ontology tree

13

Each GO term represent one protein function class.

43,329 terms

(Nature Genetics 2020)

Metabolic process

Small Molecule
Metabolic process

• Each term is a protein function class



Gene Ontology is one type of controlled vocabulary

36

The Gene Ontology tree

13

Each GO term represent one protein function class.

43,329 terms

(Nature Genetics 2020)

Metabolic process

Small Molecule
Metabolic process

• Current methods formulate it as a multi-label classification task

• Cannot predict novel functions



Our solution: Translate proteins into textual descriptions

• Input: Protein sequences

37

MAEAPQVVEIDP……RPRSGTWPLP

SVLLRSGLGPLG……VVAGFELAWQ

MAEAPQVVEIDP……TWPLPRPEFS

Translator



Applications 1: zero-shot protein function prediction

• Output Text: Protein function definition (Gene Ontology)

38

MAEAPQVVEIDP……RPRSGTWPLP

SVLLRSGLGPLG……VVAGFELAWQ

MAEAPQVVEIDP……TWPLPRPEFS

Translator

The series of molecular signals 
initiated by nodal protein…… 

The removal of sugar residues 
from a glycosylated protein. 

Binding to a C5a anaphylatoxin 
chemo-tactic receptor…… 



GO:XXX
XXXX...

GO:XXX
XXXX…

GO:00159
80 …

GO:00061
12 …

GO:XXX
XXXX…

GO:XXX
XXXX…

GO:XXX
XXXX

…

GO:XXX
XXXX…

GO:0015980: 
The chemical reactions and pathways by which a cell 
derives energy from organic compounds; results in the 
oxidation of the compounds from which energy is 
released.

How we annotate new protein functions through translation?
Existing classes

39



GO:0006112: 
The chemical reactions and pathways by which a cell 
derives energy from stored compounds such as fats or 
glycogen.

GO:XXX
XXXX...

GO:XXX
XXXX…

GO:00159
80 …

GO:00061
12 …

GO:XXX
XXXX…

GO:XXX
XXXX…

GO:XXX
XXXX

…

GO:XXX
XXXX…

GO:0015980: 
The chemical reactions and pathways by which a cell 
derives energy from organic compounds; results in the 
oxidation of the compounds from which energy is 
released.

How we annotate new protein functions through translation?

• We require textual definitions for unseen classes

• We transfer annotations based on text similarities

Existing classes

40

Unseen classes



How to embed the protein modality

We found using convolutional networks are useful 41



How to embed the textual descriptions

42

Progress in Pre-trained language models provide powerful tools



How to embed the textual descriptions

43

Progress in Pre-trained language models provide powerful tools
PubMedBERT is best aligned with our task



• Fine-tune PubMedBERT on 225 ontologies with 2,010,648 domain specific sentences
• Train a bilinear model on the paired biological instance and textual descriptions

44

How to embed the textual descriptions

Output:
Contextualized 
embeddings



Similar descriptions have similar annotations

Annotation similarity: Jaccard similarity between annotation vectors

Text-based function similarity: BLEU score between textual descriptions 45



State-of-the-art protein prediction on novel functions

• Substantial improvement on unseen functions prediction compared to 
graph-based and other text-based approaches

• The only information we use is a short description of new functions

• Graph-based approach: clusDCA, MZSL-GCN, ML-ZSL
• Text-based approaches: ProTranslator, Word2Vec, TF-IDF, Doc2Vec

46



Improved performance on the few-shot setting

Large improvement on Sparsely annotated functions

47



Generate a textual description for a novel pathway

ANKRD53

PSRC1 ARL3

GIT1

MET
MECP2

CKAP5

CLASP1

CDK5R1

CLIP1

MAPT

AKAP9

CDK5RAP2

DCTN1

ARL2

CDKN1B

RPS3

NIN

DRG1

SLAIN2

OCLN

MAPRE1

NAV3

HSPA1B

CAV3

FES

RAC1

PAK1

MAP1B

THEM5

PLA2G2D

GPAM PLA2G1B

PHB2

PLA2G12A
PLA2G2A

CRLS1

PLA2G4D

PLA2G6

ABCA3

PLA2G4B

PLA2G2F

MECP2

PGS1

PLA2G3

HADHB

SERAC1

PLA2G15

PLA2G2E

TAMM41

CDS2

DNAJC19

LPCAT4LPGAT1

LCLAT1

PLA2G4A

HADHA

LPCAT1

PLA2G10

THEM5

PTPMT1

PNPLA8

STOML2

PLA2G5

SLC27A1

Generated text for GO:0046471
phosphatidylglycerol metabolic process

The chemical reactions and pathways resulting 
in the formation of phosphatidylethanolamine, 
any of a class of glycerophospholipids in which 
a phosphatidyl group is esterified to the 
hydroxyl group of ethanolamine. 

Any process that activates or increases the 
frequency, rate or extent of microtubule polym-
erization or depolymerization. 

Generated text for GO:0031116
positive regulation of microtubule polymerization

BioTranslator

BioTranslator

48



Generate a textual description for a novel pathway

49
Take away: 
BioTranslator can generate texts with high fidelity

We can also generate textual description for 
a new function based on its proteins

GO:0032588

Our generation the lipid bilayer surrounding a vesicle transporting
substances between the trans - golgi network and other
parts of the cell .

Ground truth the lipid bilayer surrounding any of the compartments that 
make up the trans - golgi network .

GO:0048738

Our generation the process whose specific outcome is the progression of 
a cardiac cell over time , from its formation to the mature 
state . a cardiac cell is a cell that will form part of the 
cardiac organ of an individual .

Ground truth the process whose specific outcome is the progression of 
cardiac muscle over time , from its formation to the 
mature structure .

35



Application II: classify single cell data into unseen cell types

We can now classify any biological instance into any unseen class, 
only with proper textual descriptions.

50



How to embed the protein modality

We found using MLP layers to embed single cell data are useful

Single Cell

51



Application to single cell analysis

Task: classifying single cell into unseen cell type using cell type definitions
X-axis: ratio of unseen cell types in the test set
Y-axis: AUROC

AUROC > 0.9

52



Single cell analysis in cross-dataset classification setting

BioTranslator obtained a prominent result on classifying unseen cell types

AUROC > 0.9

53



Identify markers for unseen cell types

BioTranslator accurately identified marker genes for unseen cell types
54



Construct cell-type-marker-gene network

Find the enriched GO term for each community
55



Application III: pathway membership identification

Three pathway databases: Reactome, KEGG, PharmGKB
Task: classifying genes into pathway using pathway description
X-axis: the performance of baselines.
Y-axis: the performance of BioTranslator

56



Application III: pathway edges prediction

Three pathway databases: Reactome, KEGG, PharmGKB
Task: classifying genes into pathway using pathway description
X-axis: the performance of baselines.
Y-axis: the performance of BioTranslator 57



Transfer learning from GO term to pathways

• Train BioTranslator using GO term
• Use this model to classify genes into pathway based on pathway description
• Pathways that are closer to GO term have higher prediction accuracy

58



Precision annotation for interpretation
i

Pathway: 
Endocrine and other factor-regulated 
calcium reabsorption Calcium (Ca2+) is essential for numerous physiological functions including intracellular signalling processes, neuronal excitability, muscle contraction and bone formation. Therefore, its homeo-

stasis is finely maintained through the coordination of intestinal absorption, renal reabsorption, and bone resorption. In kidney, the late part of the distal convoluted tubule (DCT) and the connecting 
tubule (CNT) are the site of active Ca2+ transport and precisely regulate Ca2+ reabsorption. Following Ca2+ entry through TRPV5, Ca2+ bound to calbindin-D28K diffuses to the basolateral side, 
where it is extruded into the blood compartment through NCX1 and to a lesser extent PMCA1b. In the urinary compartment, both klotho and tissue kallikrein (TK) increase the apical abundance of 
TRPV5. In the blood compartment, PTH, 1,25(OH)2D3 and estrogen increase the transcription and protein expression of the luminal Ca2+ channels, calbindins, and the extrusion systems.

Textual Description

The protein encoded by this gene belongs to the 
family of P-type primary ion transport ATPases 
characterized by the formation of an aspartyl 
phosphate intermediate during the reaction cycle. 
These enzymes remove bivalent calcium ions 
from eukaryotic cells against very large concentra-
tion gradients and play a critical role in intracellu-
lar calcium homeostasis. The mammalian plasma 
membrane calcium ATPase isoforms are encoded 
by at least four separate genes and the diversity of 
these enzymes is further increased by alternative 
splicing of transcripts. ...... This gene encodes the 
plasma membrane calcium ATPase isoform 4. 

Textual DescriptionGene:
ATP2B4

Estrogen Receptor 1. This gene encodes an estrogen 
receptor, a ligand-activated transcription factor composed 
of several domains important for hormone binding, DNA 
binding, and activation of transcription. The protein 
localizes to the nucleus where it may form a homodimer or a 
heterodimer with estrogen receptor 2. Estrogen and its 
receptors are essential for sexual development and 
reproductive function, but also play a role in other tissues 
such as bone. Estrogen receptors are also involved in 
pathological processes including breast cancer, endometrial 
cancer, and osteoporosis. 

Textual DescriptionGene:
ESR1

The increase in Ca(2+) concentration during contraction is 
primarily due to release of Ca(2+) from intracellular stores. 
..... During relaxation, Ca(2+) is sequestered within the 
intracellular stores. To prevent overloading of intracellular 
stores, the Ca(2+) that entered across the sarcolemma 
must be extruded from the cell. The Na(+)-Ca(2+) 
exchanger is the primary mechanism by which the Ca(2+) is 
extruded from the cell during relaxation. ...... The 
exchanger is the dominant mechanism in returning the 
cardiac myocyte to its resting state following excitation.

Textual DescriptionGene:
SLC8A1

Protein Kinase C Beta. ...... This protein kinase 
has been reported to be involved in many different 
cellular functions, such as B cell activation, 
apoptosis induction, endothelial cell proliferation, 
and intestinal sugar absorption. Studies in mice 
also suggest that this kinase may also regulate 
neuronal functions and correlate fear-induced 
conflict behavior after stress. 

Textual DescriptionGene:
PRKACB

ATP2B4

ATP2B3

ATP2B2

ATP2B1

ESR1

SLC8A3

SLC8A1

SLC8A2

CALB1

VDR

FXYD2

ATP1B3

ATP1B2

ATP1B1

ATP1A4ATP1A3

ATP1A2

ATP1A1

ATP1B4

KL

PRKCG

PRKCB

TRPV5

RAB11A

PRKCA

PRKACG PRKACB

PRKACA

• Perturb biological data features and see the perturbation in the corresponding 
biological text

• Important words (highlighted) are robust to perturbation in the biological data
59



Conclusion
• Annotate biological instances by generating descriptive sentences

- Annotate new discoveries, more expressive, more precise
• Fine-tune large pre-trained language model on 225 ontologies

- Significant improvements compared to ProTranslator
• Applications on protein function prediction and single cell analysis
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Future work
• More paired data to be collect

- Collect data from scientific literature
• More powerful methods for long text embeddings

- Descriptions of complex biological process up to 1,000 words
- More interpretability for embedding space

• Exploit current pre-trained model for different modalities
- Pre-trained models: Protein, Molecule, Text, Single cell, …
- Explore how to integrate them together

• Explore translations between protein structure and text
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