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Adapting Language to Different Online Audiences
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Chair of the Supervisory Committee:

Katharina Reinecke

Noah A. Smith

Computer Science and Engineering

One of our most powerful language capabilities is our ability to adapt written and spoken language use

to different audiences (sometimes referred to as audience design or linguistic accommodation). How we

explain a topic to a fifth grader differs from how we explain it to a college student, or how we write about it

in a paper. Targeting language messages to different receivers enriches and empowers our communication.

However, as online audiences expand in size and demographics, it becomes increasingly difficult to adapt

to all potential receivers. Though research papers, news articles, legal documents and social media posts

proliferate on the internet, much of their language appeals to an ever-narrowing audience segment. New

techniques in natural language processing (NLP) have the potential to make such language adaptation au-

tomatic. However, developing systems that effectively rewrite language require an understanding of what

language is important to change.

In this thesis, we show that language style changes, similar to other interface design changes, influence

user behavior and introduce automated systems that design language for different people. We begin by

focusing the study of language style changes to the subreddit r/science and show how language in it is

associated with changes in people’s behavior, potentially restricting access to scientific information. To



understand what language is important to change when adapting to different people, we investigate how

experts design scientific language for a general audience. We take inspiration from these expert strategies

to build PAPER PLAIN – a reading interface for making medical research papers approachable to a general

audience. To adjust language to finer-grained audiences, we investigate how people respond to levels of

language complexity based on their background knowledge and develop a novel controllable generation

method to adjust the complexity of generated summaries. In two user studies we observed that generated

summaries using our method leads to similar reader responses as with expert summaries, establishing the

feasibility of generating summaries with varying complexities. Our work provides guidance on designing

language for specific audiences and adaptable communication at scale. We conclude with a summary of the

contributions and a discussion of future research on designing language to encourage better communication

online.

4



Acknowledgements

First, of course, are my advisors, Katharina and Noah. Katharina, thank you for envisioning this thesis with

me. Your unflagging guidance and conviction in this research were a constant support through research

and life events. Noah, thank you for welcoming me into a new discipline. Your patience and interest were

necessary ingredients to talking about ideas I didn’t have the words for when I started. To both of you, thank

you for fostering a warm groups of students. They were both sources of joy when I was most struggling

with my own work.

Next, to my committee and other mentors through my PhD. Dan Weld, whose questions kept me thinking

about what’s next. Emma Spiro, for shifting my thinking about the applications of this work. Shamsi

Iqbal, who was a wonderful mentor while I was still figuring out what I wanted to do. Tim Althoff, whose

excitement about research, and exciting research, I hope continues to rub off on me. Kyle Lo, for spending

those hour-turned-to-three-hour meetings figuring out the exact right way to say something. Nigini Oliveira,

for being the first person to introduce me to the weeds of research. Keshet Ronen, for your patience and

interest learning to align our language. Andrew Head, for your drive to make our work ever better. I

look forward to many more conversations with all of you. Thank you also to my collaborators: Lucy Lu

Wang, Jonathan Bragg, Marti Hearst, Elizabeth Clark, Sofia Serrano, Suchin Gururangan, Amanda Baughan,

Naomi Yamashita, Lauren Kim, Dave Wadden, Qisheng Li, Michael Gamon, Mark Encarnación, Maarten

Sap, Dallas Card, Gary Hsieh, Chenhao Tan, Narshion Ngao, Manuel Nordhoff, Spencer Williams, Rock

Pang, Lucy Lin, and Sebastin Santy. Also to my friends from CSE who introduced me to tabletop gaming,

our weekly games are always something I look forward to. In addition, thank you to all the people on

LabintheWild and Mechanical Turk who contributed data to my experiments. Thank you also to Martha

Rimniceanu for submitting graduate applications in Tisch with me, all those years ago.

5



Thank you to my parents and family. My mom, for reminding me that my feelings were developmentally

appropriate and for celebrating all the small victories. To my dad, for teaching me to ask questions that might

or might not have answers. You showed me that language is an interface, not that you would say it in so few

words. To my brother Alon, thanks for reminding me that I sacrificed a lot of other skills to be this smart. To

my sister Siona, thanks for horse and truck lessons over long calls. To my wife Kim and my daughter Rose.

Kim, thank you for everything. For each word in this dissertation, you have shared with me a conversation,

a dinner, a look, that made it possible. To Rose, thanks for showing me how everything can shift without

moving. Finally, to our dog Callie, thanks for always reminding me to lay in the sun.

6



DEDICATION

To my daughter Rose

I so love being outside language with you

7





Contents

1 Introduction 23

1.1 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.2 Terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2 Related Work 29

2.1 Adaptive User Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2 Language Style and Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3 Language Models Augmenting Communication . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4 Science Communication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3 The Linguistic Barriers of Entry to r/science 35

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2.1 Online Community Norms and Guidelines . . . . . . . . . . . . . . . . . . . . . . 37

3.2.2 Community Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.3 Measuring Language Differences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.3.1 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.3.2 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

9



4 Writing Strategies for Science Communication 53

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.2 Defining Science Communication Writing Strategies . . . . . . . . . . . . . . . . . . . . . 55

4.3 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.4 Filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.5 Annotation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.6 Hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.7 Strategy Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.7.1 Rule-Based Strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.7.2 Sentence Classifiers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.7.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.8 Evaluating Strategy Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5 PAPER PLAIN: Making Medical Research Papers Approachable to Healthcare Consumers

with NLP 67

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.2 Background and related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.2.1 Healthcare consumers reading medical research . . . . . . . . . . . . . . . . . . . . 70

5.2.2 Interactive reading interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.3 Observations of Non-Expert Readers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.3.1 Participants & recruiting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.3.2 Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.3.3 Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.4 PAPER PLAIN: Reading Support for Medical Research Papers . . . . . . . . . . . . . . . . 82

5.5 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.5.1 Term Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.5.2 Section Gists . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.5.3 Key Question Index and Answer Gists . . . . . . . . . . . . . . . . . . . . . . . . . 89

10



5.6 Usability Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.6.1 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.7 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.7.1 How did participants use PAPER PLAIN’s features? . . . . . . . . . . . . . . . . . . 96

5.7.2 How does PAPER PLAIN affect participants’ self-reported reading difficulty, under-

standing, and ability to identify relevant information? . . . . . . . . . . . . . . . . . 101

5.7.3 Do we observe any difference in paper comprehension when participants use PAPER

PLAIN? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

6 The Benefit and Feasibility of Reader-Sensitive Scientific Language Complexity 107

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.2 Study 1: Effect of Expert-Written Summaries at Different Complexities . . . . . . . . . . . 109

6.2.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.2.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.3 Study 2: Feasibility of Generating Summaries at Different Complexities . . . . . . . . . . . 120

6.3.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

6.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

7 Discussion 131

7.1 Implications of Language as Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

7.2 Limitations & Risks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

7.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

7.3.1 Constructing Generalized Reader Models . . . . . . . . . . . . . . . . . . . . . . . 134

7.3.2 Adapting Beyond Science Communication . . . . . . . . . . . . . . . . . . . . . . 135

7.3.3 Adapting Beyond the Reader . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.3.4 Supporting Writers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

7.3.5 Supporting Collective Sense-Making . . . . . . . . . . . . . . . . . . . . . . . . . 136

11



7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

A Writing Strategies for Science Communication 165

A.1 Open-Coding Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

A.2 Corpus Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

A.3 Cleaning Keywords . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

A.4 Annotation Agreement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

A.5 Pretraining Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

A.6 Finetuning Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

B PAPER PLAIN 175

B.1 Interviews with healthcare consumers and providers . . . . . . . . . . . . . . . . . . . . . . 175

B.2 Iterative Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

B.3 PAPER PLAIN Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

B.3.1 GPT-3 Simplification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

B.4 Statistical Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

B.4.1 Modeling Mixed-Effects in Repeated Measures Studies . . . . . . . . . . . . . . . . 179

B.4.2 F-Tests for Significant Effect of Interface . . . . . . . . . . . . . . . . . . . . . . . 180

B.4.3 Tests for Pairwise Differences in Fixed-Effects between Interfaces . . . . . . . . . . 180

B.4.4 Ordinal Regression for Likert-Scale Variables . . . . . . . . . . . . . . . . . . . . . 180

C The Benefit and Feasibility of Reader-Sensitive Scientific Language Complexity 185

C.1 Factuality in Generated Summaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

12



List of Figures

1.1 Example of how changing language can make information more approachable for differ-

ent audiences. The first sentence is taken from the paper on GPT-3 [Brown et al., 2020],

which was designed for NLP researchers. The second sentence reports on roughly the same

information but is designed for a general audience. . . . . . . . . . . . . . . . . . . . . . . 24

3.1 The main page of r/science with top posts on the left and a description of the community

and its rules on the right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2 Cross entropies of posts and comments from experienced contributors from each subred-

dit, calculated using r/science language models. Bars show bootstrapped 95% confidence

intervals. Asterisks denote t-test significance compared to r/science. Similar results were

found using Mann-Whitney U tests for non-normal distributions. All results are corrected

for multiple hypothesis testing using Bonferroni-Holm; ∗p < .05, ∗∗p < .001. . . . . . . . . 45

3.3 Sampled histogram of cross entropies between transient and experienced contributors (all

posts and comments). Difference in comment cross-entropy is significant (p < .001) though

not for posts (independent samples t-test, corrected for mutliple hypothesis testing using

Bonferroni-Holm). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.4 Sampled histogram of cross entropies between first time comments of users who leave and

who stay. Difference is significant (p < .001). . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.5 New user retention across all subreddits. ∗p < .05 independent samples t-test compared to

r/science. Corrected for multiple hypothesis testing using Bonferroni-Holm. . . . . . . . . . 50

13



4.1 The rate of occurrence of predicted versus actual strategies on our human-annotated test set

based on PCC and the classifiers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.2 Histogram of number of sentences per article (x-axis) estimated to use each strategy (pro-

portions on y-axis). Two categories that achieved low agreement (as measured by α) were

EXPLANATION and PERSONAL, which we drop from this analysis. For an enlarged figure,

see Figure A.4 in the appendix. Figure A.3 plots the estimated proportion of sentences using

each strategy for all sites, including EXPLANATION and PERSONAL. . . . . . . . . . . . . . 63

5.1 When a reader opens a paper in PAPER PLAIN, they see a side pane containing a reading

guide (1), consisting of key questions the reader might ask of the paper, brief generated plain

language answers, and pointers to passages in the paper the reader can read more. When a

reader clicks a question (2), the paper jumps to the passage that provides that answer and

shows a paragraph-length plain language answer (3). Plain language summaries can be

accessed for any section of the paper by clicking a label next to the section header (4). The

reader can view definitions of medical jargon by clicking underlined terms (5). . . . . . . . 68

5.2 Term Definitions on an example passage with technical jargon. Terms with definitions are

underlined (“armamentarium”, “immunomodulatory”). Clicking a term will open a tooltip

with a definition and a reference to the definitional resource. . . . . . . . . . . . . . . . . . 84

5.3 Section Gists on an example passage with dense text. (1) Clicking on a tab indicator next

to a section title displays a plain language summary of the section. (2) Tabs are positioned

throughout the paper, providing summaries that can cover a lot of paper content, even across

pages. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.4 Key Question Index guides readers to answering passages and their Answer Gists. When

one of the questions is clicked (1), the interface will scroll (2) to the first answering passage

(purple) and display a tooltip (orange) containing the Answer Gist. In (3), we show the

simplified Answer Gist alongside the original paper text. . . . . . . . . . . . . . . . . . . . 86

5.5 PAPER PLAIN uses machine learning models to add term definitions, section gists, and an-

swer gists to the PDF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

14



5.6 Number of readers who used each feature of PAPER PLAIN during each minute of the ten-

minute paper-reading task. Notably, all features were used throughout the reading task,

rather than exclusively at the beginning or end. The Key Question Index and Answer Gists

were consulted particularly frequently. Feature usage is shown only for participants in the

PAPER PLAIN condition (N=12); however, participants in other conditions (e.g., those who

only had access to the Key Question Index and Answer Gists) exhibited similar behavior,

with higher usage of Section Gists and Term Definitions when only those features were

enabled (see Figure 5.7). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.7 Number of readers who used each feature across the different variants of PAPER PLAIN.

Points represent individual readers. For example, all but one reader who had access to all

features used Term Definitions more than 5 times, shown by the single blue dot above the

rest in the far right of the plot, at the ‘Term Definitions’ tick. Notice the drop in usage of

Section Gists and Term Definitions when all features are available (the blue boxplots). . . . 98

5.8 Participant’s reading behavior differed when reading one paper with the Key Question Index

and Answer Gists and another paper without. Each plot’s y-axis calculates the vertical

position of the participant’s viewport relative to total paper length (e.g., the bottom and top

of each graph are the beginning and end of the paper, respectively). We observe much more

jumping behavior when the Key Question Index and Answer Gists are present. . . . . . . . 99

5.9 Readers’ subjective reading difficulty, confidence in their understanding of the paper and

ability to get all relevant information from the paper for different variants of PAPER PLAIN. 101

5.10 Comprehension scores for variants of PAPER PLAIN. Score is number of comprehension

questions answered correctly out of seven for each paper. . . . . . . . . . . . . . . . . . . . 104

5.11 For a subset of questions that were highlighted through interaction with the key question

index, scores on multiple choice questions appeared to improve when readers had access

to the key question index. This effect was more pronounced when participants only had

access to the Key Question Index and Answer Gists, suggesting that other features might

have distracted from answering these multiple choice questions. . . . . . . . . . . . . . . . 105

15



6.1 Distribution of ratings for each subjective reading experience measure across complexity

levels. The ratings were based on the following questions: Reading ease: “How easy was it

for you to read the article?”, Value: “How much would you agree that this article contained

valuable information?”, Understand: “How confident do you feel in your understanding of

the article?”, Interest: “How interesting did you find the article?” Notice the greater number

of high ratings (blue) and fewer low ratings (orange) as participants are presented with less

complex summaries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.2 Distribution of ratings for each reading experience measure across complexity and partici-

pant topic familiarity. (a) As familiarity increases, the rating levels across all metrics gener-

ally increases. (b) As familiarity increases, the distribution over ratings become more similar

across complexity levels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

A.1 Sentence-level α agreement over time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

A.2 Interface for annotation and example annotations. . . . . . . . . . . . . . . . . . . . . . . . 168

A.3 Strategy rate in full corpus based on classifier predictions (top) and in annotated subset

(bottom). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

A.4 Histogram of number of sentences per article (x-axis) estimated to use each strategy (pro-

portions on y-axis). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

C.1 Study 2 (§6.3): distribution of ratings for each subjective reading experience measure across

complexity levels. The ratings were based on the following questions: Reading ease: “How

easy was it for you to read the article?”, Value: “How much would you agree that this

article contained valuable information?”, Understand: “How confident do you feel in your

understanding of the article?”, Interest: “How interesting did you find the article?” Notice

the greater number of high ratings (blue) and fewer low ratings (orange) as participants are

presented with less complex summaries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

16



C.2 Study 2 (§6.3): distribution of ratings for each subjective reading experience measure across

complexity and participant topic familiarity. (a) As familiarity increases, the rating levels

across all metrics generally increases. (b) As familiarity increases, the distribution over

ratings become more similar across complexity levels, especially seen in the proportion of

“1” and “5” ratings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

17





List of Tables

3.1 Number of posts, comments, and subscribers of each subreddit. . . . . . . . . . . . . . . . . 40

3.2 Summary of the most unusually common and rare words in r/science posts and comments,

calculated with χ2 test of independence based on the frequency of the words in r/science

relative to other subreddit posts and comments, respectively. . . . . . . . . . . . . . . . . . 46

3.3 Posts and comments from transient and experienced users in r/science. Sampled from all

contributions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.2 Mean and standard deviation of strategy classifier performance, including calibration error,

on held-out test set based on 5 random seeds. Baseline accuracy for most frequent class

(MFC), which always predicts the negative class, is included. . . . . . . . . . . . . . . . . . 61

5.1 Five barriers readers encountered when they sought an understanding of medical research

papers without having prior medical research experience. All barriers were caused, or exac-

erbated by, their lack of expertise in medical research. . . . . . . . . . . . . . . . . . . . . 77

5.2 Examples of multiple choice questions and answers from the usability study. . . . . . . . . . 94

19



5.3 Post-hoc (two-sided) tests for pairwise differences in fixed-effects estimates between inter-

faces. This table reports the difference in fixed-effects estimates i−j and Holm-Bonferroni-

corrected p-values [Holm, 1979] under our mixed-effects model, where i and j correspond

to interface options — PP = PAPER PLAIN, QA = Key Question Index and Answer Gists,

SD = Both Section Gists and Term Definitions, and PDF = PDF baseline. For example,

in the column for PP − PDF and row for “Reading Difficulty,” we can interpret the result

as PAPER PLAIN is associated with, on average, 1.983 points lower rating of reading diffi-

culty than a PDF baseline when controlling for participant and paper. Statistically significant

p-values are bold. More details about this analysis are in Appendix B.4. . . . . . . . . . . . 102

6.1 Examples of the expert-written summaries. These summaries were under the heading “What

are the real world impact of the findings?” for the same paper. Bolded text are example

of changes in complexity across the three versions while reporting on roughly the same

information. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

6.2 Differences in automated complexity measures between expert-written summary versions.

Arrows denote expected increase (↑) or decrease (↓) in measure as complexity increases.

TE = Thing Explainer out-of-vocabulary words, GPT ppl = GPT language model perplexity. 111

6.3 Participant demographics (a) and topic familiarity (b) for study on expert-written summary

versions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.4 Examples of comprehension questions for each complexity level with answering excerpts

from the summaries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

20



6.5 Post-hoc (two-sided) tests for pairwise differences in fixed-effects estimates between com-

plexity versions and across all participant topic familiarities. ‘All’ topic familiarity refers to

pairwise differences across complexity levels without a topic familiarity subgroup (e.g., av-

erage difference across complexity levels.) This table reports the difference in fixed-effects

estimates i − j and Holm-Bonferroni-corrected p-values [Holm, 1979] under our mixed-

effects model, where i and j correspond to complexity options. — Lo = Low, Me =

Medium, and Hi = High. Statistically significant p-values are bold. For example, in the

column for dLo−Hi and row for “Reading Ease,” and “1” topic familiarity we can interpret

the result as participants with a 1 topic familiarity rated the Low complexity, on average,

0.894 points higher for reading ease (out of 5) compared to the High complexity when con-

trolling for participant and paper. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.6 Study 2: Participant demographics (a) and topic familiarity (b) for study on generated sum-

mary versions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6.7 Study 2: Differences in automated complexity measures between generated summary ver-

sions. Arrows denote expected increase (↑) or decrease (↓) in measure as complexity in-

creases. Note that here the High version is the same as from Section 6.2. . . . . . . . . . . . 125

6.8 Study 2: Post-hoc (two-sided) tests for pairwise differences in fixed-effects estimates be-

tween generated complexity versions and across participant topic familiarities. For example,

in the column for dLo−Me and row for “Interest” and “1” topic familiarity we can interpret

the result as participants who rated their topic familiarity for a summary as a 1 rated the

generated Low complexity, on average, 0.589 points higher for interest (out of 5) compared

to the Medium complexity when controlling for participant and paper. . . . . . . . . . . . . 129

A.1 Resources used to identify scientific communication writing strategies. . . . . . . . . . . . . 166

A.2 Sentence level Krippendorff’s α for each writing strategy. . . . . . . . . . . . . . . . . . . . 167

A.3 Hyperparameters for domain- and task-adaptive pretraining. Based on pretraining in Guru-

rangan et al. [2020]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

A.4 Final hyperparameters for finetuning the science strategy classifiers and bounds for hyper-

parameter tuning random search. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

21



A.5 Strategies, examples of their descriptions in guidelines, and examples of their use. . . . . . . 170

A.6 Examples of highlights for JARGON, ACTIVE, and PRESENT. Excerpts were randomly sam-

pled from articles automatically classified as having high (top 10% of articles) and low

(bottom 10%) of each measure. Black words are those highlighted by our automatic mea-

sures. Red is incorrect highlights by the measures and blue are words our measures did not

highlight that we believe should have been. . . . . . . . . . . . . . . . . . . . . . . . . . . 172

B.1 Estimated fixed-effect coefficients for the LMM described in Appendix B.4 for each mea-

surement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

B.2 Questions used in Key Question Index and Answer Gists. Questions are presented in the

order they appear in the index. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

B.3 Examples of generations that were deemed usable or not based on curation. Errors in gen-

eration are indicated in bold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

C.1 Three types of hallucinations encountered in our generated summaries. . . . . . . . . . . . 186

C.2 χ2 and Holm-Bonferroni-corrected values for goodness-of-fit tests. Bolded values are sig-

nificant. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

C.3 Examples of the generated summaries with different prompts. Note that the prompts were

not used to select complexity levels. This part of the summaries was under the heading

“What did the paper find?” Notice how the second grade prompt is slightly longer and uses

larger words (e.g., “associated with reduced risk” compared to “less likely to”) than the

seventh grade prompt. At the same time, the college student prompt uses more complex

language (e.g., “cardiovascular disease event”) compared to both other generations. . . . . . 190

22



Chapter 1

Introduction

Language is humans’ most powerful medium of communication. We use it to exchange information, to build

relationships and trust [Scissors et al., 2008; Fusaroli et al., 2012; Milroy and Milroy, 1978; Sharma and

De Choudhury, 2018], to construct our identities [Haider-Markel and Joslyn, 2001; Labov, 2006; Danescu-

Niculescu-Mizil et al., 2013], and to make sense of the world [Chong and Druckman, 2007; Tversky and

Kahneman, 1981; Entman, 1993]. We also change the style of language we use depending on who we are

communicating with, sometimes referred to as audience design [Bell, 1984], or linguistic accommodation

[Giles et al., 1991]. For example, how we explain an experiment to a fifth grader differs from how we would

explain it to a college student, or how we write about it in a paper.

Such language adaptations are necessary to share potentially life-saving information and improve peo-

ple’s lives. Patients can make use of plain language summaries of medical research to find treatments while

also feeling more confident in their doctor’s recommendations [Zuccala, 2010; National Institutes of Health,

2005; Tennant et al., 2016; Day et al., 2020; Epstein, 1997], and people can build important support net-

works through conversations in online communities [Danescu-Niculescu-Mizil et al., 2013; Sharma and

De Choudhury, 2018]. However, when language isn’t well suited to its audience, it can instead restrict

access to these resources. A biomedical paper abstract can be useful to a researcher but confusing and de-

moralizing to a patient seeking new treatments [Day et al., 2020; Nunn and Pinfield, 2014; August et al.,

2022b], and successfully engaging with an online community requires aligning with language norms (some-

times unstated) in that community [Danescu-Niculescu-Mizil et al., 2013; August et al., 2020a]. Adapting
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language to different people (e.g., writing a plain language version of a research paper abstract, as in Figure

1.1) could help them access resources otherwise out of reach.

Here we show that scaling up language models greatly 
improves task-agnostic, few-shot performance, 
sometimes even reaching competitiveness with prior 
state-of-the-art fine-tuning approaches.

Training certain machine learning models on more data 
improves their performance on other language tasks they 
were not trained for, sometimes even beating the best 
models explicitly trained on those tasks.

Figure 1.1: Example of how changing language can make in-
formation more approachable for different audiences. The first
sentence is taken from the paper on GPT-3 [Brown et al., 2020],
which was designed for NLP researchers. The second sentence
reports on roughly the same information but is designed for a
general audience.

Because of the way language can

either support or impede communica-

tion, it can be thought of as an inter-

face. Similar to how an interface defines

the communication that can happen be-

tween two entities (e.g., a person and a

computer), language allows people to in-

teract with information and each other

in ways not possible otherwise. While

there are many examples of text-centric

online interfaces that primarily use lan-

guage to communicate (e.g., news arti-

cles, research papers, forum posts), rarely is language investigated as a mutable element of design in these

interfaces. Research on adapting interfaces to different contexts and users has instead investigated changing

features such as visual aesthetics and structure [Reinecke and Bernstein, 2013], layout [Gajos et al., 2008b],

or language localization (e.g., changing from English to German) [Wang et al., 2019]. While language style

is a part of these interface qualities (e.g., lots of text might make a visual layout more cluttered), rarely is the

language style itself made flexible. One reason for this is because it is hard to know what parts of language

to change and how these changes will affect an audience’s behavior.

Previous work, including our own, has shown that language style can influence people’s behavior in

diverse online settings. For example, in online experiments, changing the framing of a study’s slogan (e.g.,

emphasizing the personal benefit of completing a study vs. how completing a study will further science) can

significantly impact the recruitment of a study [August et al., 2018]. Changing the formality of language in

online experiments [August and Reinecke, 2019] and security prompts [Stokes et al., 2023] can also impact

a user’s attention and reported compliance. In clinical settings, creating patient pamphlets based on the

interests and health history of individual patients can improve engagement and understanding [Skinner et al.,
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1994; Marco et al., 2006] This prior work illustrates how language style can influence people’s behavior,

necessitating a closer look at designing language appropriate for different users and contexts.

Thesis: Adapting language in text-centric interfaces to different audiences using automated tech-

niques can improve engagement and make information more widely approachable on the Internet. In

this thesis, we (1) show that language style influences user behavior and (2) introduce methods and systems

that design language for different people. We make the following contributions:

1. Empirical results showing how language style (e.g., changing complexity) influences people differ-

ently, potentially restricting access to information for some people. These results point to the impor-

tance of investigating language as a mutable element of interface design.

2. Technical methods for identifying language style at scale using natural language processing (NLP) in

the context of science communication. Our models and results contribute to work on strategies for

engaging different audiences in science communication.

3. A novel system leveraging NLP techniques for adapting medical research papers to general audience

readers. Our system contributes to work on designing AI augmented reading interfaces.

4. A novel technique for guiding text generation models to adjust the complexity of generated text. This

technique contributes to work in controllable text generation, specifically in the context of quantifying

and controlling language complexity.

1.1 Outline

In Chapter 2 we provide an overview of research in the topics this thesis draws on and contributes to. We

cover the visual features commonly explored in interface personalization, research on language style for

different audiences, the benefits and risks of language models, and science communication. We outline how

this thesis contributes to each domain of research, pointing to research in this thesis that identifies language

style as an additional feature of personalization, develops new generation techniques using language models,

and new findings on science communication strategies. Each subsequent chapter additionally covers the

relevant work and contributions of that chapter.
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In Chapter 3, we show that language style is associated with changes in people’s behavior in the online

forum r/science [August et al., 2020a], potentially restricting access to information. We investigate the

large science communication forum, r/science, finding that members used specialized language, such as

scientific jargon, that was distinct from language common in other subreddits. New users who left r/science

used less of this specialized language than those that stayed, suggesting that the specialized language can

discourage some from contributing to the community. r/science has millions of subscribers, suggesting that

such language changes could vastly broaden access to scientific information.

In Chapter 4 we identify ways that experts design scientific language for a general audience [August

et al., 2020b]. We focus on science communication because it presents many barriers in communication

(e.g., lack of public understanding about science) and overcoming these barriers promises substantial public

benefits [Nisbet and Scheufele, 2009a] (e.g., reducing vaccine hesitancy [Goldenberg, 2016]). We introduce

a set of writing strategies drawn from a wide range of prescriptive sources in science communication. To

measure strategy use at scale, we develop a novel text classification task and discriminators using recent

NLP advances for applying models to new language domains, including pretrained language models [Liu

et al., 2019a] and task and domain-adaptive pretraining [Gururangan et al., 2020]. We find that the use

of strategies, such as storytelling and emphasizing the most important findings, varied significantly across

publications with different reader audiences in a corpus of 128K science news articles, magazines, press

releases, and blog posts. This suggests that while all strategies can be effective at designing scientific

language for a general audience, different strategies might be more helpful for different readers.

In Chapter 5 we take inspiration from these strategies to build PAPER PLAIN – a reading interface

for making medical research papers approachable to a general audience [August et al., 2022b]. PAPER

PLAIN supports general audience readers of medical research papers by guiding readers with four features

powered by NLP: definitions of unfamiliar terms, in-situ plain language section summaries, a collection of

key questions that guide readers to answering passages, and plain language summaries of the answering

passages. In a user evaluation of PAPER PLAIN, participants who used PAPER PLAIN had an easier time

reading and understanding research papers compared to those who used a typical PDF reader.

Our goal is to adapt language to different audiences, and people have different knowledge that can im-

pact how they respond to scientific information [Nisbet and Scheufele, 2009b; Forzani, 2016; Bliss, 2019].
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PAPER PLAIN used a single version of text for all potential readers, limiting its ability to communicate with

diverse stakeholders. In Chapter 6, we investigate how people respond to finer-grained levels of language

complexity and if readers’ background knowledge influences their response to language complexity. We

conduct a within-subjects study that presents readers with summaries of scientific papers at three levels of

complexity and measures their paper comprehension and self-reported reading experience. We find that the

least complex summaries were easier to understand and perceived as more interesting by participants who

had little background knowledge in a topic. In contrast, those with high topic familiarity gained no such

benefit from low complexity text. To understand the feasibility of generating such summaries, we develop

a novel controllable generation method to adjust the complexity of generated summaries [August et al.,

2022a]. We observe highly similar impacts of complexity using generated summaries curated for factuality

in this follow-up study, establishing the feasibility of generating summaries at varying complexities [Au-

gust et al., 2023]. Our work provides guidance on designing language for specific audiences and lays the

foundation for tools supporting adaptable science communication at scale. We conclude this thesis with a

summary of the contributions and a discussion of future research on designing language to improve access

to information and encourage better communication online.

1.2 Terminology

In this thesis we refer to language choices or language style to denote changes in the way language conveys

information (often referred to as style) rather than what information is conveyed (often referred to as con-

tent). Language style and content can never be entirely divorced from one another (e.g., changing language

framing will change what information is made salient, and changing language complexity will change how

detailed the information is), but our focus is changing style without dramatically changing content. We con-

sider language style in English only for this thesis, though we discuss in Chapter 7 future work exploring

contexts with multiple languages. We refer to general audience readers as readers without expertise in a

given scientific or technical topic, sometimes called a lay audience.
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Chapter 2

Related Work

This thesis draws on research in adaptive user interfaces, language style, language models, and science

communication. Each chapter will cover prior work relevant to the individual project. Here we will broadly

summarize these research trends and how they relate to the thesis as a whole.

2.1 Adaptive User Interfaces

There is a rich body of research on adapting interfaces to different users. The most relevant to this thesis

are online interfaces that adapt visual characteristics or show the benefit of doing so in controlled settings.

Aesthetic judgments vary widely by user, suggesting that personalising website aesthetics could benefit user

trust and usability [Lavie and Tractinsky, 2004; Reinecke and Bernstein, 2013]. Lindgaard et al. [2011] and

Moshagen and Thielsch [2010] showed that judgments of website visual aesthetics were associated with

perceived usability and trust. Reinecke and Gajos [2014] showed that users’ visual preferences for website

complexity and color were influenced by their age, gender, and cultural background. Reinecke et al. [2011]

introduced the adaptive system MOCCA, which could automatically adapt visual features based on a user’s

culture. Users’ visual preferences are also associated with how fast they are able to get information from

a website [Baughan et al., 2020]. Other work has identified common interface elements that are associated

with aesthetic judgements, such as typography, images, layout, whitespace, and color [de Souza Lima and

von Wangenheim, 2022; Mõttus and Lamas, 2015].

Specific to text, Wallace et al. [2022] showed that fonts, the visual representation of language in an
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interface, can impact readability and that different readers prefer different fonts. Rello and Baeza-Yates

[2016] found that typographic features like san serifs and monospacing can have a significant effect on

webpage readability for readers with dyslexia, necessitating a personalised approach to webpage fonts.

Miniukovich et al. [2017] compiled a set of 12 design guidelines for text, such as using larger fonts, for

personalizing website readability for people with dyslexia. In a similar vein, adjusting the language an

interface is in, known as language localization, is a common practice for adapting interfaces to different

countries [Wang et al., 2019].

In contrast, to visual features or language localization, this thesis explores language features within a

single language (e.g., the formality or complexity of the text) as an important element of adaptation in text-

centric online interfaces. We explore how language features are associated with changes in user behavior

and how adjusting these features can improve communication online.

2.2 Language Style and Variation

While adapting interface language is rare, we adapt language all the time when speaking to someone. In so-

ciolingustics, language style is the linguistic variation a speaker exhibits in different social contexts [Eckert,

2004]. Style has been considered a way of constructing or expressing identities [Eckert, 2004; Coupland,

2002] and adjusting to different audiences [Bell, 1984]. In much of this early research, style was localized

to specific linguistic variables (e.g., pronunciation of the /r/ sound [Labov, 1973, 2006]), but research has

also shown that people align language styles in terms of words and phrases to one another when speaking,

known as linguistic accommodation [Giles et al., 1991], and that this can improve communication. [Scis-

sors et al., 2008] showed that people in text message conversations had improved trust when they had higher

accommodation. Linguistic accommodation is also associated with more meaningful mental health conver-

sations Wadden et al. [2021], higher community acceptance [Sharma and De Choudhury, 2018], and team

performance [Fusaroli et al., 2012; Gonzales et al., 2010].

In a similar vein of research, Bell [1984] identified how people shape their language style to their au-

dience, a phenomenon known as Audience Design. Work has shown evidence of audience design in both

offline [Ferreira, 2019; Bell, 1984; Danescu-Niculescu-Mizil et al., 2012] and online interactions [Wadden

et al., 2021; Rudat et al., 2014]. For example, Tan et al. [2014] found that aligning language to one’s au-

30



dience on Twitter can increase retweets. In similar work, Danescu-Niculescu-Mizil et al. [2013] found that

adopting the language of a community is predictive of how long someone will stay in that community.

As more communication moves online, people’s audiences are becoming more diverse and difficult to

distinguish. How can someone writing a blog post know all of their potential readers? Someone could

write additional text (such as explanations of concepts unfamiliar to some, but not all, readers) to meet

each potential reader, but it is not clear what each reader might need, and even if it was, writing additional

text versions would be prohibitively costly and time consuming. This thesis identifies what language it is

important to change for whom and introduces methods to make this language design scalable.

2.3 Language Models Augmenting Communication

Recent advances in NLP have the potential to improve online communication. Driving these advances are

language models (LMs). LMs are a type of unsupervised machine learning model whose basic task is to

predict either the next word in a sequence, or a set of masked words within a sequence (e.g., “The small

dog walked in the ___.” or “The small ___ ___ in the park.”). A growing body of research in NLP has

shown that training large language models (now approaching 1 trillion parameters) on large amounts of text

(approaching 1 trillion words) can lead to downstream improvements on many other language understanding

tasks (e.g., question answering or summarization) with little or no additional training [Peters et al., 2018;

Devlin et al., 2019; Liu et al., 2019a; Chowdhery et al., 2022]. LMs like GPT-3 [Brown et al., 2020] have

generated text that is in some contexts indistinguishable from human-authored language [Clark et al., 2021].

Recent work has used LMs to generate versions of text suitable for audiences different from the original text,

such as a plain language summaries of a medical paper [Guo et al., 2021].

As promising as LMs are, they also have significant downsides. Because the models are trained on

so much text, it is hard to know or control what a model is learning. LMs can generate hateful and toxic

language [Gehman et al., 2020], and learn undesirable social biases from the training data [Brown et al.,

2020]. Furthermore, because LMs generate by sampling a probability space, there is no guarantee that

the language is factual or consistent with previous generations [Maynez et al., 2020]. Bommasani et al.

[2021] provide a review of LMs and their risks. There has also been work on encouraging factuality in

LMs generating summaries by constraining generation with logical constraints [Lu et al., 2020], providing
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evaluation frameworks for factuality [Gabriel et al., 2020; Fabbri et al., 2020; Scialom et al., 2019a], and

encouraging models based on discriminator architectures [Gabriel et al., 2021a].

The work in this thesis introduces a novel method of using LMs to generate text at varying levels of

complexity [August et al., 2022a] and develops systems that leverage LMs, among other NLP advances, to

augment and adapt language for different people. Because the context of language we explore is science

communication, we are particularly mindful of the risks LMs pose to factuality. We discuss these issues

further in Chapters 5 and 6.

2.4 Science Communication

This thesis focuses on the domain of science communication for designing language, contributing to research

on expanding access to scientific information online. Over the past twenty years, science communication has

shifted from improving scientific literacy to fostering participation in science [Hetland, 2014]. A growing

body of research has shown that scientific literacy is only one of many factors that influence public decision

making and cannot be divorced from cultural values [Nisbet and Scheufele, 2009b; Bubela et al., 2009].

Science writing today sometimes still addresses information deficits, but often also tries to encourage two-

way interactions and engagement in science [Burns et al., 2003].

There is a wealth of work exploring writing in scientific journals (i.e., when scientists communicate

within their discipline). Because of the natural structure of scientific journal papers, much work has looked

at ways of automatically identifying content in these papers [Liakata et al., 2010; Guo et al., 2010; Liakata

et al., 2012] and the use of guidelines to structure journal papers [Kröll et al., 2014].

Previous work on improving science communication (i.e., text used to communicate outside of a dis-

cipline) has introduced tools that identify or restrict jargon (e.g., xkcd’s Simple Writer1) or summarize

journal articles [Vadapalli et al., 2018]. Luzón [2013] evaluated science blogging strategies, such as length

of posts and update frequency, to engage readers with different levels of science knowledge. Fan et al.

[2019] introduced models for generating explanations of complex questions from the r/explainlikeiamfive

corpus. Cachola et al. [2020] introduced the task of generating short summaries (TLDRs) of research pa-

pers, while Dangovski et al. [2020] focused on generating lay summaries of scientific papers. Additional

1https://xkcd.com/simplewriter/
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work has also examined effective techniques for engaging readers [Putortì et al., 2020]. This thesis builds

on work in science communication by exploring how to augment scientific text to make it approachable to

more people.
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Chapter 3

The Linguistic Barriers of Entry to r/science

Figure 3.1: The main page of r/science
with top posts on the left and a description
of the community and its rules on the right.

Online science forums are a prime example of the growing

focus on two-way conversations in science communication.

These sites also offer a ideal context in which to study lan-

guage choices in science communication, as each post and

comment represents language choices that can either facilitate

or hinder communication. Because many of these forums are

public, new members across the internet are able to join to

discuss and learn about new scientific findings. We begin our

study of language as design in the online science communi-

cation forum, r/science. We show how members of r/science

use scientific jargon and impersonal language more often than

other large or topically related subreddits. New members use

common r/science language less than more frequent members,

and members who end up leaving r/science use less of this

specialized language than those that end up staying. Below

we cover our analyses and findings in detail and discuss the

implications of such language choices in online science communication. This chapter includes materials

originally published in August et al. [2020a].
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3.1 Introduction

r/science, a sub forum (“subreddit”) on the social news aggregation platform Reddit and shown in Figure 3.1,

has emerged as one of the largest platforms for disseminating and discussing scientific findings outside of

the social circles of the scientists themselves. As an online community for discussing research findings,

r/science has the potential to contribute to science outreach and communication with a broad audience.

However, past work has shown that active contributors in r/science are largely already involved in scientific

activity, and broader public engagement is lacking [Jones et al., 2019].

A possible reason why r/science does not attract broader contribution is that the community might have

developed specialized language that deter some users from actively participating. Commonly used insider

words [Danescu-Niculescu-Mizil et al., 2013], politeness or formality [Burke and Kraut, 2008; Nguyen and

Rosé, 2011], and even pronoun usage [Tran and Ostendorf, 2016] are all examples of linguistic behaviors

developed within a community that characterize its language. Just as with other normative behaviors, the

language is important for new users to adopt: users who don’t adopt it receive fewer and less supportive

responses [Jaech et al., 2015; Sharma and De Choudhury, 2018] and are more likely to leave an online

community [Danescu-Niculescu-Mizil et al., 2013]. Given that science communication is often hindered by

specialized language [Plavén-Sigray et al., 2017], it is possible that the r/science community has developed

language norms that prevent a wider public from engaging.

To explore whether r/science contains specialized language that may present a barrier to entry, we an-

alyzed differences in the language of 68,560,317 publicly available posts and comments on Reddit. We

compared the language used in r/science to the language used by contributors of 11 other subreddits using

language models, a commonly used technique for measuring language differences [Danescu-Niculescu-

Mizil et al., 2013].

We found our hypothesis to be true: the language used in r/science posts and comments differs from

the language used in other large or topically related subreddits. Many of the distinctions in language in

r/science reflect r/science’s rules for language norms, such as hedging (qualifying statements with words

such as ‘suggest’ and ‘possibly’), impersonal language, and scientific terminology. Our results show that

transient contributors (i.e., those who only post once) on r/science fail to adapt to this specialized language

more often than more experienced authors, suggesting that r/science’s language norms do not always come
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naturally to people. Our findings indicate that r/science’s guidelines and community norms, while useful to

maintain a high standard of rigor and discourse, have the side effect of limiting contributions from a broader

audience by enforcing a specialized language that people wanting to post and comment first have to learn.

3.2 Related Work

Here we cover work relevant to the current chapter on online community norms and guidelines and studies

of specialized language in online communities.

3.2.1 Online Community Norms and Guidelines

Online communities develop norms and guidelines that users follow to be productive members. These

guidelines are often decided as a rough consensus of members around what behavior is or is not acceptable in

the community [Kraut and Resnick, 2012]. There are some community standards governing the entire Reddit

platform (“reddiquette”), but it is common for individual subreddits to have their own set of specialized

rules and norms [Fiesler et al., 2018]. Chandrasekharan et al. [2018] characterized Reddit community rules

into three levels: Macro (i.e., rules shared across all of Reddit), Meso (i.e., rules shared across groups of

subreddits), and Micro (i.e., subreddit specific rules). More popular subreddits usually have more structured

norms to handle and socialize large influxes of new members without losing community values [Fiesler

et al., 2018]. Moderators also play a strong role in developing and enforcing community norms, which can

range from being highly active in a community, such as posting content often, to only being involved when

a member seriously violates a rule [Seering et al., 2019].

Although community norms are often publicly displayed, newcomers can be overwhelmed by these

rules, risking community rejection by unknowingly violating norms [Halfaker et al., 2009; Kraut and Resnick,

2012], or turned off from the community by guidelines clashing with their own values [Oliveira et al., 2018].

Research suggests that Wikipedia’s sharp decline in retention of desirable new editors (i.e., not vandals)

from around 40% in 2003 to less than 10% in 2010 can partly be attributed to inflexible rules [Halfaker

et al., 2013]. Community guidelines can also deter some users from joining a community due to an unin-

tended clash in values, such as StackOverflow’s rule of “No thank you’s”, that conflicts with many users’

beliefs around healthy community support [Oliveira et al., 2018].
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Publicly displaying community norms supports new users in interacting with the norms of the commu-

nity, which can help increase normative behavior in newcomers [Matias and Mou, 2018]. Cialdini et al.

[1990] characterized two ways norms influence behavior: injunctively, where norms prescribe acceptable

behaviours in the group, and descriptively, where member behaviour provides examples of norms. Morgan

and Filippova [2018] characterized these injunctive and descriptive norms in Wikipedia sub-communities,

identifying injunctive norms as posted guidelines and descriptive norms as active community threads. Both

injunctive and descriptive norms can increase normative behaviour in online communities, especially when

injunctive norms are reinforced with descriptive norms, or vice versa.

While many of the guidelines and moderation in online communities focus on acceptable behaviors,

like how people should treat other members or what they can post about, communities also develop unique

language norms, such as specific words members use that are important for new members to follow in order

to receive support from the community [Danescu-Niculescu-Mizil et al., 2013; Jaech et al., 2015; Sharma

and De Choudhury, 2018]. In this chapter, we identify how the language norms that r/science has developed

can act as an additional gatekeeper to participation.

3.2.2 Community Language

Studying community language norms has a long history in sociolinguistic research. Labov [2006] studied

fine-grained phonetic differences in New York City, showing that different socio-economic classes, and

even small peer groups within these classes, use significantly different vocalizations, such as a different

pronunciation of the /r/ sound [Labov, 1973, 2006]. Milroy and Milroy [1978] showed in their seminal

work exploring vernacular English in Belfast, Northern Ireland, that community networks, such as familial

ties, were a strong influence on an individual’s linguistic variation.

Research has drawn comparable findings for linguistic variation in online communities [Danescu-Niculescu-

Mizil et al., 2013; Tran and Ostendorf, 2016; Nguyen and Rosé, 2011]. Cassell and Tversky [2005] explored

the formation of a new online community comprised of children from around the world, finding that these

children from diverse cultural, economic, and geographic backgrounds converged on a shared language

style, such as speaking in the collective voice, and topics of conversation. Danescu-Niculescu-Mizil et al.

[2013] had similar findings in online beer enthusiast communities, showing that members adopt certain
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words (e.g., “aroma” or fruit-related words) that become widespread in the community. Tran and Ostendorf

[2016] characterized the language style of eight subreddit communities, showing that stylistic features, such

as community-specific jargon and sentence structure, led to close to 90% accuracy in identifying a commu-

nity. Zhang et al. [2017] built on this research, exploring a larger subset of 300 subreddits and showing

that frequently used words within a subreddit were also useful in characterizing how the community was

distinctive (different from other communities) and dynamic (how quickly the community shifted to new

topics).

Adopting the language style of a community is important for being accepted by that community [Burke

and Kraut, 2008; Danescu-Niculescu-Mizil et al., 2013; Jaech et al., 2015]. For example, users who did not

adopt the specific words common in the beer enthusiast communities mentioned above were more likely

to leave compared to members who did adopt these new words [Danescu-Niculescu-Mizil et al., 2013].

Members of breast cancer online support groups use much more community-specific jargon and informal

language the longer they remain part of the community, indicating that language style is a reflection of com-

munity socialization [Nguyen and Rosé, 2011]. In addition, members of mental health support groups on

Reddit are more likely to receive supportive responses if their language matches the style of the commu-

nity [Sharma and De Choudhury, 2018], and Twitter users who match the language style of their followers

receive more retweets [Tan et al., 2014]. We build on this work by exploring the language norms of r/science,

and how new members in r/science adopt, or don’t adopt, these norms.

3.3 Measuring Language Differences

We conducted linguistic and quantitative analyses of 12 large subreddits to answer our overarching question

of whether r/science’s potentially specialized language represents a barrier of entry. More precisely, our

research questions are:

RQ1: Do posts and comments on r/science contain specialized language compared to other large or topi-

cally related subreddits? If so, what are the characteristics of this specialized language?

RQ2: How does the language of users who stay and leave differ in their posts and comments? If there is a

defined difference, this would suggest that new contributors experience a language barrier, and those
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Subreddit # Posts # Comments # Subscribers
r/science 22, 157 604,267 21,015,665
r/news 254,201 5,878,711 17,972,696
r/politics 211,866 14,754,150 4,925,536
r/pics 101,624 3,806,068 21,313,781
r/funny 114,272 4,246,111 23,759,930
r/askreddit 1,096,947 35,665,797 22,153,598
r/askhistorians 41,203 72,056 998,325
r/everythingscience 6,772 36,901 165,852
r/futurology 20,127 799,176 14,037,974
r/truereddit 4,193 198,108 439,334
r/dataisbeautiful 8,437 420,762 13,608,622
r/askscience 12,162 184,249 17,901,914

Table 3.1: Number of posts, comments, and subscribers of each subreddit.

who join r/science with a strongly differing language are less likely to stay than those whose language

more closely aligns with r/science’s.

3.3.1 Data

In addition to r/science, we selected 11 subreddits with the goal of comparing the language used in r/science

to the language used in other large or topically related communities: r/news, r/politics, r/pics, r/funny,

r/askhistorians, r/futurology, r/truereddit, r/dataisbeautiful, r/askscience, r/everythingscience and r/askred-

dit. While there is no such thing as “the average Reddit user” that we could compare against, our list includes

some of the largest subreddits that share a similar subscriber count to r/science (r/news, r/politics, r/pics,

r/funny, and r/askreddit) and those with the largest overlap in user participation with r/science ( r/askhistori-

ans, r/futurology, r/truereddit, r/dataisbeautiful, r/askscience, and r/everythingscience) [Martin, 2017]. All

of these are subreddits with community members that r/science should have an interest in engaging, which

is why our aim was to characterize how different the language experience is for a user in these subreddits

compared to r/science.

For each subreddit, we collected all comments and posts from Jan. 2018 to Dec. 2018 using Google’s

Bigquery.1 We ignored comments and posts that had been deleted by their original author, by moderators, or

that were shorter than 10 words, for a total of 1,893,961 posts and 66,666,356 comments. Table 3.1 provides

1https://cloud.google.com/bigquery/
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details of our dataset.

3.3.2 Analysis

RQ1: r/science’s specialized language We analyzed whether r/science uses specialized language by con-

structing language models trained on its posts and comments. A language model is a conditional probability

distribution over each word in a vocabulary given preceding words (left context); the distributions are esti-

mated using a training corpus of texts, which we denote D.

A language model can be used to assign probability mass to a sequence of words by taking the product

of conditional probabilities for individual words given their left contexts (i.e., applying the chain rule of

probability). The probability that a language model trained on text dataset D, which we denote LM (D),

assigns to a new piece of text depends very heavily on the training data D. For example, training a language

model on judicial decisions will likely lead to very low probability assignment for a Reddit post about

astronomy, but higher probability for a similar-length legal brief.

Given a language model LM (D), we can calculate how different a text (word sequence w⃗ = ⟨w1, w2, . . . , wN ⟩)

is from the training data of LM by calculating w⃗’s cross entropy under LM :

CE (w⃗,LM (D)) = − 1

N

N∑
i=1

log pLM (D)(wi | wi−1), (3.1)

where pLM (D)(wi | wi−1) is the “bigram” probability of word wi given the preceding word wi−1 according

to the language model LM (D), and w0 and wN are special “start” and “stop” tokens included by conven-

tion.2 The higher the cross entropy, the more divergent w⃗ is from LM (D)’s training data, the less likely it is

under pLM (D), and hence the more “surprising” it is under the distribution of language model LM (D).

Our language models are Katz-backoff bigram models with Good-Turing smoothing [Chen and Good-

man, 1999]—a commonly used technique to improve probability estimates that past work in this space has

employed [Zhang et al., 2017]—trained on posts and comments of active authors in r/science. All language

models used as a vocabulary the words seen during training. We built our language models using the SRILM

toolkit [Stolcke, 2002].

2While bigram models are a relatively simple choice, they suffice for our purposes and are relatively robust against overfitting
for datasets of the size we consider here.
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For comments, our language models were trained on 1000 comments, 5 comments sampled from 200 ex-

perienced commenters for each month. Following Zhang et al. [2017], we defined experienced commenters

as those who had commented at least 5 times in a given month. For posts, the language models were trained

on 1000 posts (5 posts sampled from 200 experienced posters for the entire year). We treated experienced

posters as those who had posted at least 5 times in the year. This provided roughly the same percentage of

users per year that our definition of experienced commenters did for a month. We constructed 100 language

models for each month of comments and 100 language models total for the year’s posts, resampling authors

and their comments and posts each time. We used all language models in each cross entropy calculation for

a post or comment, averaging all post or comment cross entropy within a language model.

Past work has identified that longer posts and comments tend to exhibit higher cross entropy, possibly

due to the higher probability of esoteric language in longer posts or comments [Danescu-Niculescu-Mizil

et al., 2013; Zhang et al., 2017]. To avoid these length effects, we followed past work [Zhang et al., 2017] and

only used the first ten words of each comment or post for training and cross entropy calculations, inserting

stop tokens at the end of these first ten words.3

With language models trained on r/science posts and comments, we analyzed whether text from other

subreddits diverged from the text of r/science by calculating the cross entropy of text sampled from other

subreddits and comparing it to text sampled from r/science. In particular, we calculated the cross entropy of

50 comments, 5 unique comments sampled from 10 experienced authors (different from those used to train

the models), for each month from each subreddit using language models trained on r/science comments

for that month. We then conducted an ANOVA and Tukey post-hoc tests to compare the cross entropy of

r/science comments compared to the comments of other subreddits, averaged over all months. We conducted

the same analysis for r/science posts, sampling over the entire year 12 times to match the number of month

samples.

One limitation of using language models trained on r/science is that they will overfit to r/science posts

and comments. This leads us to expect that they will find posts and comments of other subreddits surprising

(i.e., have higher cross entropy). All a higher cross entropy means is that something in the text of r/science

is different from other subreddits, but it doesn’t signal what that something is. To characterize the actual

3We obtained qualitatively similar results using the entire span of each post or comment for training.

42



differences between the language used in r/science, we therefore additionally analyzed individual word

frequencies using uni- and bigram language models for both posts and comments (separately). To do this

we first estimated an empirical background frequency for each token (counted as a unigram or bigram) using

all other subreddits:

p̂w = (cw + α)
/∑V

i=1(ci + α) , (3.2)

where cw is the observed count of vocabulary token with index w, V is the size of vocabulary, and α is a

smoothing constant, which we set to 0.1.

To determine which tokens are unusually common or rare in r/science, we used a χ2 test of independence

with a Bonferroni correction. Among those that were significantly different, we identified the tokens that had

the most improbably high or low observed counts by modeling them with independent binomial distributions

for each token:

p
(
c(s)w

)
= Binomial

(
N (s), p̂w

)
, (3.3)

where c
(s)
w is the observed count of token w in r/science and N (s) is the total number of tokens (uni- or

bigrams) in r/science (posts or comments).

To summarize these findings, we report the words whose observed counts had the lowest probability

according to these models, separating them into those that were used more frequently and less frequently

than would be expected. We also used a similar analysis to compare the frequency of words used by transient

contributors, those who only contributed once, and experienced contributors within r/science comments.

To further evaluate how the language of r/science differs from the language of other subreddits, we built

a text classifier using only uni- and bigram features to classify posts and comments as either in r/science or

not. In contrast to the language models, which show how surprising the language of other subreddits is to

r/science, a classifier will show how easily distinguishable r/science language is compared to those of other

subreddits. Our classifier is a support vector machine (SVM) using uni- and bigram features. We use a term

frequency inverse document frequency (tf-idf) transform to account for common words throughout all posts

and comments. We trained two SVMs: one for posts and one for comments. We used one versus many
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classification, meaning the classifiers classify posts and comments as either in r/science or not. We report

the F1 score for both classifiers. Because the number of non-r/science posts and comments vastly outweigh

the number of r/science posts and comments, they are sampled equally to have a balanced training and test

set.

RQ2: Language used by transient vs. returning authors Past work has shown that new authors com-

menting or posting for the first time do not necessarily adopt the language norms of the community imme-

diately [Danescu-Niculescu-Mizil et al., 2013] and are more likely to leave the community. This is know

as an acculturation gap [Zhang et al., 2017], i.e., the difference in language between users who only ever

posted or commented once (transient users) and returning authors, and is predictive of long term engage-

ment [Danescu-Niculescu-Mizil et al., 2013]. To analyze whether there is a defined acculturation gap for

r/science (which would indicate new users’ difficulty in adapting to the specialized language of the com-

munity), we calculated the difference in the cross entropy of posts and comments by transient contributors

(i.e., those who only contribute once) vs. experienced contributors. Following Zhang et al. [2017], we use

experienced contributors as a proxy for community language. It is also important to note that transient users

might have contributed to other subreddits or even read r/science posts; however, they had not posted or

commented in r/science. We calculated the cross entropy of experienced contributors by sampling 5 com-

ments for 50 experienced contributors, for a total of 250 comments. We then sampled 250 comments from

transient contributors. The acculturation gap was the difference between these two cross entropies. We

resampled experienced and transient contributors’ comments for each month and 12 times on the entire year

for posts. We followed this analysis with comparing the common and rare words used by transient users

and experienced users in r/science. This allowed us a more nuanced perspective on not only whether the

language differed between transient and returning users, but also how it differed.

While the acculturation gap is useful in identifying the distinctiveness of r/science’s language to first

time users, we sought to further investigate whether language might act as a barrier to new users by examin-

ing if those who ultimately stayed in r/science matched the language of the community more closely in their

first contribution than those who only contributed once and then left. If so, this would suggest that language

is a factor for deterring users from engaging with r/science beyond one post or comment. Because we only

looked at data for a single year, 2018, we were unable to determine whether users contributed before this
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Figure 3.2: Cross entropies of posts and comments from experienced contributors from each subreddit,
calculated using r/science language models. Bars show bootstrapped 95% confidence intervals. Asterisks
denote t-test significance compared to r/science. Similar results were found using Mann-Whitney U tests for
non-normal distributions. All results are corrected for multiple hypothesis testing using Bonferroni-Holm;
∗p < .05, ∗∗p < .001.

cutoff. We therefore ignored comments and posts from January and February for this analysis. Considering

that over 70% of users contribute for only one month in r/science, it is unlikely that users who did not post

in the first two months of 2018 were active before that.

We calculated the cross entropy of the 250 first posts or comments from 250 experienced authors, com-

paring this to 250 posts or comments from authors who only ever commented or posted once in the subreddit.

We resampled for each month of comments and 12 times on the entire year for posts.

3.4 Results

RQ1: The r/science community uses specialized language compared to other subreddits. The cross

entropy of comments and posts significantly differed across subreddits (posts: F11,14388) = 3995.661,

p < .0001, comments: F(11,14388) = 1615.158), see Figure 3.2. r/science has the lowest cross entropy for

both posts and comments, suggesting that there are unique language characteristics (e.g., words and phrases)

in r/science’s posts and comments that do not occur in other subreddits. The difference holds even for those

subreddits that are topically related (e.g., r/askscience and r/everythingscience).
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Especially Common Especially Rare
Terminology (cells, brain, cancer, disease) Pronouns (you, your, it, youve, my, i, he, me)

Posts Reporting (study, researchers, scientists, new) Questions (what, whats, if, why, how, who)
Hedge words (may, according, suggests, likely) Opinions (serious, best, worst, like, favorite)
Terminology (cells, cancer, species, energy) Pronouns (he, i, his, she, my, her, him, me)

Comments Reporting (study, studies, science, research) Politics (trump, mueller, clinton, hillary)
Analysis (factors, correlation, likely, link) Profanity

Table 3.2: Summary of the most unusually common and rare words in r/science posts and comments,
calculated with χ2 test of independence based on the frequency of the words in r/science relative to other
subreddit posts and comments, respectively.

Figure 3.3: Sampled histogram of cross entropies between transient and experienced contributors (all posts
and comments). Difference in comment cross-entropy is significant (p < .001) though not for posts (inde-
pendent samples t-test, corrected for mutliple hypothesis testing using Bonferroni-Holm).

While it is not surprising that r/science has the lowest cross entropy since the language models were

trained on it, it is interesting to see how other subreddits relate to r/science in post and comments. For

example, post cross entropies are more distinct across subreddits than comments. This is due to posts

containing more topic words (e.g., Trump, cells) than comment text. Interestingly, r/pics posts have a similar

cross entropy to r/science posts. This may be because r/pics also has stringent guidelines for post titles that

discourage personal words in the title (e.g., no memorial posts, no posts asking for assistance, and no

personal information). While r/politics also has stringent post title guidelines, the strong topical differences

between it and r/science most likely contributed to its higher cross entropy.

Table 3.2 summarizes the words and bigrams that comprise the most improbably common and rare

terms in r/science compared to the other subreddits for both posts and comments (ignoring conjunctions and

prepositions). Looking at these words, we can see that in r/science posts scientific terminology, references

to scientific studies, and hedge words (e.g., may, suggests, likely) are all extremely common relative to other

subreddits. By contrast, personal pronouns, question words, and expressions of opinions are extremely un-
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Transient Contributors Experienced Contributors
The definition of the kilogram might be about
to change for the better!

Sulfur isotope has helped reveal surprising
information about both the origins of life on
Earth.

Posts How Reddit (and the rest of the internet) is
good (and bad) for you

Negative experiences on social media carry
more weight than positive interactions [...]

Same with adderall in my case. Whenever
I’m on it im no longer constantly hungry

Yeah I would have wanted a control group
just to confirm how fmri changes when you
were just exposed to it.

Comments I’m convinced that any mouse with a strong
background in science could make itself im-
mortal.

Well, no, this would be enough to be revolu-
tionary if you could build, say, MRI machines
with it. It’s much cheaper to run a fridge than
to keep something chilled with liquid helium.

Table 3.3: Posts and comments from transient and experienced users in r/science. Sampled from all contri-
butions.

common. Similar patterns hold for r/science comments, but we did not observe such an extreme use of

hedge words, and the most notably underused words (besides personal pronouns) are profanity and terms

related to politics (which have a high background frequency in comments in other subreddits). Looking at

the bigrams reveals similar findings: science posts and comments contain more references to scientific stud-

ies (e.g., (researchers have), (study finds)) and hedge phrases (e.g., (according to), (likely to))) and fewer

questions and personal references (e.g., (what is), (do you), (when i). While there are topical differences

in some word usage comparison (e.g., Trump as a common word outside of r/science), there are also many

examples of stylistic differences (e.g., hedging and impersonal language) in words and phrases. This indi-

cates that r/science differs in style and topic from other subreddits, especially with hedging and impersonal

speech.

The classifiers achieved mixed results for identifying posts and comments as from r/science or not. The

comment classifier obtained a test F1-score of 0.73, while the post classifier reached 0.84. Similar to the

cross entropy findings, the classifier scores suggest that posts are easier to differentiate across subreddits

than comments. Considering the minimal features used to train both classifiers (simple uni and bigram

features with a tf-idf transform), the scores reflect the distinctiveness of r/science posts, scoring well above

random chance.
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Figure 3.4: Sampled histogram of cross entropies between first time comments of users who leave and who
stay. Difference is significant (p < .001).

RQ2: r/science users that don’t match the community’s language are more likely to leave. The ma-

jority (57%) of users in r/science only post or comment once and never return. We found a pronounced and

significant difference in cross entropy of these transient authors versus experienced authors in r/science for

comments (mean = 7.37, s.d. = 0.13, vs. mean=7.16, s.d. = 0.14) (t1199 = 40.85, p < .0001, d = 1.67)

and posts (mean = 8.10, s.d. = 0.15, vs. mean = 8.05, s.d. = 0.16) (t1199 = 8.07, p < .0001, d = 0.33).

Figure 3.3 plots the distributions of the cross entropies for posts and comments.

Looking at common words and phrases in these transient user comments, we found that personal words

(e.g., i, my, feel) are significantly more common in transient user comments than experienced user com-

ments of r/science, and words discussing scientific findings (e.g., abstract, journal, evidence) are signif-

icantly rarer. The common and rare bigrams for transient users reflect similar differences, with personal

and anecdotal phrases (e.g., (i was), (when i)) common while references to scientific findings (e.g., (linked

academic), (press release)) rare. These results mirror those found between r/science and other subreddits

(see Table 3.2) suggesting that users from other popular subreddits, while possibly matching the language

in these subreddits, are faced with a more pronounced language barrier in r/science. Table 3.3 provides

examples of posts and comments from transient and experienced contributors on r/science.

r/science also stands out as having lower new user retention than the majority of other subreddits (see
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Figure 3.5), with an average of 10% (s.d. = 3.28%) of new users returning after posting or commenting for

the first time in the previous month (F(11,120) = 13.818, p < .0001). Interestingly, many of the subreddits

related to r/science, such as r/askscience and r/everythingscience, have similarly low retention.

Our methods for measuring language differences did not allow quantitative comparisons of differences

between transient and returning authors in r/science compared to other subreddits since this would have

involved comparing significance values and cross entropies calculated from different language models, both

of which are improper comparisons. We instead ran our word frequency tests on comments of transient

users from subreddits topically related to r/science and with similarly low user retention: r/askscience and

r/everythingscience. If the common and rare words fell into similar categories as in r/science (e.g., personal

words and scientific findings) for transient contributors, this would suggest that the low retention in these

communities is related to new users failing to adapt to the same specialized language.

Common words for transient users in r/askscience and r/everythingscience included more personal

words words (e.g., i, my, your), while scientific words (e.g., species, particles, genetic) were rare for tran-

sient contributors. However, there were also noticeable differences in these words compared to r/science:

r/askscience contained many more question words (e.g., what, please, thank), which makes sense consid-

ering the purpose of the subreddit is to ask questions. These differences fall along the differences in the

purposes of the subreddits, while the similarities between these subreddits (a focus on scientific terminology

and away from personal words) suggests that this type of language is more difficult for the general Reddit

user to adapt to, possibly contributing to the lower user retention they share.

These differences suggest that transient users in r/science, those who only post or comment once, use

significantly different language than those who are returning contributors in the community. To delve deeper

into this difference, we explored how the language of the first post or comment of contributors in r/science

who would return differed from the posts or comments made by transient users.

Users who end up becoming experienced contributors of r/science matched the language in r/science in

their first comment more closely than those who only contributed once and then left (mean = 7.30, s.d. =

0.13 for experienced users vs. mean = 7.40, s.d. =0.11 for transient users) (t1199 = 19.03, p < .0001, d =

0.78). Figure 3.4 plots this difference, showing similar distributions as found in Figure 3.3 for comments.

We did not find this to be the case with posts; the cross entropy of experienced users’ first posts was not
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Figure 3.5: New user retention across all subreddits. ∗p < .05 independent samples t-test compared to
r/science. Corrected for multiple hypothesis testing using Bonferroni-Holm.

significantly lower than the cross entropy for transient users’ posts. Considering that posting is speaking

to all of r/science, this is probably due to people focusing more on what they are writing – and following

r/science’s posting rules more closely – when they first post compared to when they first comment. These

results show that users who leave after commenting once diverge from the language of r/science significantly

more than users who ultimately stay, suggesting that language is a factor for deterring some users from

commenting in r/science.

3.5 Summary

As an online community for discussing research findings, r/science has the potential to contribute to science

outreach and communication with a broad audience. Yet in this chapter we show how the language used

by people on r/science can be a barrier to entry for potential members. Our analysis of the language used

in more than 68 million posts and comments from 12 subreddits shows that r/science uses a specialized
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language that is distinct from other subreddits. Transient authors of posts and comments on r/science use less

specialized language than more frequent authors, and those that leave the community use less specialized

language than those that stay, even when comparing their first comments. These findings suggest that the

specialized language used in r/science has a gatekeeping effect, preventing participation by people whose

language does not align with that used in r/science. More broadly, we found that language can prevent

engagement for some, but not for others, indicating the need to for methods that can adapt language to

certain audiences.

One interpretation of our results is that the community rules are effective and functioning as intended.

First, r/science’s specialized language is clearly geared toward maintaining rigorous scientific discussion in

the community Jones et al. [2019]. Second, it could be that the language of r/science promotes stability in

readership and trust among passive users; by having a high bar for who gets to talk, people feel most of what

they hear is worth listening to. This can encourage a readership that lurks but does not contribute, trusting in

those who speak the language to contribute to the discussion. We see some evidence of this in the massive

number of subscribers in r/science (over 21 million, fifth overall on Reddit at the time of writing) versus an

order of magnitude fewer posts and comments compared to other subreddits with similar subscriber counts.

However, another perspective is that there are opportunities to help broaden participation and socialize

newcomers. While it may not be necessary for everyone to have the same knowledge about or interest

in science, science communication should be accessible to everyone Burns et al. [2003]. Our findings

indicate that simply posting community rules on the front page has not been sufficient in guiding first time

and transient contributors to use the specialized language expected on r/science. The r/science community

can use these findings and our methodology to explore ways of socializing newcomers without sacrificing

community norms, such as by identifying and defining specialized terms in the guidelines or moderator

posts.
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Chapter 4

Writing Strategies for Science

Communication

In this chapter, we identify the ways that expert science writers design scientific language for a different

audiences as a first step in understanding how to automatically adjust language for different audiences. Much

of the specialized language in r/science is indicative of hurdles faced by readers in science communication

generally: scientific terminology and complex language can make scientific writing hard to understand for

many people [Britt et al., 2014a]. Expert science writers have years of experience communicating this

information with different audiences. We compile a set of strategies from a wide range of prescriptive

science writing sources in English and develop an annotation scheme allowing humans to recognize these

strategies in texts about science. We introduce a new corpus of 128K university press releases, science blogs,

and science magazines and annotate a subset of 337 texts. We use the annotations to train transformer-based

classifiers to explore the communicative goals of science writing by analyzing variations in the strategies’

use across several scientific communication forums. This chapter includes materials originally published in

August et al. [2020b].
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4.1 Introduction

Communicating scientific discoveries to a general audience of readers is difficult. A researcher or writer in-

terested in doing so is faced with the challenging task of translating complex scientific ideas in an engaging

manner without misleading or overwhelming their audience. There are many guides to science communica-

tion [e.g., Blum et al., 2006], but they rarely offer empirical evidence for how their advice is used, or proven

effective, in practice. The potential science communicator is then confronted with the additional hurdle of

understanding how to implement these guidelines in their writing.

Effective science communication requires understanding the unique needs and expectations of differ-

ent audiences and stakeholders in science [Nisbet and Scheufele, 2009b]. We envision natural language

processing technologies that help science writers communicate more effectively. These technologies might

automatically classify common strategies in a writer’s own text, support writers to adapt language to specific

readers, or guide readers through personalized article recommendations.

As a first step, we compile a set of strategies from a wide range of prescriptive science writing sources

in English and develop an annotation scheme allowing humans to recognize these strategies in texts about

science. We introduce a new corpus of 128K university press releases, science blogs, and science magazines

and annotate a subset of 337 texts. We use the annotations to train transformer-based classifiers to explore

the communicative goals of science writing by analyzing variations in the strategies’ use across several

scientific communication forums.

Our paper is the first computational analysis of writing strategies driven by science communication

theory. We find that most strategies are prevalent throughout our corpus and that publication venues with

varying audiences use strategies differently. For example, press releases emphasize the impacts of science

more than magazine articles, which instead tell more stories about the science. We also find that higher

quality newspaper articles, as rated by expert journalists, use more storytelling and analogies than lower

quality articles. This suggests that (1) such strategies are a meaningful way of communicating scientific

language for a general audience and (2) that there is not one single general audience: different venues attract

different types of readers and thus communicate with these strategies differently.
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4.2 Defining Science Communication Writing Strategies

The goal of general science communication is to increase public awareness, enjoyment, interest, and un-

derstanding about science [Burns et al., 2003]. Based on the idea of compositionality in discourse the-

ory [Bender and Lascarides, 2019], we can think of the communicative intent of science writing as being

made up of smaller communication goals represented in particular passages of an article [Grosz and Sidner,

1986; Louis and Nenkova, 2013a]. Our computational approach builds on this theoretical assumption by

annotating sentences and letting an article inherit the attributes we find in its sentences.

Past work on science communication has taken a similar view [Louis and Nenkova, 2013a] by using

syntactic relations to characterize an article’s communicative goals, allowing them to emerge inductively

rather than from a theory of science communication. Our complementary approach starts with science

communication guides to construct theory-driven communicative goals (referred to as “writing strategies”

and consisting of lexical to multi-sentence features), and explores their use in a diverse range of science

communication text.

To define our writing strategies, we categorized and grouped advice from style guides for science com-

municators. These guides were a mix of online resources, books, and academic articles (see Table A.1 in the

appendix). We selected the guides based on discussions with three expert science communicators at a large

research university’s press department and through online searches. We stopped adding resources when we

reached saturation [Holton, 2007], meaning that each new resource had fewer new strategies and suggesting

that our resources provided good coverage.

Two authors open-coded [Holton, 2007] the suggestions from each guide by assigning each piece of

advice in a resource a code that represented its high-level strategy (such as “avoid jargon”). The authors

then looked at other resources to see whether the same advice appeared there. Each new piece of advice was

added with a new code. After coding all resources, the authors grouped the codes into a set of 10 suggested

writing strategies. Appendix A.1 provides additional details on the coding and categorization. The strategies

are as follows (examples of each are given in Table A.5 in the appendix):

LEDE A few sentences at the beginning of an article, called a lede (spelled “lede” for easier differentia-

tion with its homograph “lead”), that draws a reader in and makes them want to read more.

MAIN Sentences describing the main findings being reported by the original paper in order to not over-
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whelm the reader with details.

IMPACT Writing about the real world impact of the science or findings being reported in order to excite

readers. This can include future technologies, breakthroughs the findings might enable, or their societal

implications.

EXPLANATION Explanations about scientific subjects to improve reader understanding. This could be

explaining a certain topic or word, or what researchers did in a study and what the findings mean.

ANALOGY Analogies or metaphors used as a way to explain concepts or make ideas in the article more

relatable.

STORY Stories to engage readers and make the reported science more interesting. This can include short

story snippets, or coming back to an underlying story throughout an article.

PERSONAL Including personal details about researchers in order to make them more approachable and

add depth to the story.

JARGON Avoiding specialized terminology or jargon as much as possible as it can overwhelm readers.

ACTIVE Using the active voice to make the writing more lively and engaging.

PRESENT Similar to ACTIVE, using present tense verbs also to make the writing more lively and engag-

ing.

Some of these strategies are specific to science writing, such as emphasizing the real world impact of

the findings (IMPACT), while others are often thought of as general rules for good writing, such as using the

active voice (ACTIVE). Both types of strategies were commonly referenced in the resources we analyzed,

which suggests that engaging science writing shares traits with engaging writing in other disciplines while

also containing its own set of unique strategies.

4.3 Dataset

In order to study the use of these strategies by science writers and build classifiers for automatic identifi-

cation, we collected a corpus of 128K documents from a variety of science communication sources. We

focused on four major types of U.S.-based venues, representing a broad spectrum of science communica-

tion for different audiences: blog sites, popular science magazines, university press releases, and scientific
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journal magazines.

Past work has shown that blog sites usually write to scientifically literate and engaged readers [Ranger

and Bultitude, 2016], while university press releases often write to other science journalists [Bratton et al.,

2019; Sumner et al., 2014b]. We selected popular science magazines since they target a more general

audience, and scientific journal magazines as they often write to those involved in research, though not nec-

essarily in the same domain [Nielsen and Schmidt Kjærgaard, 2011]. The choices of website or publication

we collected from each venue category were based either on previous work covering those categories [e.g.,

blog posts; Vadapalli et al., 2018] or as a convenience sample based on what was widely available. One

note is that while past work has used the blogs sites we selected as sources for high quality science blogs

(sciencedaily.com and phys.org), these sites also source a large portion of their content from press releases,

often only changing headlines and lede sentences.

We scraped articles from each of these sources for all of 2016–2019 using the Wayback Machine,1

resulting in 137,828 articles. Appendix A.2 provides more details on site selection.

4.4 Filtering

To focus on science communication, specifically, we removed articles matching U.S.-centric political key-

words such as Trump, democrats, and Senate. We also removed all articles over 15,000 or under 1,500

characters, since these represented either multiple articles on the same page, article previews, or scraper er-

rors. After filtering we had a total of 128,253 articles. In total 7% of documents were filtered (3.5% removed

for political keywords and 3.5% for length). Table 4.1a details the sites for each venue and the number of

articles after filtering.2

4.5 Annotation

Recall that our goal was to measure the use of strategies from Section 4.2 in our corpus. We sample 337

articles stratified across sites to gather a spread of articles and balance the articles across venues. Each

1https://archive.org/web/
2URLs for all scraped articles are available at https://github.com/talaugust/

scientific-writing-strategies.
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article was given to two annotators who were trained on the writing strategies and instructed to annotate

the use of strategies at the sentence level. Concretely, each “annotation” corresponded to a contiguous

chunk of one or more sentences labeled with one of the seven strategies. A sentence could be labeled with

multiple strategies. Three of the strategies, JARGON, ACTIVE, and PRESENT, were not annotated because

we believed they could be reliably detected using existing methods based on lexical and syntactic features;

see Section 4.7.1.3 Figure A.2 (in the appendix) presents an example of an annotated excerpt and the task

interface.

We conducted annotation in sets of 50 articles. After each set, one author measured agreement and

manually evaluated a subset of annotations by both annotators. This author then acted as a coordinator

for the annotators, providing suggestions or revisions to annotation guidelines. Additionally, annotators

were able to look at the other’s annotations after completing an article. Figure A.1 in the Appendix plots

Krippendorff’s α after each batch of 50 articles. Two categories that achieved low agreement (as measured

by α) were EXPLANATION and PERSONAL, which we dropped from further analysis.

Venue Site #Articles

Blogs
Sciencedaily.com 38,191
Phys.org 74,732

Magazines
The Atlantic 2,771
Scientific American 5,174

Press releases

Harvard 752
Stanford 599
Rochester 219
Northwestern 197

Journals
Science 4,173
Nature 1,445

Total 128,253

(a) Sites and number of articles in corpus after filter-
ing.

Strategy # Sentences Avg. words

LEDE 595 34.1±20.6

MAIN 1,596 35.9±19.1

IMPACT 1,102 40.0±19.1

EXPLANATION 4,677 55.0±28.1

ANALOGY 410 33.6±17.3

STORY 1,736 74.4±60.9

PERSONAL 727 50.5±33.1

Total 10,843 48.7±32.7

(b) Number of sentences and average number of
words per annotation span for each strategy across
articles in our annotated dataset (337 articles).

3Code for the interface is available at https://github.com/talaugust/scientific_article_annotation.
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4.6 Hypotheses

Our annotated corpus allowed us to begin to explore how strategies relate to the communicative goals of dif-

ferent science communication venues. To do this, we introduce hypotheses informed by existing literature.

Hypotheses H1–H3 are based on our expectations for how strategies can differentiate science writing

venues in our corpus based on their underlying goals. For these hypotheses, we evaluated strategy use across

our corpus.

Hypothesis H4 builds on past research in science communication exploring article quality [Louis and

Nenkova, 2013b] which is introduced with its own annotated dataset. Since we had no strategy annotations

for this dataset, we report only on the aggregated predictions of our classifiers.

H1: LEDE is used once or twice within an article, but consistently across our entire corpus. Because

the LEDE strategy is well adopted in general journalism [Pöttker, 2003], and LEDE sentences are only used

at the beginning of an article, we expect low but consistent use of LEDE across the corpus.

H2: Press releases use higher IMPACT than other venues. One goal of press releases is to encourage

other science writers to pick up a story. Because a key component to selecting stories is impactful find-

ings [Hayden et al., 2013], we expect that press releases will emphasize this more.

H3: Magazines use lower JARGON, higher ACTIVE and PRESENT and higher STORY than other

venues. Magazines target a broader readership compared to other venues, making it likely they use these

strategies that are common in prescriptive guides for general good writing [Strunk, 2007] to relate to a wider

audience.

H4: Higher quality science news articles use more STORY and ANALOGY than lower quality articles.

Past work on science news quality has suggested that features related to storytelling and figurative language

(e.g., coherence and descriptive language) are associated with higher quality articles [Louis and Nenkova,

2013b].
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4.7 Strategy Classification

We used our collected corpus and annotations to automate recognition of writing strategies and to evaluate

our hypotheses. We describe our methods for classifying strategies with rules and with human annota-

tions (Sections 4.7.1 and 4.7.2). We then discuss methods for using these classifiers to estimate the use of

strategies in our corpus and overall classifier performance (Section 4.7.3).

4.7.1 Rule-Based Strategies

As discussed earlier, three of the strategies could be reasonably identified using rules, and were not anno-

tated.

JARGON We used common science jargon word lists drawn from Rakedzon et al. [2017] and Gardner

and Davies [2013] to detect jargon use. The word list from Rakedzon et al. [2017] consists of 2,949 words

common in scientific journal abstracts and articles while rare in common usage. We augmented this list with

the core Academic Vocabulary List [AVL, Gardner and Davies, 2013], which is the top 3,000 word lemmas

based on 120 million words of academic texts from the Corpus of Contemporary American English [Davies,

2009]. High JARGON means higher use of these specialized terms, which is negatively associated with the

strategy (i.e., since the recommended strategy is to avoid specialized terms).

ACTIVE We identified active and passive clauses by counting the ‘nsubj’ and ‘nsubj:pass’ words from a

parse of each article using Stanford NLP’s dependency labels in the Stanford NLP Pipeline.4 We normalized

all active clauses by the number of verbs in an article.

PRESENT For measuring present tense, we normalized the number of present tense verbs using Stan-

ford NLP’s Universal Features, which are similar to POS tags and part of the same Stanford NLP Pipeline

[Manning et al., 2014], over all verbs in an article.

4.7.2 Sentence Classifiers

For the remainder of our strategies, we trained classifiers based on the annotations collected to estimate the

prevalence of each strategy in our corpus. Each classifier takes a single sentence as input and provides a

binary label (present or absent) for a given strategy. Apart from pretraining, the classifiers were trained

4https://stanfordnlp.github.io/stanfordnlp/pipeline.html
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Strategy Prec. Recall F1 Calibr. Err. Acc. MFC Acc.

LEDE .31.02 .56.03 .40.02 .05.004 .95.002 .95
MAIN .38.04 .51.03 .43.03 .11.01 .86.005 .86
IMPACT .40.03 .55.03 .46.02 .09.01 .91.004 .90
ANALOGY .52.04 .60.02 .55.03 .04.01 .96.001 .95
STORY .38.03 .49.04 .43.02 .12.01 .84.009 .84

Table 4.2: Mean and standard deviation of strategy classifier performance, including calibration error, on
held-out test set based on 5 random seeds. Baseline accuracy for most frequent class (MFC), which always
predicts the negative class, is included.

separately for each strategy. We based our classifiers off RoBERTa [Liu et al., 2019b] as it is a high-

performing contextual word representation learner that has achieved state-of-the-art results on multiple NLP

benchmarks, and which comes pretrained. We used Huggingface’s RoBERTa implementation.5

We started by continuing to pretrain RoBERTa on additional in-domain text to tailor the model more

closely to our task. This additional pretraining followed two phases as in Gururangan et al. [2020]: pre-

training on 11.90M general news articles from REALNEWS [Zellers et al., 2019] for 12.5K steps (domain-

adaptive pretraining), and then pretraining on a held-out subset of 100k documents from the unannotated

portion of our own corpus for 10 epochs (task-adaptive pretraining). Appendix A.5 includes details for both

pretraining steps.

Finally, we finetuned our pretrained RoBERTa model on each sentence-level classification task sepa-

rately, making 5 binary classifiers (LEDE, MAIN, IMPACT, ANALOGY, STORY). Our pretrained RoBERTa

models were finetuned using a 80%, 10%, 10% train, validation, test setup using all annotated articles. Arti-

cles were randomly split across the sets, meaning no two sentences from the same article could occur across

sets. Appendix A.6 includes additional finetuning details.

Using classifiers optimized for individual classification can lead to biases when estimating category

proportions [Hopkins and King, 2010]. Past work has suggested that using a well-calibrated classifier leads

to better proportion estimation in large unlabeled corpora [Card and Smith, 2018]. Calibration refers to the

long-run accuracy of predicted probabilities, where a well-calibrated probabilistic classifier at the level µ is

one that predicts class k with probability µ when the proportion of instances correctly assigned to k is also

µ.

5https://huggingface.co/transformers/model_doc/roberta.html
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Figure 4.1: The rate of occurrence of predicted versus actual
strategies on our human-annotated test set based on PCC and the
classifiers.

Following Card and Smith [2018],

we performed model selection based on

calibration error on held-out data dur-

ing hyperparameter tuning. We esti-

mated calibration error using the adap-

tive binning procedure from Nguyen and

O’Connor [2015]. After picking our

most well-calibrated classifiers, we mea-

sured the rate of each strategy across a

collection of documents by averaging the classifiers’ predicted posterior probabilities of a positive label.

This is referred to as Probabilistic Classify and Count [PCC; Bella et al., 2010] and is a standard method

for predicting label distributions in a corpus using a probabilistic classifier [Card and Smith, 2018].

4.7.3 Evaluation

We evaluated our classifiers in two ways: on individual examples (i.e., for reporting F1), and in aggregate

on a held-out annotated test set.

Our goal for the classifiers was to estimate aggregated proportions in our corpus, not to achieve perfect

performance. For this reason, we report on classifier F1 performance only to establish that the classifiers

were reasonably able to detect strategies. Table 4.2 details the precision, recall, F1 scores, average cal-

ibration error and accuracy of the trained classifiers, and baseline accuracies for the most frequent class

predictions for each strategy. Our classifiers achieved F1 scores between 0.40 and 0.55, which was com-

parable to other classifications of communicative goals, such as propaganda technique detection [e.g., F1

scores between 0.39 and 0.61 in Da San Martino et al., 2019].

Because we were most interested in estimated proportions, we also compared the classifiers’ predicted

strategy rates in our held-out test set with the actual rates of the annotated strategies. Actual strategy rate

was calculated as the number of sentences containing a strategy divided by the total number of sentences in

the test set. Figure 4.1 illustrates this comparison. While we did see some discrepancies between actual rates

and our predicted rates, these differences were small (< .05 rate difference, or less than 5% of sentences)
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(a) (b) (c) (d) (e)

Figure 4.2: Histogram of number of sentences per article (x-axis) estimated to use each strategy (propor-
tions on y-axis). Two categories that achieved low agreement (as measured by α) were EXPLANATION and
PERSONAL, which we drop from this analysis. For an enlarged figure, see Figure A.4 in the appendix. Fig-
ure A.3 plots the estimated proportion of sentences using each strategy for all sites, including EXPLANATION

and PERSONAL.

and the trend of each strategy remained the same (e.g., STORY and MAIN are the most common, LEDE and

ANALOGY are the least), suggesting that the classifiers estimate strategy rates with sufficiently high accuracy

to begin comparing rates across strategies.

We additionally evaluated how accurate our automatic measures for JARGON, ACTIVE, and PRESENT

were by randomly sampling 5 sentences from the top and bottom 10% of articles containing JARGON, AC-

TIVE, and PRESENT (as measured by our rule-based approaches) and manually inspecting them for correct

word classifications. The rules for each measure were in line with our intuitions about JARGON, ACTIVE,

and PRESENT with a large majority of words (Over 80% in the 30 sentences evaluated) being identified

correctly as jargon, active voice, or present tense.

4.8 Evaluating Strategy Applications

Evaluating our classifier output against gold-standard human annotations, as reported in Section 4.7.3, es-

tablishes the validity of our classifiers. We next turn to our hypotheses introduced in Section 4.6 to illustrate

how we can use the strategies, classifiers, and corpus to explore the communicative goals of science writing.

We introduce each hypothesis and report on its results separately.

H1: LEDE is used once or twice within an article, but consistently across our entire corpus. Fig-

ure 4.2a plots the estimated number of LEDE sentences per article across each site. Supporting H1, the

majority of sites peaked at either 0 or 1 LEDE sentences, with all sites tapering off quickly after that. theat-
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lantic.com does have a higher number of predicted LEDE sentences (with 20% of articles containing more

than 2 sentences). This might be due to theatlantic.com articles being longer (since they are full magazine

articles) and therefore using more text to entice readers.

H2: Press releases use higher IMPACT than other venues. We find support for H2: press release sites

like news.harvard.edu, rochester.edu, and news.stanford.edu had larger modes than other sites for IMPACT

sentences in Figure 4.2c. For example, close to 15% of articles in rochester.edu had over 5 estimated IMPACT

sentences, compared to 7 or 8% of articles in scientificamerican.com or theatlantic.com having that same

number. This is especially striking because scientificamerican.com and theatlantic.com generally had much

longer texts, since they are full magazines, compared to press releases.

H3: Magazines use lower JARGON, higher ACTIVE and PRESENT and higher STORY than other

venues. Texts from theatlantic.com and scientificamerican.com, the two magazine sites, had the lowest

and third lowest use of JARGON in the corpus with average rates below 0.2 (i.e., less than 20% of words),

macro-averaged across articles. Magazines also had the highest use of ACTIVE and some of the highest

PRESENT. Additionally, theatlantic.com was the only site to have close to 5% of articles estimated to have

more than an 15 STORY sentences (Figure 4.2e).

H4: Higher quality science news articles use more STORY and ANALOGY than lower quality articles.

To evaluate this hypothesis, we used the corpus of New York Times science articles introduced by Louis

and Nenkova [2013a].6 The corpus consists of three labels of article quality: TYPICAL, VERY GOOD, and

GREAT. These labels were drawn from whether the article appeared in that year’s “Best American Science

Writing” anthology (GREAT), was written by an author whose work had appeared in the year’s anthology

(VERY GOOD), or was neither (TYPICAL). The articles were drawn from the New York Times annotated

corpus [Sandhaus, 2008] and filtered for science-related keywords (e.g., biology, biologist).

For a clear differentiation of article quality, we applied our strategy classifiers to only the GREAT and

TYPICAL articles in the dataset. We selected science articles from the years 2001 to 2007 for a total of 55

GREAT articles (6,211 sentences) and 15,532 TYPICAL articles (1,079,768 sentences).7 To test for signifi-

6Available at http://www.cis.upenn.edu/~nlp/corpora/scinewscorpus.html
7We obtained similar results when uniformly sampling 55 TYPICAL articles.
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cance we performed χ2 tests of independence and augment these with the ϕ coefficient, which is similar to

Cohen’s d as an effect size calculation for categorical variables [Fleiss, 1994].

Results: Sentences in GREAT articles used STORY and ANALOGY slightly but significantly more often

than TYPICAL articles (STORY: 0.38 vs. 0.33, p < 0.001, ϕ = 0.01, ANALOGY: 0.05 vs. 0.03, p < 0.001,

ϕ = 0.01), supporting H4.

4.9 Summary

Writing strategies that can be automatically recognized could greatly support science communication efforts

by enabling tools to detect and suggest strategies for writers or automatically adapting text to different

readers. In this chapter we compiled writing strategies from theory and practical advice, collected a large

corpus and annotated a subset of it to measure strategies’ use. We observed how strategies covary with

intended audience. For example, blog sites, which target researchers, use more jargon and focus on the

main findings of a paper, while magazine articles, which target a much broader audience of readers, tell

more stories and use more active voice. Our findings also suggest that science newspaper articles judged

by experts to have higher quality use more metaphorical language and tell more stories. We expect that

our strategy formulations, classifiers, annotations and dataset will enable NLP-powered tools to support

effective science communication for different audiences.
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Chapter 5

PAPER PLAIN: Making Medical Research

Papers Approachable to Healthcare

Consumers with NLP

The writing strategies we identified in Chapter 4 highlight ways to adapt scientific language to a general

audience. We take inspiration from these strategies by develop an augmented reading interface—PAPER

PLAIN—for making medical research papers approachable to a general audience. PAPER PLAIN leverages

strategies we identified to provide key questions that guide readers to areas of relevant information in a paper

and assist them in making sense of complex medical language. We specifically focus here on healthcare

consumers, such as patients, their families, friends, and other caregivers, staying apprised of the latest

research in order to better manage their care and treatment options. This chapter includes materials originally

published in August et al. [2022b].

5.1 Introduction

The latest medical knowledge often appears solely in the medical research literature [Zuccala, 2010; Na-

tional Institutes of Health, 2005; Tennant et al., 2016; Day et al., 2020; Epstein, 1997]. For healthcare

consumers, like patients, their families, friends, and other caregivers, staying apprised of the latest research
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Figure 5.1: When a reader opens a paper in PAPER PLAIN, they see a side pane containing a reading guide
(1), consisting of key questions the reader might ask of the paper, brief generated plain language answers,
and pointers to passages in the paper the reader can read more. When a reader clicks a question (2), the
paper jumps to the passage that provides that answer and shows a paragraph-length plain language answer
(3). Plain language summaries can be accessed for any section of the paper by clicking a label next to the
section header (4). The reader can view definitions of medical jargon by clicking underlined terms (5).

may mean becoming familiar with the literature. In the words of one patient [@access Working Group,

2021]:

I had been studying CLL [Chronic Lymphocytic Leukemia] through free access articles on

PubMed and Google Scholar. . . Reading these NIH papers enabled me to have an intelligent

dialogue with a CLL specialist, ultimately leading me to the selection of a clinical trial.

However, a healthcare consumer’s success in understanding the medical literature is by no means as-

sured. Healthcare consumers report that, unsurprisingly, medical papers are difficult to read [Day et al.,

2020; Nunn and Pinfield, 2014]. This is in part due to being overwhelmed by the amount of unfamiliar jar-

gon. It is also because healthcare consumers are unaccustomed to the norms of how research is conducted

and how reports of it are structured [Britt et al., 2014b; Day et al., 2020]. The result is that reading medical

papers can be an experience that is challenging and at times demoralizing.

In this chapter, we ask how interactive information interfaces can make medical research articles ap-

proachable to non-expert healthcare consumers that need it, whom we refer to as “readers” in this paper. In
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particular, we study how articles can be imbued with new affordances to help readers navigate and evaluate

their contents. The human-computer interaction literature demonstrates myriad ways that reading interfaces

can assist readers, including by helping them understand unfamiliar terminology [Abekawa and Aizawa,

2016; Head et al., 2021], hiding sections that are predicting to be irrelevant [Bohn and Ling, 2021], and

answering user-written questions [Zhao and Lee, 2020]. Drawing on this work as inspiration, we ask what

combination of affordances would be necessary to help bridge the often enormous gap between a reader’s

current knowledge of biomedical research and the contents of a paper.

The key insight of PAPER PLAIN is that medical papers can be made more approachable by judiciously

incorporating plain language summaries to supplement the paper’s original content. A reader can engage

with the original text through plain language summaries—which we refer to as “gists”—that contain sim-

plified sentences and reduced jargon and are presented alongside passages in the paper. The reader can

approach any content in the paper by first inspecting its gist, only committing attention to a dense passage

after learning if it is likely to be relevant. In this way, the reader has the support to engage meaningfully with

the original paper text: skipping passages of little relevance and spending time reading those of consequence.

This chapter begins with a formative observational study of 12 non-expert readers to identify barriers

in reading medical research papers. We observed that, in addition to the expected pervasive difficulties

of understanding passages dense with unknown terminology, readers struggled to know what parts of a

paper to read and often spent considerable effort making sense of sections with limited usefulness to them.

These findings suggest that reading medical papers is uniquely challenging for our envisioned readers due

to their lack of domain knowledge and understanding of how medical research is communicated. Many

of the questions participants had while reading papers were associated with the strategies we identified in

Chapter 4, suggesting that the scientific writing strategies we identified could be useful in adapting medical

papers to these audiences.

PAPER PLAIN is designed to make medical papers approachable with four features (illustrated in Fig-

ure 5.1) that together help readers understand content at multiple levels of granularity (i.e., entire sections,

paragraphs, and individual terms) and throughout the reading process. PAPER PLAIN helps a reader find

information relevant to them in the paper by providing a “key question index,” a list of important questions

a healthcare consumer may wish to ask about a medical study and plain language answers to those questions
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generated from the text. The key questions overlap with many of our identified strategies, including IMPACT,

MAIN and LEDE. When a reader clicks one of these questions, they are taken to a paragraph that answers

the question in the paper along with an “answer gist,” a plain language summary of that paragraph. PAPER

PLAIN conveys the essence of jargon-dense passages with “section gists”, in-situ plain language summaries

available for each section of the paper. Both gists mirror the EXPLANATION writing strategy. Finally, as

an implementation of the JARGON strategy, PAPER PLAIN assists readers in understanding unfamiliar terms

by allowing a reader to look up definitions by clicking the term. To assess how PAPER PLAIN supports the

reading experience, we conducted a 24 partial within-participant usability study where participants read pa-

pers with variants of PAPER PLAIN or a typical PDF reader during a timed reading task. The study showed

that PAPER PLAIN lowered participants’ self-reported difficulty in reading the paper and increased confi-

dence that they found all of the information of interest to themselves. When asked to answer questions that

tested their understanding of the paper, participants answered questions neither significantly more or less

accurately when they had access to PAPER PLAIN; though a follow-up analysis suggested that participants

with PAPER PLAIN were more accurate on questions whose answers were easily identified given the key

question index.

The clear favorite feature was the key question index and answer gists. Participants also used, and

appreciated, in-situ section gists and term definitions, though participants tended not to use them when

the key question index was available. Altogether, the study suggests that reading interfaces that provide

guidance and plain language summaries can indeed lead readers to find papers more approachable than they

would with conventional reading tools.

5.2 Background and related work

5.2.1 Healthcare consumers reading medical research

Research on consumer health information seeking suggests that trustworthy online health information can

empower healthcare consumers, improve clinician-patient interactions, and increase adherence to medi-

cal recommendations [Tan and Goonawardene, 2017; Cocco et al., 2018; Broom, 2005; Johansson et al.,

2021]. Tan and Goonawardene [2017] reviewed consumer health seeking behavior and perceptions on using
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internet information in consultation with clinicians; they found that people did not feel like internet infor-

mation adversely affected consultations, and that it helped them feel more confident in the consultations

and in following clinicians’ suggestions. Cartright et al. [2011] distinguished two types of health informa-

tion searching behaviors: evidence-based, which focused on details of symptoms, and hypothesis-based,

which focused on understanding a particular diagnosis. In a related setting, Cocco et al. [2018] studied how

people search for health information while in an emergency room, showing that many searched for infor-

mation online on trusted sites like university or hospital websites. Kivits [2006] explored why healthcare

consumers search the internet for medical information, finding that the motivations for searching included

helping oneself and filling in missing information from their clinician. Choudhury et al. [2014] studied

health searching and sharing behavior on search engines and social media, finding that search engines are

often used for serious medical conditions, but social media can be used to share information about more

benign symptoms or conditions. Work has also studied how medically concerned users search for health

information online [Philipp and White, 2014] and how online searching can lead to real-world healthcare

utilization [White and Horvitz, 2014].

While the internet is a good source of consumer health information, there are also many barriers to inter-

acting with this information [Sommerhalder et al., 2009; Storino et al., 2016]. White and Awadallah [2014]

analyzed top search results for common health information queries and found that top search results returned

for health interventions skewed positively, meaning that more search results said that an intervention will

help a condition than suggested by medical evidence. Sommerhalder et al. [2009] found that healthcare con-

sumers searching for information online also struggled with information overload. Information overload can

be caused by searches returning unrelated results (e.g., searching a particular symptom and getting results

about different diagnoses or home remedies), complex text, or different trusted sites providing contradic-

tory guidance [Sommerhalder et al., 2009; Storino et al., 2016; Kalavar et al., 2021; Baskin et al., 2020].

Most people could not resolve these issues themselves, instead needing to discuss the information during

consultations with their clinicians [Sommerhalder et al., 2009].

While many people start out on consumer-facing sites, medical literature is an important source of highly

specific, up-to-date information for them [Zuccala, 2010]. In 2005, the NIH established an open access pol-

icy in part to encourage “individuals [to] become educated consumers about their healthcare and related
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research, and to consult with healthcare professionals for specific guidance.” [National Institutes of Health,

2005] Subsequent research has shown the public benefit of this open access policy, such as improved access

to new research findings for healthcare workers and consumers [Tennant et al., 2016]. While the traditional

debate for open-access journals have focused on wider dissemination within research communities, there

is an increasing recognition that public stakeholders, including advocacy groups and healthcare consumers,

can effectively make use of primary medical research findings [Day et al., 2020; Epstein, 1997]. Indeed,

there is a movement in the medical community to involve patients more in the research process, includ-

ing understanding lab reports [National Academies of Sciences and Medicine, 2018], reviewing research

papers [Richards and Godlee, 2014] and leading research efforts [McCorkell et al., 2021; Nair et al., 2012].

At the same time, medical research, and scientific research more broadly, present unique barriers to

readers without research expertise [Münchow et al., 2020]. Britt et al. [2014b] argued that science literacy

is the ability to evaluate scientific texts effectively, but that this is challenging due to complex arguments

and unfamiliar text structures. Bromme and Goldman [2014] highlighted hurdles that the general public

face when reading scientific information, including the ability to determine what is relevant and lack of

domain expertise. Day et al. [2020] outlined additional barriers specific to searching through medical re-

search, such as lack of adequate scientific literacy, the potential to draw inaccurate conclusions from the

findings, and fraudulent journals without sufficient peer review. Nunn and Pinfield [2014] interviewed

healthcare consumers on reasons for accessing medical literature and their response to lay summaries writ-

ten for medical papers. They found that readers appreciated the lay summaries, but often wanted to read the

article themselves anyway. At the same time, other work has found that lay summaries help improve reader

comprehension compared to journal abstracts [Kerwer et al., 2021]. This chapter illustrates how interactive

reading interfaces can make medical research papers accessible to healthcare consumers through a novel

interactive system, PAPER PLAIN.

5.2.2 Interactive reading interfaces

PAPER PLAIN draws inspiration from prior affordances in interactive reading systems that have used term

definitions [Head et al., 2021], question answering [Zhao and Lee, 2020; Chaudhri et al., 2013], and guided

reading [Dzara and Frey-Vogel, 2019] to support reading medical text [Marshall et al., 2016; Brusilovsky
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and Pesin, 1998], dialogue [Li et al., 2021], news [Bohn and Ling, 2021], and search results [Collins-

Thompson et al., 2011]. Inquire Biology [Chaudhri et al., 2013] is a biology textbook augmented with

artificial intelligence (AI) features to support student learning. The textbook allows students to view concept

definitions and ask open-ended questions about information in the textbook. If students are unsure of what

questions to ask, the textbook also recommends possible questions based on highlighted passages. In another

resource for students, Dzara and Frey-Vogel [2019] introduced a new method for conducting reading groups

that required no prior reading preparation through developing questions about a paper’s methodology and

findings. They found that these interactive discussions can help pediatric residents analyze medical papers

effectively. Also in the clinical context, UpToDate [UpToDate, 2021] provides expert-written summaries of

current research for healthcare providers.

In the context of reading research papers, Head et al. [2021] introduced ScholarPhi, a PDF reader that

surfaces position-aware definitions for terms defined in a paper (Nonce words) and features for revealing

these terms across a paper. In a usability study, researchers were able to read papers more easily using

the interface. Zhao and Lee [2020] introduced “Talk to Papers,” a natural language question answering

system for exploring research papers. “Talk to Papers” allows users to query papers with natural language

questions and provides passages where answers are taken from. Other work has explored tools for adap-

tive summarization in news articles [Bohn and Ling, 2021], evaluating research literature [Letchford et al.,

2017; Marshall et al., 2016], navigating concepts within a paper [Abekawa and Aizawa, 2016; Jain et al.,

2018] and providing reading guidance in textbooks [Weber and Brusilovsky, 2015; Brusilovsky and Pesin,

1998]. There are also interactive systems for collaborative reading of research papers, such as Fermat’s

Library [Fermat’s Library, 2021], which provides community annotations on popular research papers, and

Hypothes.is [Hypothes.is, 2021], which allows users to annotate and share annotations on any webpage.

In contrast to previous reading interfaces for research papers that focus on clinicians, researchers, or

students, this chapter focuses on interactions to make papers understandable to healthcare consumers. There

are key ways in which previous designs would not support these envisioned readers. Medical research text is

so jargoned that a reader has to invest considerable effort learning the background knowledge to understand

it. Previous interfaces that assume readers know what important questions to ask [Zhao and Lee, 2020],

where to look for their answers [Chaudhri et al., 2013] or know how to make sense of definitions of terms
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within a paper [Head et al., 2021; Jain et al., 2018] can make reading exceedingly difficult for these readers.

PAPER PLAIN goes beyond the typical capabilities of interactive readers to instead help readers understand

where to find information of interest in a paper according to the language they already know. To do this, the

system incorporates plain language alongside original paper content.

5.3 Observations of Non-Expert Readers

Prior work on reader barriers have focused on consumer health information [Sommerhalder et al., 2009], sci-

entific research in other domains [Münchow et al., 2020], for students [Shanahan et al., 2011], or searching

through medical literature [Day et al., 2020], but it is unclear how these barriers manifest for non-experts

reading medical research papers. To gather more direct and comprehensive evidence of barriers for this

population, we conducted a think-aloud reading study.

5.3.1 Participants & recruiting

We wanted to observe the barriers faced by healthcare consumers when reading medical research. However,

the timing of these reading episodes was hard to predict, making it difficult to observe authentic reading

experiences. As a compromise, we developed scenarios based on interviews with four healthcare consumers

who had prior experience reading medical research and two healthcare providers who had discussed findings

from medical papers with their patients. Healthcare consumers and providers were recruited through our

personal and professional networks and by referral from other interviewees. More details on these interviews

are in Appendix B.1. We then recruited participants without medical or research expertise to walk through

these scenarios. We provided these participants with a primer about a medical condition and allowed them

considerable agency in how they approached the reading task.

We recruited participants who had no experience in the medical profession and in undertaking research

via Upwork, a crowd-work site for hiring freelancers. We listed our job under both “Editing & Proofreading”

and “Customer Research” (i.e., workers partaking in user surveys) to attract a broad sample of workers with

varied degrees of reading and writing experience. All participants were paid US$15 for the hour-long study.1

A total of 12 participants completed the study (T1–12). Of these participants, 11 had completed college

1This is above the federal minimum wage of US$7.25 and above the region’s minimum wage.
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and 5 had completed professional or graduate school. 11 participants had taken 3 or fewer STEM courses

since high school.

5.3.2 Procedure

In the study, participants were given a scenario about a fictional diagnosis representative of common but

serious medical conditions (e.g., a herniated disc) with a goal for reading medical papers (e.g., finding new

treatments). To ensure participants were equipped with some prior knowledge before approaching papers,

they first read a consumer health webpage (MedlinePlus) about the medical condition. This MedlinePlus

step was meant to more closely approximate realistic circumstances, in which a participant would have

received some information from their doctor about their diagnosis.

We designed the scenarios such that participants would benefit from the additional information found

in research papers. To uncover a comprehensive set of barriers, we created four scenarios varied across the

following dimensions: diagnosis, demographics (i.e., common or uncommon for a diagnosis), relationship

to patient (i.e., patient vs. caretaker), and motivation. There were two possible diagnoses for each sce-

nario: a herniated disc or systemic lupus erythematosus (SLE, also called Lupus). These diagnoses were

selected because they are relatively common and represent serious, long-term issues for a patient. Motiva-

tions were: learning background-specific information, becoming aware of emerging treatment options, and

comparing treatment options. These scenarios were validated as realistic by a healthcare researcher familiar

with consumer health. For more information on these motivations, see Appendix B.1.

Participants were randomly assigned into one of the four scenarios. Each scenario was assigned to the

same number of participants. After reading a description of the scenario, participants read the MedlinePlus

page on the diagnosis then browsed a list of 11 research articles related to the diagnosis. To make these

papers representative of the papers healthcare consumers would find in their own searches, we selected only

from PubMed articles linked from the MedlinePlus page. MedlinePlus is a patient-facing resource for med-

ical information, so we reasoned that papers linked from it would be representative of those readers would

look to first. We selected papers that were 1) review articles or randomized control trials and 2) relevant to

the scenarios (e.g., covering possible new treatments). Papers varied in how relevant they were for a sce-

nario (e.g., some papers covered treatments not clinically available), though all papers had some relevance.
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While in real-world health information seeking, readers would undoubtedly come across irrelevant informa-

tion [Sommerhalder et al., 2009], the study’s focus was on barriers in reading papers rather than searching

through papers and determining their relevance. Participants chose which papers to consult, which permitted

us to see how the contents of a paper affected a participant’s choice to read it deeply. Most participants had

enough time to read one or two papers (all were asked to read at least one).

Participants were asked to read for a total of 40 minutes, split between the MedlinePlus summary page

and the papers they chose to read. Participants thought aloud while reading. They were also asked to

take notes or speak aloud on any barriers they had encountered every 5 minutes if they had not already

volunteered this information. The researcher present would sometimes ask participants to elaborate on these

barriers. Following the reading, the researcher interviewed participants to ask what was difficult about

reading the research articles and how they thought intelligent reading tools could help them read more

effectively. After the interview, participants completed a questionnaire to report their medical literacy and

prior research experience.

To analyze the barriers readers faced, a reflexive thematic analysis [Braun and Clarke, 2006; Bland-

ford et al., 2016] was performed on the think-aloud and questionnaire data. We followed Braun and Clarke

[2006]’s six phases of thematic analysis. One author familiarised themselves with the interview data by

rereading transcripts and rewatching interviews, making notes on barriers readers faced. This author gener-

ated initial codes for barriers based on these observations and iteratively revised the barriers with four other

authors through discussion (both in meetings, and asynchronously over Google Docs). The authors reviewed

each barrier and the strength of the supporting evidence. Through these discussions, barriers were refined

and assigned candidate names. After refining the barriers, the first author revisited the data and checked for

consistency between barriers and observations from the study. Through discussions with the first author and

four other authors the barriers were further refined and assigned descriptive names. The authors drafted a

report of the barriers, along with associated observations during the study.

5.3.3 Findings

Our study illustrated barriers readers face when reading medical research papers. The barriers were: unfa-

miliar terminology; overwhelmingly dense text; not knowing what to read; difficulty finding answers; and
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Barrier Description Representative Quote Readers

Unfamiliar
terminology

Readers did not understand
individual terms and symbols
unique to the biomedical research
literature.

“What does this word
mean?”

T1–3, 5–8,
10–12

Overwhelm-
ingly dense text

Readers had difficulty
understanding the essence of
passages that contained an
overabundance of jargon.

“I am not going to act
like I understand what
any of this means.”

T1–8, 11–12

Not knowing
what to read

Readers did not know which
sections were worth their attention,
and expended considerable effort
reading uninformative sections.

“Why did I waste all
that time trying to
understand what that
was?”

T1–3, 5–12

Difficulty
finding answers

Readers had specific questions they
wanted to have answered but
lacked a sense of where in the text
to find answers.

“Where does it talk
about how to treat this
condition?”

T4, 6, 9–10, 12

Difficulty
relating
findings to
personal
circumstances

Readers could not find enough
information about whether
prognoses and outcomes described
in the text would apply to them.

“I would love to know
how someone with the
same demographics as
me responded to this
treatment”

T2, 5, 8–9, 11

Table 5.1: Five barriers readers encountered when they sought an understanding of medical research papers
without having prior medical research experience. All barriers were caused, or exacerbated by, their lack of
expertise in medical research.
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difficulty relating findings to personal circumstances. Table 5.1 lists these barriers. Below we illustrate

how these barriers manifested for non-experts reading medical papers, confirming the presence of these

difficulties and highlighting concrete instances of difficulties that inform opportunities for design.

Unfamiliar terminology Nearly all (T1–3, 5–8, 10–12) participants mentioned struggling to make sense

of the information in the papers because of medical terminology or acronyms that they did not know. These

terms ranged from only appearing in some areas of biomedical research (e.g., “therapeutic peptides”) to

commonly used medical terms (e.g., “comorbidities,” “meta-analysis”). The two participants that did not

mention struggling with specific medical jargon (T4 & 9) often skimmed over these terms or were able to

infer them from context. Interestingly, while others reported medical terminology as a barrier, they still made

some sense of an article without knowing terms by making assumptions about the terms’ meanings. At the

same time, some terms had meanings that were integral to understanding an article. Incorrect assumptions

about these terms could mean misunderstanding the article (T6 & 10). For example, T10 did not know that

“in vitro” referred to pre-clinical, non-human studies. They only realized this after reading the majority of

the article, which dramatically changed their perception of its usefulness (i.e., that none of the studied drugs

were in clinical trials).

While terminology is a common barrier in scholarly communication [Martínez and Mammola, 2021],

past interactions to address it present additional issues for our reading context. Past work has addressed

researchers not knowing terms in a paper by providing definitions of terms based on earlier references in

a paper [Head et al., 2021]. There are two issues with such an approach for our reading context: (1) the

sheer number of terms could make it difficult for a reader to know which are important and (2) there is no

guarantee a reader in our context would understand references drawn from the paper, considering that almost

all text in medical papers has technical jargon. These issues suggest that a different approach to defining

terminology for our envisioned readers is needed.

Overwhelmingly dense text While participants could ignore individual terms, such as T4 & 9, sentences

were so filled with these terms, and paragraphs were so filled with these sentences, that participants were

overwhelmed by passages of dense text (T1–8, 11–12). This dense text included unfamiliar terminology,

but also statistics and complex wording or arguments. Because of the amount of text in the articles and
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the high cost of reading any of it, participants were quickly overwhelmed. As T8 put it, “Honestly reading

that stuff it was. . . overwhelming just how much terminology I didn’t know to start off with. . . It’s not like I

didn’t understand it at all, it was just hard to follow because I had to keep going back, like ‘Oh what does

that acronym mean?’ ” T8 was reading a section containing multiple acronyms defined earlier in the paper,

including ‘QoL’, ‘DORIS remission,’ and ‘SLEDAI.’ The beginning of one paragraph reads as such: “In

some cases, modifiable causes like anaemia or hypothyroidism may be found, but in most patients, fatigue

is unexplained. . . In contrast, SLEDAI or BILAG do not correlate with fatigue.” [Kernder et al., 2020] T5

expressed a similar sentiment when describing a results passage they were reading: “I am not going to act

like I understand what any of this means. . . I would have to take the time to understand what these terms

mean.” Continuously having to reference earlier sections of a paper, or searching for term definitions on the

internet, can be a major distraction, especially when multiple terms appear in a single sentence. Multiplying

this by every sentence in a medical paper creates a categorically different barrier than one term might present.

Dense text is a barrier that every reader has encountered when learning to read in a new language or

domain and is a core motivation for text simplification research. The nuance to this barrier in the context

of medical research papers is that readers might have little interest or capacity mastering the language and

norms of a particular paper, given that other papers they might read could use different language, and that

they may be pressed for time and emotionally and mentally drained from handling their diagnosis. This

barrier is also a broad issue in science communication, not just medical papers, evidenced by our JARGON

writing strategy (Section 4.2).

Not knowing what to read Of the 12 participants, 11 (T1–3, 5–12) had a difficult time knowing if a

paper held relevant information and invested intense reading effort to determine this. They read papers

exhaustively top-to-bottom, reading most of the text, spending time making sense of dense results sections

and descriptions of statistical analyses that later they had no use in understanding (T2–3, 5–8). Much of

the dense text participants reported struggling with (discussed in the previous barrier) ended up being in

sections that they later discovered were less important to read (e.g., a detailed statistical results section).

One clear example of this was T5, who reported struggling to read the entire first paper they selected

because they wanted to do their due diligence by understanding the results. After getting to the discussion

they realized that it provided an accessible overview of the results, so for future papers they ignored the
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technical results sections. As they explained, “the results, which in my mind would be the first place I would

want to go to. . . are very technical and I am not going to know what that means. . . so a general discussion

of the results will be more helpful. . . knowing what I know now I would probably skip the results section.”

This quote highlights that non-expert readers lack the knowledge of what they should–and shouldn’t–read in

a paper, leading them to take much longer learning what a paper has to offer. Other participants had similar

experiences as T5, though did not quickly determine what the best passages were for them to read (T2–3,

6–8).

While some used a paper’s introduction to determine how useful a paper would be, many participants

did not trust their ability to know what a paper would contain without exhaustively reading it (T3, 6–8).

T6 and 8, for example, both suspected that certain papers would not be useful after reading the abstract

or introduction, but continued reading the papers because they hoped they would still find something that

was helpful. As we will discuss more in the next barrier—searching for answers—sometimes there was

indeed information not surfaced in the introduction or abstract that participants wanted to know, such as

low-level details on participant demographics. Participants could invest immense effort to determine if a

paper contained this information. In the case of T6, they spent 40 minutes reading a single paper. In another

case, T7 reported that they suspected there was useful information in a paper, but it would take them too

much time to find it. T3 provided a similar sentiment of wanting a way to know exactly what to read

first in a paper: “I would love some sort of. . . thousand foot-view, which is kind of what I needed in the

beginning. Make [the paper] less designed for doctors, and make it more patient friendly, where you are

less overwhelmed by all the information all at once, where you can search it out in smaller bites.” When

asked to elaborate, T3 explained that the smaller bites of information could provide high-level findings that

they could follow-up on for more details if they were interested. It is worth noting that some biomedical

papers do structure abstracts with high level summaries of all sections first or include article highlights at

the beginning of the paper, which could help non-expert readers as well as scientists reading these papers.

Difficulty finding answers Participants in our study had specific information they tried to find in the paper,

but struggled to do so (T2, 4, 6, 9–10, 12). In contrast to the previous barrier where participants struggled

to know what to read in a paper, sometimes participants knew what they wanted to read, but couldn’t find

this in the paper. The two most salient examples of this barrier were searching for patient demographics
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and previous treatment options. T2 tried to find information on specific demographic groups in the study to

see if they matched their scenario. They had to read through the entire article to find a table with patient

demographics and a single sentence within the discussion section making reference to the patient group most

relevant to them. Abstracts also did not talk about study demographics or current best practices for treating

an illness. Introductions would often include useful information, but it was hidden in background paragraphs

or quickly mentioned before moving on to the novel results. Participants therefore had to sift through headers

and paper sections, making sense of unfamiliar terms and dense text (two previously discussed barriers)

while trying to determine if each sentence was relevant to them.

Difficulty relating findings to personal circumstances Some participants also wanted additional infor-

mation from the papers that were personally relevant to them (T2, 5, 8–9, 11). T2 and 8 imagined a tool that

could explain how a treatment would affect them, such as by providing patient testimonials for treatments in

the paper or results for slices of patients based on demographics. For example, T2 read a paper that reported

a 60% reduction in pain after a surgery, but they wanted to know whether patients regretted the surgery

or would recommend it. They also wanted results for a slice of patients most similar to their hypothetical

scenario, a 20 year-old male smoker, but the paper only presented average reductions across all patients.

T5 found it helpful when an article made reference to the monetary cost of different treatments as a way

of referencing patient experiences, though this only happened in one paper. While this personally relevant

information was not the goal of the research papers, participants sought this information as a way of relating

the information in the paper to their own lives.

These barriers are unique, or uniquely challenging, to our envisioned readers, necessitating a novel

approach to ameliorating them. Past interactive reading systems for research papers have assumed readers

have extensive domain knowledge, are able to make sense of paper text as a way of resolving unfamiliar

terms [Head et al., 2021], know what are the right questions to ask of a paper [Zhao and Lee, 2020], and

understand the basic structure of a paper [Abekawa and Aizawa, 2016]. In contrast, the barriers we identify

illustrate that these assumptions do not hold for non-expert readers.

Looking back at Chapter 4, many of the strategies we identified could be used to support readers in
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knowing where to read. The MAIN and strategies both focus on highlighting the most important information

for a reader, which could be helpful in overcoming the barriers of not knowing what to read. The IMPACT

strategy could help readers know what to take away from the papers, supporting them in overcoming their

difficulty finding answers. The JARGON and EXPLANATION strategies could also help alleviate unfamiliar

terminology and overwhelmingly dense text. Below we discuss how our system, PAPER PLAIN, seeks to

address these barriers using features inspired by the writing strategies: plain language (gists) and a collection

of key questions as a reading guide, both novel techniques in the context of interactive reading systems for

research papers.

5.4 PAPER PLAIN: Reading Support for Medical Research Papers

PAPER PLAIN makes medical papers approachable to non-expert healthcare consumers. Unlike other sys-

tems in the augmented reading space for research papers, PAPER PLAIN focuses on the barriers of non-

experts, such as knowing where to invest reading effort. To address this reading context, PAPER PLAIN inte-

grates existing features like term definitions with novel navigational guidance and reading support through

a Key Question Index and Answer Gists.

We focus on four of the five barriers discussed in Section 5.3: unfamiliar terminology, overwhelmingly

dense text, not knowing what to read, and difficulty finding answers, because these were the most common

barriers we observed that hampered readers’ ability to get useful information from the papers. In contrast,

difficulty relating findings to personal circumstances reflected a desire for additional information and was

less focused on understanding information in the paper itself.

We followed an iterative design process for developing PAPER PLAIN. A total of 8 participants used 2

early prototypes of PAPER PLAIN in qualitative usability evaluations. Participants were recruited from our

institution, professional networks, and Upwork. Evaluations lasted one hour each. The iterative design is

described in more detail in Appendix B.2.

Based on feedback from the iterative design process, PAPER PLAIN was designed with the following

features:

1. Term Definitions – Tooltips provide definitions of unfamiliar terminology from the open web.
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2. Section Gists – In-situ plain language section summaries support readers’ understanding of dense

paper text.

3. Key Question Index – Key questions in the sidebar guide readers to relevant answering passages.

4. Answer Gists – Plain language summaries of the answering passages help readers understand the

important information contained in these passages.

By designing PAPER PLAIN’s features to address reader barriers, we found that the features aligned well

with the strategies we previously identified. Term Definitions implement the JARGON strategy by resolving

unfamiliar terms for a reader. Answer and section gists also resolve terminology, but also provide longer

explanations for complex language (EXPLANATION). Finally, the key question index provides an index to

the main findings of the paper (MAIN), and highlights the real world impact of the work (IMPACT).

To illustrate how PAPER PLAIN is designed towards the goal of making medical papers approachable

to general audience readers, we describe how a fictional reader, Sarah, leverages PAPER PLAIN to achieve

her goal of finding more information about new treatment options. Sarah is a first-time reader of medical

literature and therefore might differ from some readers who have become familiar with medical terminology

because of prior efforts to understand a chronic condition. That being said, we believe that PAPER PLAIN’s

features for highlighting useful information in a paper can support first-time as well as regular, non-expert

readers.

Sarah is a 25 year old woman (pronouns: she/her) who was recently diagnosed with Systemic Lupus

Erythematosus (SLE, also called Lupus). Currently her symptoms are mild: some joint pain and tiredness,

but symptoms can worsen and become debilitating over time. When Sarah discusses treatment options with

her doctor, she wonders if there are treatments the doctor does not mention that might benefit Sarah. Sarah

works during the day, but in the evening she starts looking for research papers to be informed on available

treatments. Sarah finds a research paper about possible new treatment options, titled:

“Therapeutic peptides for the treatment of systemic lupus erythematosus: a place in ther-

apy.” [Talotta et al., 2020]

After reading the title, Sarah has many questions – What is the paper about? What are therapeutic

peptides? Are they a possible new treatments for SLE? – and begins reading.
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Figure 5.2: Term Definitions on an example passage with technical jargon. Terms with definitions are
underlined (“armamentarium”, “immunomodulatory”). Clicking a term will open a tooltip with a definition
and a reference to the definitional resource.

Term Definitions help Sarah resolve technical jargon without distracting from reading PAPER PLAIN

provides definitions for unfamiliar terms in the context of the paper so Sarah can seamlessly integrate new

concepts into her reading. While reading the introduction, Sarah reaches a passage full of technical jargon

(Figure 5.2). In the first bullet, she is unsure what “therapeutic . . . . . . . . . . . . . . . . . .armamentarium for SLE” means, preventing

her from understanding what has been “poorly impacted.” Rather than open a new tab to search, Sarah clicks

on the underlined term and a tooltip appears with a short definition retrieved from Wiktionary2 explaining

that “armamentarium” refers to medical equipment. In the next bullet, Sarah sees a list of promising prop-

erties of “therapeutic peptides in SLE,” but is unsure what “overall . . . . . . . . . . . . . . . . . . . . . . .immunomodulatory effect” means. The

definition tooltip again helps her understand that therapeutic peptides can help control immune functions.

Sarah continues reading, using the tooltips to resolve unfamiliar terms, eschewing the need to constantly

switch tabs for finding definitions.

The Section Gists help Sarah decide whether to invest in reading dense passages Equipped with Term

Definitions, Sarah manages to learn from the introduction that peptides are indeed possible treatments for

SLE and wants to learn more. This particular paper reviews 15 different peptides, each with a dedicated

section averaging one page in length; each section includes a description of how the peptide works and its

clinical trial results. Sarah is motivated to get a high-level sense of each available peptide, but it will require

2https://en.wiktionary.org/wiki/
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Figure 5.3: Section Gists on an example passage with dense text. (1) Clicking on a tab indicator next to a
section title displays a plain language summary of the section. (2) Tabs are positioned throughout the paper,
providing summaries that can cover a lot of paper content, even across pages.

reading 20 pages of dense text. From the introduction, Sarah had gathered that not every peptide has equally

promising results and each might be used for different treatments of SLE (e.g., more moderate or more

severe cases), so she would prefer to only read in depth about the most promising peptides relevant to her

mild case of SLE.

PAPER PLAIN makes it easy for Sarah to quickly determine what sections are interesting to her and

understand the sections with in-situ plain language summaries (Section Gists). Sarah clicks on an angled

flag next to the section title, and a tooltip appears adjacent to the section text (Figure 5.3). The tooltip

contains a summary of the section stripped of jargon. Rather than sentences like “SLE patients and animal

models are characterized by the production of autoantibodies reacting against epitopes of the spliceosome.”,

the summary explains that “People with SLE have antibodies that attack parts of their own bodies.” Sarah

learns from the section gist that this particular peptide has had some good preliminary results, but that further

studies have had less successful results. She confirms these details by skimming the section and decides this

section isn’t so relevant to her. Sarah refers to the Section Gists to develop a surface-level understanding

of the rest of the peptide sections, writing down a few peptides that she is interested in keeping track of,

without having to parse all the dense, mostly irrelevant text. Sarah completes her reading of these sections

in 15 minutes rather than spending hours going through each section.
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Figure 5.4: Key Question Index guides readers to answering passages and their Answer Gists. When one
of the questions is clicked (1), the interface will scroll (2) to the first answering passage (purple) and display
a tooltip (orange) containing the Answer Gist. In (3), we show the simplified Answer Gist alongside the
original paper text.

The Key Question Index and Answer Gists help Sarah focus on the most important questions and

relevant passages. Sarah gets to the end of the paper using the Section Gists to read only some sections

in depth, but is worried she might have missed important information in the paper because she didn’t know

to look for it. Sarah got a general sense of each section using the Section Gists but is curious if there is

information that the general summaries might not have surfaced, especially in larger sections containing lots

of relevant information, such as the Discussion or Introduction.

As an alternative to assessing relevance with Section Gists, PAPER PLAIN provides Sarah with key

questions linked to answering passages in the paper along with plain language answers to point Sarah to

important information. Sarah looks to PAPER PLAIN’s sidebar and sees questions about the paper that

cover key information, such as “What did the paper do?” and “What did the paper find?” Sarah sees that

the question “What did the paper find?” hyperlinks to multiple passages within the Discussion (see (1)

Figure 5.4). She clicks on the first link. PAPER PLAIN scrolls through the pages and settles on a highlighted

paragraph in the Discussion summarizing the most promising therapeutics peptides (see (2) Figure 5.4).

Unfortunately, the answering passage looks dense. Sarah notices a tooltip below the answering passage

containing a plain language summary (an “Answer Gist”). This answer gist is a quarter the length of the

original paragraph and contains none of the unfamiliar terms (see (3) Figure 5.4). While the answer gist by

itself might not contain all the information Sarah wants, she can read the original paragraph along with the
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answer gist, comparing the complex wording with plain language and get a general understanding of the

paragraph without being overwhelmed by technical jargon. Similar to the Section Gists, Sarah can then dive

into the original passage with this understanding to get more details. Sarah clicks through the rest of the

links for the same question, which scrolls her to individual paragraphs in the discussion that cover the most

important findings and interpretations of the paper.

Sarah can also use PAPER PLAIN’s key questions to find questions she might not know to ask about a

paper. Before finishing reading the paper, Sarah looks through the rest of the questions in PAPER PLAIN’s

sidebar. Each question is accompanied by a one-to-two sentence plain language answer preview and hyper-

links to one or more paragraphs in the paper that answer the question. With only a handful of key questions

and short answers, a majority of the questions can be displayed in the sidebar without scrolling so Sarah can

quickly read all the questions and answers with minimal effort (see (1) in Figure 5.4). Sarah sees and clicks

on one question she hadn’t thought to look for in the paper: “What are the limitations of the findings?”

PAPER PLAIN scrolls her to a paragraph in the Conclusion saying that not only are therapeutic peptides

currently not licensed for clinical use for SLE (which Sarah had already read), but also that many of the

current clinical trials have mixed efficacy results and that future clinical trials might show more promise

with different study designs (which Sarah had not already read). Sarah is glad she confirmed and deepened

her understanding of the paper’s limitations with this final question.

Sarah has spent only a few minutes to learn the most important information about the paper for her: these

are not treatments she could ask her doctor to prescribe her, but there might be some promising clinical trials

Sarah could look into. She also feels confident that for future papers she could use this key question sidebar

to quickly get a high-level summary of the most important information in a paper.

5.5 Implementation

PAPER PLAIN leverages active research in NLP for biomedical question answering [Yoon et al., 2020]

and plain language summarization [Guo et al., 2021] to address reader barriers. Below we discuss the

implementations powering each feature of PAPER PLAIN. While additional algorithmic advances or human

oversight, specifically for ensuring factuality [Maynez et al., 2020], are necessary to make deploying such

a system safe, our current implementation indicates the potential for PAPER PLAIN to be deployed at scale
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Figure 5.5: PAPER PLAIN uses machine learning models to add term definitions, section gists, and answer
gists to the PDF.

over the medical literature.

5.5.1 Term Definitions

PAPER PLAIN identifies medical terms in the paper using scispaCyNamed Entity Recognition (NER) [Neu-

mann et al., 2019] and links these terms to definitions from the Unified Medical Language System (UMLS)3

or Wiktionary.4 The extraction and linking process led to many false positives (e.g., identifying terms like

‘expert’ or ‘negative’), so we additionally filter terms based on word frequency and length. For both Wik-

tionary and UMLS, we preserve the bottom 80% of terms based on word frequency and remove all terms at

or above 30 characters (terms over 30 characters were usually ill-formed, for example, containing a citation

string or the beginning of the next sentence). We additionally filter all Wiktionary definitions to those con-

taining at least one of the following tags: ‘medicine’, ‘organism’, ‘pathology’, ‘biochemistry’, ‘autoanti-

gen’, ‘genetics’, ‘cytology’, ‘physics’, ‘chemistry’, ‘organic chemistry’, ‘immunology’, ‘pharmacology’,

‘anatomy’, or ‘neuroanatomy.’

5.5.2 Section Gists

We define section gists for the lowest level subsections in the paper (e.g. “2.2.1”). To generate section gists,

we concatenate the first sentence of every paragraph in a section and generate a plain language summary of

it using GPT-3 [Brown et al., 2020]. GPT-3 is a pretrained langage model model released by OpenAI that
3https://www.nlm.nih.gov/research/umls/index.html
4https://en.wiktionary.org/wiki/
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has obtained state-of-the-art results on many language tasks using different prompts for generation [Brown

et al., 2020] and is commonly used for many generative tasks (e.g., generating plain language). We engage

in prompt engineering, a common practice for achieving fluent text for large generative models [Liu et al.,

2021], to encourage fluent and specific plain language summaries. We use a GPT-3 prompt adapted from

a preset example that OpenAI provides for simplifying text.5 We modified the prompt to suggest a fifth

grade reading level. We also tested later grades, up to college, but found that the generated text using the

fifth grade reading level prompt was the most coherent while still providing some details about the section.

Sentences were extracted manually for our prototype system, but could be automatically extracted using

PDF parsing methods [Lopez, 2009; Shen et al., 2021]. Using the leading sentence of each paragraph is

a common competitive baseline for summarization [Erkan and Radev, 2004]; we chose this strategy rather

than inputting the full section text because GPT-3 is prone to copying the text verbatim when given the full

section. More details on the GPT-3 prompt are in Appendix B.3.

Because of the risk of hallucinations (i.e., factual inaccuracies) in generated text, we curated gists. If

the gist contained clear hallucinations (e.g., if it incorrectly referred to a peptide as a surgical procedure),

or was completely incoherent (e.g., repeated the same word over and over), we would regenerate up to five

times without modifying the prompt or parameters. If a generated gist was coherent and factually accurate

before five tries, we would use that gist. Usually, it only took 1–2 attempts to generate a valid, coherent gist;

more details can be found in Appendix B.3.

5.5.3 Key Question Index and Answer Gists

Key questions were drawn from two sources designed to translate medical findings applicable to patients:

the PICO framework [Richardson et al., 1995] for clinical questions and Cochrane’s guide on writing plain

language summaries [Cochrane, 2021]. Both sources focus on information in medical papers that are rele-

vant to patients and caregivers. We curated 8 questions from the two sources for inclusion in PAPER PLAIN;

these are listed in Table B.2 in the Appendix.

For each question, PAPER PLAIN extracts relevant passages from the paper using an extractive question

answering (QA) system trained on BioASQ, a biomedical question answering task [Yoon et al., 2020]. Be-

5https://beta.openai.com/examples/default-summarize
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cause this QA model extracts single words or phrases rather than full passages, we used the entire paragraph

that contains an answer extracted by the model. For our prototype system, we manually labelled sentence

boundaries of the extracted answers on the PDF to ensure high quality bounding boxes for display. Recent

work has improved the accuracy of automatic sentence bounding box extraction from PDFs [Shen et al.,

2021], which could be used to automate this step in the future. We follow prior work on making QA models

more robust by including semantically-equivalent variations of questions [Gan and Ng, 2019].

In the system, we highlight the paragraph containing the answer and display an answer gist summarizing

the answer. We created answer gists by simplifying the extracted passages using GPT-3 [Brown et al., 2020]

with the same prompt and curation procedure we used for simplifying section gists. We also include the first

1-2 sentences of the answer gist in the sidebar along with the question.

5.6 Usability Study

PAPER PLAIN is meant to help readers engage with medical research papers important to them. We ran a

partial within-subjects usability study to assess how well PAPER PLAIN’s features meet these goals.

The study answers the following questions:

RQ1-How did participants use PAPER PLAIN’s features?

• Did participants prefer some features over others?

• Did participants use features throughout the reading session?

• Did presence of one feature affect usage of another feature?

• Did participants traverse linearly through a paper or employ a jumping reading strategy?

RQ2-How does PAPER PLAIN affect participants’ self-reported reading difficulty, understanding, and

ability to identify relevant information?

• ...in comparison with a standard PDF reader?

• How does providing reading guidance (i.e., the Key Question Index and Answer Gists features)

affect these self-reported metrics?
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• ...in comparison with an interface with only non-guidance features (i.e. Section Gists and Term

Definitions)?

RQ3 - Do we observe any difference in paper comprehension when participants use PAPER PLAIN?

• ...in comparison with a standard PDF reader?

• What is participant behavior in the presence of incorrect system predictions (e.g., vague infor-

mation or factual errors in generated gists)

5.6.1 Method

Participants

We recruited participants from Upwork using the same recruiting materials as Section 5.3.1. We again

recruited from both the “Editing & Proofreading” job category and “Customer Research” to attract a broad

sample of workers with varied degrees of reading and writing experience and to remain consistent with

Section 5.3.1. All participants were paid US$15 for the hour-long study.

A total of 24 Upworkers (9 male, 1 non-binary, and 14 female) participated in the study. Participants’

age ranged from 19 to 67 (µ = 35.04). All participants had completed college, and a third had completed

professional or graduate school. 79% of participants (19) had taken 3 or fewer STEM course since high

school and 92% (22) had never been involved in publishing a research paper. Similar to Section 5.3, no

participants had professional medical experience.

Procedure

The usability study consisted of two parts, each corresponding to a scenario involving a patient with a partic-

ular diagnosis—systemic lupus erythematosis (SLE) or a herniated disc—who was interested in exploring

new treatments. The scenarios for each paper were drawn from Section 5.3.2. For each scenario, we selected

a single paper ([Talotta et al., 2020] for SLE and [Bai et al., 2021] for a herniated disc) for participants to

read based on the most common papers readers selected in Section 5.3.

91



Each participant underwent the following study procedure once for each scenario. First, participants

read a description of the scenario, the MedlinePlus page about their diagnosis and the associated research

paper. Then, they answered questions about the paper. Participants read the scenario description and had

2 minutes to read the MedlinePlus page on the diagnosis. They went through a short tutorial on PAPER

PLAIN then read the paper for 10 minutes. They were told at 5 minutes and 9 minutes how much time

remained. After each paper, participants filled out subjective ratings and multiple choice questions about

the paper (described in Section 5.6.1). The duration of the reading task was set to 10 minutes following our

observations from the formative study (Section 5.3) and pilot studies that this was the typical amount of time

participants spent completing an initial overview read of a paper.

After the two scenarios, participants completed a questionnaire on their demographics, education, and

research experience. Following the questionnaire, participants completed a short form on their experience

using PAPER PLAIN and what features they found most helpful. A researcher was present for the entire

experiment and followed up on these answers with additional probing questions in a final interview.

Measures

We collected measures for assessing feature usage (RQ1), subjective reading experience (RQ2) and com-

prehension (RQ3):

Feature usage To measure how participants used PAPER PLAIN’s features (RQ1) we collected telemetry

data on interactions with PAPER PLAIN’s features (e.g., opening a definition tooltip or clicking on a key

question). We report feature usage over the 10 minutes of reading each paper. We determine significant

patterns of usage if the majority of participants exhibited this pattern, as observed by researchers present in

the experiment and corroborated by the rest of the authors when examining usage data.

Subjective reading experience We collected subjective ratings to understand how PAPER PLAIN affected

participants’ reading experience. Participants completed the ratings after reading each paper. These in-

cluded:

1. Reading difficulty: Participants rated their reading difficulty on a 1–5 Likert-style scale based on the

question: “How hard did you have to work to read the paper?”
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2. Understanding: Participants rated their understanding of the paper on a 1–5 Likert-style scale based

on the question: “How much do you feel like you understood the paper?”

3. Relevance: Participants rated their confidence they got any relevant information from the paper on

a 1-5 Likert-style scale based on the question: “How confident are you that you got all the relevant

information from the paper?”

Comprehension We developed multiple choice questions to assess how different interfaces affected par-

ticipants’ understanding of specific details of the paper (RQ3). The questions were designed to assess

understanding of the paper content without biasing in favor of the experimental condition; therefore, ques-

tions were selected that could not be answered directly from the Answer Gists or Key Question sidebar.

Table 5.2 shows example comprehension questions and passages of the paper that contained answers to

those questions. In summary, our multiple choice questions:

• were specific to the individual papers,

• captured paper information relevant in a clinical context, and

• could not be answered directly from the Answer Gists or Key Question sidebar in PAPER PLAIN.

We achieved these goals by writing 15–20 questions for each paper and having two practicing physicians

not involved in the study provide feedback on the questions. The clinicians read the papers without PAPER

PLAIN, gave feedback on all questions, and selected 5–7 they thought were most meaningful for the paper

and were important in a clinical context. We revised the wording on any questions or answers that were

unclear or easy to misunderstand according to the clinicians and two additional pilot studies. At the end,

we selected 14 multiple choice questions, 7 for each paper. Paper comprehension was measured as the

proportion of questions answered correctly. Participants answered these questions after completing the

subjective ratings for a paper.

Interface variants

To understand the impact of PAPER PLAIN’s novel guidance-offering features on readers’ experience engag-

ing with medical research papers, we evaluated variants of PAPER PLAIN with and without these features.
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Question Correct Multiple Choice
Answer

Relevant Passage in Paper

What is
hydroxychloroquine?

It is a treatment commonly
used for people with mild to
severe SLE

SLE patients with a mild involvement
can be easily managed with a low dose
of oral steroids (to be discontinued as
soon as possible),
hydroxychloroquine, and symptomatic
drugs.

What would one of the
eventual uses of therapeutic
peptides be for SLE?

They could be used to reduce
symptoms of SLE by
targeting a specific organ,
such as the kidneys

[from multiple passages] The potential
use of therapeutic peptides in SLE is
justified by their cost-effective
production, target selectivity, low rate
of adverse events, and an overall
immunomodulatory effect. . .
Moreover, they could temporarily be
utilized to manage SLE flares.

What is the biggest
limitation for developing
therapeutic peptides?

There isn’t enough evidence
yet that peptides are effective
at treating SLE

Although no therapeutic peptide has
been licensed for SLE treatment...they
show a good safety profile but have
mostly failed to achieve the primary
endpoints despite positive results
observed in some subsets of SLE
patients.

Table 5.2: Examples of multiple choice questions and answers from the usability study.
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There were three versions of PAPER PLAIN and one baseline:

1. PAPER PLAIN – The full interface with the Key Question Index and Answer Gists, Section Gists, and

Term Definitions.

2. Questions and Answers – The guidance-focused variant with only the Key Question Index and Answer

Gists.

3. Sections and Terms – The variant without guidance, providing readers with the Section Gists and

Term Definitions.

4. PDF baseline – A typical PDF reader.

Conditions With four interface variants and two papers, our study tested eight conditions, each consisting

of one interface-paper pair. Each participant was assigned two conditions, i.e., two of the possible eight

interface–paper combinations. No participant experienced the same interface or saw the same paper twice.

Each interface–paper configuration occurred the same number of times as the first or second task in the

study. All eight configurations were assigned the same number of participants across all study sessions.

Analysis

We compared readers’ subjective ratings (for reading difficulty, understanding, and relevance) and number

of correct answers to the multiple choice questions across the interface variants (PAPER PLAIN, Questions

and Answers, Sections and Terms, PDF baseline) using mixed-effects linear models [Lindstrom and Bates,

1990] with paper type and system variant as fixed effects and participant as a random effect. Using a mixed-

effects model for each measurement, we first conducted F -tests for any significant difference across the

system variants, and then we conducted t-tests for differences in the estimated fixed-effects between all

pairs of system variants. More details are in Appendix B.4.

Historically, usability studies with reading interfaces have often failed to reveal significant differences

in how readers answer comprehension questions with and without experimental interfaces (see for instance,

studies conducted by Head et al. [2021] and Badam et al. [2019]). A lack of significant difference can be

attributed to several reasons: there could be similar comprehension between conditions, or the instrument
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might be incapable of measuring comprehension, or there may have been too little data to observe an effect

amidst high variance. Understanding the nature of an insignificant difference is important, particularly if the

interface could have degraded comprehension. Plain language can overly-simplify scientific findings, and

might risk leading readers to misunderstandings the material [Scharrer et al., 2017; Sumner et al., 2014a].

Therefore, we also conducted a non-inferiority test [Walker and Nowacki, 2010] to confirm that PAPER

PLAIN did not detract from paper comprehension. Non-inferiority tests evaluate the hypothesis that a treat-

ment is no worse than the control. They have been used in psychotherapy research to assess, for example,

the effect of remote versus in-person interventions [Lovell et al., 2006; Wagner et al., 2014; Leichsenring

et al., 2018]. Non-inferiority tests are conducted similarly to traditional hypothesis testing, but the test eval-

uates if the difference between a treatment and control is significantly larger than an equivalence margin δ.

In this case, we set δ = 1, meaning that our non-inferiority test measured if the difference in the number

of correct answers to multiple choice questions between Paper Plain and a typical PDF reader was within

1 correctly answered question. We use the lower bound t-test of the statsmodels TTOST package in

Python [Seabold and Perktold, 2010] for the non-inferiority test.

For qualitative findings, one author conducted a thematic analysis on the observations of the study

sessions similar to the one in Section 5.3. The author discussed findings with four other authors to refine the

themes. Themes were identified via open coding and discussed in three weekly meetings with all authors.

One author coded all interviews, while another author verified the themes in one of the interviews.

5.7 Results

Below we report our findings from the usability study broken down by research question.

5.7.1 How did participants use PAPER PLAIN’s features?

Most participants interacted with all the features of PAPER PLAIN available to them. All participants with

access only to the Key Question Index and Answer Gists (Questions and Answers) clicked on at least one

Key Question and opened an Answer Gist. Usually they clicked on many more: on average participants with

this variant clicked on 15 Key Questions and Answer Gists. 11 out of 12 participants with the Section Gists

and Term Definitions (Sections and Terms) clicked on a Section Gist and a Term Definition. On average,
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Figure 5.6: Number of readers who used each feature of PAPER PLAIN during each minute of the ten-minute
paper-reading task. Notably, all features were used throughout the reading task, rather than exclusively at
the beginning or end. The Key Question Index and Answer Gists were consulted particularly frequently.
Feature usage is shown only for participants in the PAPER PLAIN condition (N=12); however, participants
in other conditions (e.g., those who only had access to the Key Question Index and Answer Gists) exhibited
similar behavior, with higher usage of Section Gists and Term Definitions when only those features were
enabled (see Figure 5.7).

participants with this variant clicked on 18 Section Gists and 5 Term Definitions.

When participants had access to all the features they often opted for the Key Question Index and Answer

Gists. 11 out of 12 participants with access to all of PAPER PLAIN clicked on a Key Question and opened

an Answer Gist, doing so on average 13 times for Key Questions and 14 for Answer Gists. In contrast,

only 8 out of 12 participants clicked on a Section Gist or Term Definition. Participants that did engage

with these latter features also used them much less, clicking on average only 7 Section Gists and 4 Term

Definitions. Figure 5.7 plots the usage of each feature for PAPER PLAIN and illustrates this preference for

the Key Question Index and Answer Gists when all features were present.

Participants often consulted the same questions in the question index and the same answer gists multiple

times. More specifically, while the Key Question Index listed only 8 questions in each condition, on average

participants clicked on questions more than 10 times when the index was available. One reason partici-

pants may have clicked on questions repeatedly is that participants reported using the index as navigational

support, where the questions were clicked to jump to information a participant found important. A clear

example of this behavior is from P10, who used the index to jump to sections of the paper, which we discuss

later in this section.

Participants used PAPER PLAIN’s features throughout the entire reading task, implying that the features

continued to provide value well into the reading task. See Figure 5.6, which shows the minute-by-minute

usage of the features over the course of reading task. Notably, while there is a slight ‘warm-up’ period for

each feature—usually in the first two minutes—where participants used the features less, usage increased
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Figure 5.7: Number of readers who used each feature across the different variants of PAPER PLAIN. Points
represent individual readers. For example, all but one reader who had access to all features used Term
Definitions more than 5 times, shown by the single blue dot above the rest in the far right of the plot, at the
‘Term Definitions’ tick. Notice the drop in usage of Section Gists and Term Definitions when all features
are available (the blue boxplots).

after this initial phase, and led to sustained interaction with the features for the remainder of the task time.

Along with this sustained usage we observed changes in reading strategies when participants had PAPER

PLAIN’s features compared to when they did not. Most participants with the baseline PDF reader read papers

linearly and, similar to what we observed in Section 5.3, got stuck in dense sections with limited important

information (e.g., technical backgrounds) (P2, 5, 6, 10, and 22). For example, P22 did not get to the

end of one of the papers because they were focused heavily on understanding the dense methodology and

background sections. When told they had a minute left, all but one of these participants (P2, 5, 10 and 22)

quickly scrolled to the end of the paper to read the sections there, suggesting that they viewed these sections

as important but did not have adequate time to read them.

All participants with PAPER PLAIN made it to the end of a paper; PAPER PLAIN’s features supported

readers in doing so in different ways. The Section Gists and Term Definitions helped participants understand

dense text (P1, 3–5, 7, 15, 18), while the Key Question Index and Answer Gists allowed participants to

quickly find text that was informative for them (P2, 4, 7–10, 13, 18–20).

Participants with the Section Gists and Term Definitions were able to easily make sense of dense pas-

sages (P1, 3–5, 7, 15, 18). As P18 explained, “It [the Section Gists] broke down very complicated medical

text into easily understandable terms that helped me to keep up with the article and not skip over the wall
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Figure 5.8: Participant’s reading behavior differed when reading one paper with the Key Question Index
and Answer Gists and another paper without. Each plot’s y-axis calculates the vertical position of the
participant’s viewport relative to total paper length (e.g., the bottom and top of each graph are the beginning
and end of the paper, respectively). We observe much more jumping behavior when the Key Question Index
and Answer Gists are present.

of text.” Participants also used the Section Gists to decide whether or not they wanted to read a section and,

when they decided to read the section, as a guide for understanding the complex text (P5, 7). As P7 reported,

they “liked having a brief summary of what to expect so I don’t walk in completely clueless.” This feedback

aligns with our design goal for the Section Gists, which was to help readers avoid reading an abundance of

dense text by giving them a preview of what the text is about (Section 5.4).

In contrast, participants with the Key Question Index and Answer Gists used the questions’ guidance

to quickly find text that was informative for them by jumping to that information (P2, 4, 7–10, 13, 18–20).

A clear example of this was P10, who read through the abstract and introduction of a paper, then opted for

using the Key Questions to jump through different sections of the paper. When asked why, they replied that

they trusted that the questions would provide them the information they were looking for.

How the Key Question Index and Answer Gists encouraged a nonlinear reading strategy is also reflected

in where participants spent their time in a paper. Participants with the Key Question Index and Answer Gists

(with both Questions and Answers and the full PAPER PLAIN) jumped back and forth through a paper, shown

by the consistent usage of jumping to answers in Figure 5.6, while participants without the Key Question
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Index and Answer Gists often read papers top to bottom, once through. This behavior is exemplified in

Figure 5.8, which plots participants’ position in a paper over the course of reading with and without the Key

Question Index and Answer Gists.

The key question index influenced reading behavior in several observable ways. First, readers who had

access to the key question index dwelled significantly longer on the sections that they encountered while

reading. When readers had access to the key question index, their dwell time in any one position in the

paper lasted an average of 5.19 seconds (σ = 7.72), compared to 3.34 seconds (σ = 10.99) for those

without the key question index (paired samples t-test, t19 = 4.14, p < 0.001).

Second, participants with the key question index tended to read papers piecemeal and non-linearly, in

contrast to linear reading behavior of those without the feature. See Figure 5.8, where it can be observed

that readers with the key question index jumped from one section of a paper to another often in a reading

session. Participants jumped on average over 10 times per session, based on the number of times they used

the key question index, and usually within a few minutes of starting the reading task, shown by the number

of readers who used the key question index within the first 2 minutes of the study in Figure 5.6.

Third, readers with the key question index tended to fixate on the beginning and end of the paper, rather

than the middle matter. These areas often contained the introduction and discussion sections. Participants

in our formative studies often felt that these sections contained the most important high-level takeaways. In

contrast, readers without the key question index tended to distribute their attention more uniformly across

a paper, spending considerable time on the middle matter of a paper. When readers had access to the key

question index, their average total time spent on pages containing either the abstract, introduction, discussion

or conclusion was 9 minutes and 8.86 seconds (out of a total of 10 minutes of reading) (σ = 3 minutes

and 44.60 seconds), compared to 6 minutes and 48.99 seconds (σ = 3 minutes and 6.44 seconds) for those

without the key question index. This difference was significant (paired samples t-test, t19 = 4.84, p < 0.05).

While we cannot say that there was no information of interest in the middle sections, the reading patterns

suggest that the presence of the key question index led to a more selective reading concentrating on many

sections that contain important information for non-expert readers.
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Figure 5.9: Readers’ subjective reading difficulty, confidence in their understanding of the paper and ability
to get all relevant information from the paper for different variants of PAPER PLAIN.

5.7.2 How does PAPER PLAIN affect participants’ self-reported reading difficulty, under-

standing, and ability to identify relevant information?

Figure 5.9 plots the reading difficulty, understanding, and relevance scores for both papers across each sys-

tem variant, and we observe significant differences between them. This is also reflected in our mixed-effects

model F -test (p < 0.001 for all three measurements after Holm-Bonferroni [Holm, 1979] correction). We

report estimated fixed-effect coefficients in Appendix B.4 and instead discuss more interpretable results

comparing system variants in this section. We report here on medians (denoted x̃) for each subjective rating

because ratings were scored on Likert-style scales.

Table 5.3 presents the differences in the fixed-effects between all pairs of interface variants. Participants

with PAPER PLAIN were significantly more confident that they got all relevant information from the papers

(x̃ = 4.00, σ = 0.87, with 5.00 being the most confident) and understood the papers (x̃ = 3.50, σ = 0.69),

compared to the PDF reader baseline (x̃ = 2.50, σ = 1.00 and x̃ = 2.00, σ = 1.00). Participants with

PAPER PLAIN also rated their reading difficulty significantly lower (x̃ = 2.00, σ = 1.06, with 5.00 being

hardest) compared to participants who had the PDF reader baseline (x̃ = 4.00, σ = 1.04).

Building on our qualitative findings in RQ1, we saw that participants’ use of PAPER PLAIN’s features

made them more confident in their ability to find information important to them in the papers. This support

manifested differently based on the PAPER PLAIN features available to a participant. There were two major

ways we saw PAPER PLAIN improving participants’ reading experience: providing in-situ support with the

Section Gists and Term Definitions and a high-level overview with the Key Question Index and Answer

Gists.
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PP −QA p PP − SD p PP − PDF p

Reading Difficulty (1–5) -0.344 0.7481 -1.485 0.0011 -1.983 <.0001
Understand (1–5) -0.104 0.9842 0.719 0.0866 1.177 0.0020
Relevance (1–5) -0.193 0.9133 0.752 0.0772 1.167 0.0030

QA− SD p QA− PDF p SD − PDF p

Reading Difficulty (1–5) -1.141 0.0132 -1.639 0.0003 -0.498 0.4786
Understand (1–5) 0.823 0.0401 1.281 0.0008 0.457 0.4106
Relevance (1–5) 0.946 0.0183 1.361 0.0006 0.415 0.5093

Table 5.3: Post-hoc (two-sided) tests for pairwise differences in fixed-effects estimates between inter-
faces. This table reports the difference in fixed-effects estimates i − j and Holm-Bonferroni-corrected
p-values [Holm, 1979] under our mixed-effects model, where i and j correspond to interface options —
PP = PAPER PLAIN, QA = Key Question Index and Answer Gists, SD = Both Section Gists and Term
Definitions, and PDF = PDF baseline. For example, in the column for PP − PDF and row for “Reading
Difficulty,” we can interpret the result as PAPER PLAIN is associated with, on average, 1.983 points lower
rating of reading difficulty than a PDF baseline when controlling for participant and paper. Statistically
significant p-values are bold. More details about this analysis are in Appendix B.4.

The in-situ nature of the Section Gists and Term Definitions helped participants understand the paper

without switching contexts (P2, 6, 7, 11, 16–17, 19). For example, P19 found the Term Definitions useful for

understanding the paper and the more specific medications it mentioned. P2 reported that the Section Gists

were helpful to understand the paper text in a language they understood and P17 found the Section Gists

broke “down complicated medical text into layman’s terms that are easily understandable and helped to keep

up with the flow of the article.” Our observations suggest that PAPER PLAIN’s in-situ support successfully

provided information to participants with minimal context switching.

Participants also used the Key Question Index and Answer Gists to get an overview of a paper quickly

and easily, boosting their confidence to then dive in to the paper text (P2–3, 9–11, 20). P9 reported that “with

so many sample sizes, numbers, and information to go through, it was helpful to get a summary to direct my

reading and understanding.” P20 mirrored this sentiment, explaining that the simplified answers gave them

the gist of the entire paper quickly, so they had more time to get into its details. P3 illustrated these benefits

well, explaining that the Key Question Index and Answer Gists were “beneficial because. . . I could have a

baseline of what to expect and my mind would not have to pull in many random parts of information and

could easily block what I did not need when I only needed a couple bits while I was reading.” Similar to
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how the Key Question Index and Answer Gists supported a non-linear reading strategy (described in Section

5.7.1), it seemed that the Key Question Index and Answer Gists allowed participants to get a general sense

of a paper early and focus their reading to sections they found most important.

The Key Question Index and Answer Gists provided useful guidance for readers in this reading context.

As shown in Table 5.3, readers that only had the Key Question Index and Answer Gists rated their reading

difficulty significantly lower (x̃ = 3.00, σ = 0.97) than participants with the baseline PDF reader (x̃ = 4.00,

σ = 1.04). Participants with the Key Question Index and Answer Gists also rated their confidence that they

got all relevant information in a paper (x̃ = 4.00, σ = 0.94) and that they understood the paper (x̃ = 4.00,

σ = 0.89) significantly higher compared to the PDF baseline (x̃ = 2.50, σ = 1.00 x̃ = 2.00, σ = 1.00).

The preference for the Key Question Index and Answer Gists illustrates the importance of the novel

guidance technique in PAPER PLAIN. 18 out of 20 readers who had the Key Question Index and Answer

Gists in at least one condition selected the Key Question index, not the Answer Gists, as the most helpful

feature. P18, who selected the Key Question index as the most helpful feature, said they would absolutely

use the questions, because “...medical papers are difficult to follow and understand without guidance.” Par-

ticipants reported liking the Key Questions for quickly finding and understanding relevant information (P2,

4, 7-10, 13, 18-20). P4 reported not having any idea how to approach the research papers, and the Key Ques-

tions helped guide them to questions they should have. P7 used the Key Questions because “It answered

questions that I would have had if it was me in the scenario . . . it helped highlight directly to the passage

instead of having to sift through all of the information.” These findings support the insight of this chapter

that novel guidance-offering features are important for supporting readers in approaching medical research

papers.

5.7.3 Do we observe any difference in paper comprehension when participants use PAPER

PLAIN?

Participants on average answered 3.73 (σ = 1.51) out of 7 multiple choice questions correctly. This is

well above a random chance baseline of 1.75 questions correct (i.e., 25% of 7 questions correct, with each

question having four answers). This suggests that to some degree, the questions were able to measure an

understanding of the paper that arose from completing the reading task. There was no significant effect of
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Figure 5.10: Comprehension scores for variants of PAPER PLAIN. Score is number of comprehension
questions answered correctly out of seven for each paper.

either interface or paper on multiple choice scores under the mixed effects model F -test (F4,20 = 1.38, p =

0.2672).

According to a follow-up non-inferiority t-test, participants scored no worse on the multiple choice

questions with PAPER PLAIN (µ = 3.67, σ = 1.78) compared to the PDF reader (µ = 3.50, σ = 1.31,

t28 = 1.82, p < 0.05). Figure 5.10 compares the scores of participants on the multiple choice instrument,

grouped by interface variant. High variability in scores σ (σ = 1.31 for the PDF reader and σ = 1.78

for PAPER PLAIN) makes it difficult to determine what effect PAPER PLAIN might have had. August et al.

[2022b] discusses our instrument for measuring comprehension and future systems for improving paper

comprehension.

Post-hoc analysis suggests that some multiple choice questions were answered correctly more often with

the key question index than without. While no questions could be answered by consulting the key question

sidebar (see Section 5.6.1), some questions were answerable by reading a passage that was highlighted by

clicking a question in the question index (for example, the first and third questions in Table 5.2). Participants

answered these questions correctly more often when they had the key question index than when they did

not (µ = 3.00, σ = 1.48 vs. µ = 2.50, σ = 1.38 for 5 such questions in the Disc Herniation paper;

µ = 2.17, σ = 0.94 vs. µ = 1.58, σ = 0.67 for 3 such questions in the Lupus paper). This trend can be seen

in Figure 5.11. While the trend is not statistically significant (paired samples t-test t26 = 1.89, p = .07), it

suggests the interesting possibility that features of PAPER PLAIN may lead to better understanding of some

aspects of a paper more than others.

Participants generally found the generated gists useful, and when confronted with vague system pre-
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Figure 5.11: For a subset of questions that were highlighted through interaction with the key question index,
scores on multiple choice questions appeared to improve when readers had access to the key question index.
This effect was more pronounced when participants only had access to the Key Question Index and Answer
Gists, suggesting that other features might have distracted from answering these multiple choice questions.

dictions and generations, participants usually, though not always, used the original text to fill in missing

information. We observed one participant, P11, who read only the Answer Gists for a paper and rated their

confidence for understanding the paper at a 5 (the highest) while rating their reading difficulty at a 1 (the

easiest). However, this participant got only 2 out of 7 comprehension questions correct, well below the

average of 3.73 for all participants, suggesting that the gists were not sufficient for answering many of the

comprehension questions. In contrast to this participant, other participants reported that the gists (both An-

swer and Section) were helpful as a starting point for understanding, but looked at the underlying text, too.

Some participants also reported that information in the gists was vague or missed information in the original

text, necessitating reading the original (P10, 22, 24). P24 made sure to double check all the information in

the gists with the original sections because the gists were automatically generated. While they did not find

incorrect information in the gists, they did report that the Sections Gists sometimes were vague or reported

on details less important to them while leaving out details that were more important to them (e.g., the percent

of people who recovered from a surgery was reported in a section but not the Section Gist). P10 also noticed

that the area surrounding some of the highlighted answers contained useful information, and so made sure

to go back through the answering passages to read the surrounding text in addition to the Answer Gist and

passage.

There was also some indication that participants wanted different levels of specificity from the gists

(P3, 14). For example, P3 reported that the gists were “too far simplified” while P14 found the gists “Only

marginally more helpful than reading the paper itself.” In these cases participants often opted for the original
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text.

5.8 Summary

This chapter illustrated how interactive information interfaces can redesign scientific language for healthcare

consumers that need it. In particular, we develop PAPER PLAIN, an interactive system inspired by our

writing strategies that augments the paper itself with new affordances to make the paper more approachable

to healthcare consumers.

PAPER PLAIN uses features like plain language summaries and a key question index that leverage many

of the strategies identified in Chapter 4. The plain language gists use strategies like JARGON and EXPLA-

NATION to overcome complex language. The key questions emphasize the main findings and real world

impacts of a paper (drawing on the MAIN and IMPACT strategies).

Participants used and appreciated PAPER PLAIN’s features throughout reading a paper. Readers used

the Section Gists to easily make sense of dense passages while reading a paper and leveraged the guidance

of the Key Question Index and Answer Gists to quickly find text that was informative for them. All but one

participant said they would use PAPER PLAIN to read medical papers.

Participants who used PAPER PLAIN also rated their reading difficulty significantly lower and rated their

confidence they got all relevant information from a paper significantly higher. Participants found it easier to

read with PAPER PLAIN because it gave them an approachable overview of a paper with the Key Question

Index and Answer Gists and helped them understand dense text in the context of the paper with the in-situ

Term Definitions and Section Gists.

In summary, we take these results to indicate the promise of PAPER PLAIN for assisting healthcare con-

sumers in making sense of medical research papers. Our formative study revealed that non-expert readers,

although motivated, have limited time and energy to engage with medical literature. Reading medical papers

can be overwhelming and demoralizing, limiting people’s ability to collect relevant information from mul-

tiple papers. The sustained usage of PAPER PLAIN’s features and positive response from participants in our

usability study suggest that such a tool would be a welcome addition to healthcare consumers’ information

seeking toolkit.
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Chapter 6

The Benefit and Feasibility of

Reader-Sensitive Scientific Language

Complexity

PAPER PLAIN redesigned medical research papers to be approachable to a general audience, but the sys-

tem provided only a single version of text for all potential readers, limiting its ability to communicate with

the diverse stakeholders of science. We observed some indication of this from the user study, where some

participants commented that the gists were too simplified, while others considered them barely more intel-

ligible than the paper itself. In this chapter we determine the benefit and feasibility of adjusting language

beyond a one-size-fits-all version. In a within-subjects study (N = 200) we presented participants with

expert-authored summaries of scientific articles for different education levels. We found that the least com-

plex summaries were easier to understand and perceived as more interesting by participants with low topic

familiarity. In contrast, those with high topic familiarity gained no such benefit from low complexity text.

To understand the feasibility of generating such summaries, we developed a prototype leveraging NLP ad-

vances in summarization and controllable generation. We observed highly similar impacts of complexity

using generated summaries curated for factuality in this follow-up study (N = 194), establishing the feasi-

bility of generating summaries at varying complexities. This chapter includes materials originally published

in August et al. [2022a] and August et al. [2023].
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6.1 Introduction

People have different knowledge that can impact how they respond to scientific information [Nisbet and

Scheufele, 2009b; Forzani, 2016; Bliss, 2019]. Past work has shown that personalizing science communica-

tion to a readers’ interests and background (e.g., a patient’s health history [Skinner et al., 1994]) can improve

engagement and understanding [Strecher et al., 1994; Skinner et al., 1994; Marco et al., 2006]. The models

PAPER PLAIN used for generating gists can generate simplified summaries given target specifications (e.g.,

complexity level) [Guo et al., 2021; August et al., 2022a]. However, it remains unknown whether adapting

the language of scientific summaries to different levels of language complexity could be beneficial and what

manner of simplification is best suited for a given reader. Is there a single best complexity for all potential

readers, or does it depend on a readers background? There are many automated measures that capture differ-

ent notions of language complexity (for a review, see [Pitler and Nenkova, 2008; Collins-Thompson, 2014])

but little evidence of how adjusting these complexity measures might affect communication with different

people.

In this chapter we measure whether novice readers can benefit more from simpler summaries and eval-

uate the possibility of automatic, adaptive scientific language. In a within-subjects experiment (N = 200)

where participants with varying familiarity of a topic read expert-written plain language summaries of sci-

entific papers at three levels of complexity. We found that language complexity significantly impacted

self-reported and quantitatively measured reading ease and understanding measures. Topic familiarity also

mattered for determining the ideal summary for a reader based on reading experience measures: as we would

expect, participants who were not familiar with a summary’s topic responded more positively to the lowest

complexity, while participants with more topic familiarity did not benefit from lower complexity summaries.

We then ran an additional user study using machine-generated summaries curated for factuality in place

of expert-written ones. We develop a novel decoding-time controllable generation technique for generating

summaries at different levels of complexity. We operationalize complexity based on readability and science

communication research [Pitler and Nenkova, 2008; Gardner and Davies, 2013; Leroy et al., 2010]. We

envision models helping experts to quickly create multiple versions of a plain language summary, thereby

enabling more scalable text flexible to different audiences. In our follow-up study, we found that generated

summaries led to similar benefits in self-reported reading ease and understanding for readers of different
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topic familiarities. Our results suggest that such augmentation of scientific communication is feasible with

expert-in-the-loop support. We discuss the implications of our findings, specifically on the importance of

designing language to communicate with an intended audience, and how automated methods can assist

human efforts to do so.

6.2 Study 1: Effect of Expert-Written Summaries at Different Complexities

We conducted a within-subjects experiment to determine if changing language complexity matters when

communicating scientific information and how a reader’s background knowledge influences their response

to language complexity. Specifically, our study answered the following questions:

1. How does language complexity affect participants’ self-reported reading ease, perception of valuable

information, understanding, and interest?

2. How does language complexity affect reader comprehension?

3. Does reader familiarity with a summary’s topic impact the effects of language complexity?

6.2.1 Methods

Our experiment had participants answer questions about their scientific background, read summaries of

scientific papers written at three different levels of complexity, and answer questions about the summaries.

Materials

Article selection We selected research papers that had public appeal by sampling papers posted and widely

discussed in the large subreddit r/science in 2019. We randomly sampled 10 papers posted on r/science that

contained a link to a research paper (as opposed to a press release or news article), and that had a score within

the top 10% of posts containing research papers. We used the PSAW Python PushShift API for accessing

r/science.1 The papers ranged in topics from public policy to nanotechnology, reflecting the breadth of

research papers posted and discussed on r/science.

1https://psaw.readthedocs.io/en/latest/
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Authoring the summaries In order to test how summaries written at different complexities affected com-

municating scientific information, we developed multiple summaries of the research papers. We broke down

the summaries into sections answering key questions about the paper following prior work showing that

summaries broken down with headers were preferred by general audience readers [Santesso et al., 2015].

The key questions were based on our prior work studying the key information that science communicators

focus on in a paper (Chapter 4) and from our study of questions general audience readers found useful to

determine relevant information in research papers (Chapter 5). The questions were:

1. What did the paper want to find out?

2. What did the paper do?

3. What did the paper find?

4. What are the limitations of the findings?

5. What is the real world impact of this work?

An expert science writer with over 5 years of science communication experience crafted three versions

of each summary. Each version was written for a different audience of a certain education level: a high

school student, a college educated adult, and a researcher. We define these three complexity levels as Low,

Medium, and High. For the Low and Medium versions, the writer summarized information from the paper

that answered each of the key questions. For the High version, the writer selected sentences from the original

paper that answered the questions. The High version assumed that the reader has expert knowledge in the

paper’s topics. In this case, the most faithful and detailed language (i.e., language from the original paper)

was preferred. Because the original paper text used a different voice than the other two versions, we lightly

edited the High version by changing “we” to “the researchers.”

We validated that the different versions were distinct by having one author review each summary ver-

sion and provide feedback to the writer on language complexity between the three versions in four weekly

meetings, as well as asynchronously with Google Docs. The rest of the authors reviewed the completed

summaries to determine that each version was distinct from the others in language complexity while report-

ing on the same information. The writer was paid $17.22 USD per hour. Crafting all 30 summaries took
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Complexity Level Summary

High These results demonstrate an unprecedented opportunity for development of these
nanorgs as renewable sugar-free microbial factories for the production of biofuels
and chemicals using sunlight in a scalable process, but also as a means of externally
regulating the cellular function of living cells using electromagnetic stimuli such as light,
sound, or magnetic field.

Medium This work is some of the first to examine the feasibility of interfacing nanoscale
materials with living cells to create “living factories” capable of producing large
biochemical yields. This work also paves the way for medicine to investigate the
potential for wireless cellular monitoring by triggering selective cell functions, which
could have broader implications for diagnostic and therapeutic applications of this
technology.

Low This work is some of the first to be done investigating the possibility of using nanoscale
materials inside living cells to create “living factories”, which has implications for the
renewable energy industry as well as furthering the boundaries of microbial science. It
also investigates how we can selectively trigger certain cell functions by using light or
other electromagnetic radiation, which has far-ranging applications for medicine.

Table 6.1: Examples of the expert-written summaries. These summaries were under the heading “What
are the real world impact of the findings?” for the same paper. Bolded text are example of changes in
complexity across the three versions while reporting on roughly the same information.

Complexity Level # wordsstd ↑ # sentences ↑ AVL ↑ TE ↑ Function Words ↓ GPT ppl. ↑
High 483.10107.02 16.704.03 0.390.03 0.550.04 0.270.03 94.6030.91
Medium 369.6082.56 12.101.97 0.380.05 0.470.05 0.310.02 60.0814.84
Low 358.9098.92 11.503.21 0.370.05 0.430.05 0.320.02 53.689.96

Table 6.2: Differences in automated complexity measures between expert-written summary versions. Ar-
rows denote expected increase (↑) or decrease (↓) in measure as complexity increases. TE = Thing Explainer
out-of-vocabulary words, GPT ppl = GPT language model perplexity.

the writer and authors two months of asynchronous work, pointing to the difficulty in scaling the writing of

multiple summary versions.

Analyzing the summaries We collected a total of 30 expert written summaries, 3 for each of the 10 arti-

cles. The summaries had on average 404 words (std=109). Table 6.1 provides examples of the summaries.

As an additional validation that the summary versions differ in language complexity, we report on five auto-

mated measures of language complexity. These measures are not meant to be an exhaustive list (for a review,

see [Pitler and Nenkova, 2008]), but a selection of measures that capture different elements of complexity

important to definitions.
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Academic Vocabulary List (AVL) occurrences The AVL is a list of academic vocabulary drawn from

corpora spanning many scientific disciplines [Gardner and Davies, 2013]. We measure the fraction of

AVL words in a generated definition.

Thing Explainer out-of-vocabulary (TE): We count the ratio of words outside the top 1,000 most

common words in English. The words are based on Wiktionary’s contemporary fiction frequency

list.2 This method was popularized by the book Thing Explainer, which explains scientific concepts

using only the 1,000 most frequent words in English [Munroe, 2017].

Sentence length Sentence length is a commonly used metric for document level complexity and is

part of many classic readability measures [Pitler and Nenkova, 2008]. Longer sentences are often

considered more complex.

Function words In medical communication, the proportion of function words (e.g., prepositions,

auxiliary or verbs) was found to be positively correlated with perceived and actual readability [Leroy

et al., 2008, 2010]. We measure the proportion of function words in a sentence using scispacy

[Neumann et al., 2019].

Language model perplexity (GPT ppl.) Language models are systems for predicting words in a

sequence. The perplexity of the model is a measure of how different a sequence of text is from the

language the model was trained on. Perplexity has been found to correlate with perceived and actual

reading difficulty [Pitler and Nenkova, 2008; Collins-Thompson, 2014]. We use the GPT model

[Radford and Narasimhan, 2018] to measure language model perplexity, as it was trained on common

English (as opposed to scientific text).

Table 6.2 reports on the complexity measures for the summaries. The High versions were on average

longer (mean=483.1, std=107.0 words) than either the Low (mean=358.9, std=98.9) or Medium versions

(mean=369.6, std=82.6). The High versions also used more academic vocabulary, more words outside of

the top 1,000 most common English words, had a lower proportion of function words, and higher language

model perplexity. The Medium versions also had more words outside the top 1,000 compared to the Low

versions, though differences in function word proportion and language model perplexity were much smaller
2https://en.wiktionary.org/wiki/Wiktionary:Frequency_lists/Contemporary_fiction
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between these two versions. While overall the measures show a continuum of complexity from High to

Low, the small differences in some measures suggest that writing for different audiences can lead to nuanced

differences in language not well captured by automated measures.

Participants

Recruitment We recruited participants on Amazon Mechanical Turk. Participants were paid $2.50 for

the study, in line with local minimum wage. Participants were required to have completed over 1,000 HITs

with a minimum approval rating of 95%, be US-based, and be master Turkers. This study was approved by

our institution’s IRB. The slogan for the study was, “Read about interesting scientific findings and answer

questions about your experience.”

# Participants

Age

0-19 0
20-29 14
30-39 68
40-49 71
50-59 30
60-69 14
70-79 3
80+ 0

Gender
Male 99
Female 99
Prefer not to answer 2

Education

High school 59
College 117
Graduate school 19
Professional school 5

# STEM courses
after high school

0 36
1–3 90
4–6 41
7–9 11
≥10 22

(a) Participant demographics

Topic Familiarity # Ratings

1 361
2 116
3 97
4 26
5 0

Total 600

(b) Topic familiarity based on question “How famil-
iar are you with the topic of this article?” 1=“I have
never heard about this topic before”, and 5=“I have
written research papers on this topic.”

Table 6.3: Participant demographics (a) and topic familiarity (b) for study on expert-written summary
versions.
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Demographics A total of 200 participants completed the study. Table 6.3a details participant demograph-

ics. The majority of participants had completed at least college (117), 59 had only completed high school.

The average age of participants was 44.54 years (σ = 10.43). Participants displayed a diversity of STEM

educations: 22 participants had completed over 10 STEM courses since high school, while 36 had completed

0.

Topic familiarity After each summary, participants rated their familiarity with the article’s topic on a 1—

5 Likert-style scale based on the question: “How familiar are you with the topic of this article?”3 with 1

being “I have never heard about this topic before” and 5 being “I have written research papers on this topic.”

Table 6.3b details the 600 topic familiarity ratings (200 participants each rated 3 summaries). Participants

generally had little familiarity with the topic of the summarized articles. Out of 600 total ratings, 361

(60.1%) were rated as ‘1’, the lowest level of familiarity.

Measures

Reading experience ratings We collected subjective ratings to understand how the different complex-

ity levels affected participants’ reading experience. Participants completed the ratings after reading each

summary. These included:

1. Reading ease: Participants rated their reading difficulty on a 1–5 Likert-style scale based on the

question: “How easy was it for you to read the article?”

2. Understanding: Participants rated their understanding of the paper on a 1–5 Likert-style scale based

on the question: “How confident do you feel in your understanding of the article?”

3. Interest: Participants rated how interesting they found a summary on a 1–5 Likert-style scale based

on the question: “How interesting did you find the article?”

4. Value: Participants rated how valuable they found the information in the summary on a 1–5 Likert-

style scale based on the question: “How much would you agree that this article contained valuable

information?”
3Because participants were only ever presented summaries, not the original paper, in the study the summaries were referred to

as ‘articles.’
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Complexity Question Answer Associated text

High What differences in
children were
associated with higher
maternal intake of
nuts in early
pregnancy?

The children with
higher maternal nut
intake had improved
neuropsychological
development

In this longitudinal cohort
study, the researchers found
that higher maternal intake
of nuts in early pregnancy
was associated with
enhanced
neuropsychological
development in offspring at
1.5, 5, and 8 years old.

Medium What happened to
children of mothers
who had a high nut
intake during
pregnancy?

The children of
mothers who had a
high nut intake during
pregnancy performed
better on tests of
memory and attention

Researchers found that
pregnant mothers who ate a
diet rich in nuts gave birth to
children who performed
better in tests of attention,
memory, and executive
function.

Low What happened to
children of mothers
who ate the highest
amount of nuts while
pregnant?

The children of
mothers who ate the
highest amount of
nuts while pregnant
had the highest scores
on tests of memory
and attention

The researchers found that
the children of women who
ate the highest amount of
nuts while pregnant had the
highest scores in tests of
attention and memory.

Table 6.4: Examples of comprehension questions for each complexity level with answering excerpts from
the summaries.

Multiple-choice comprehension scores To measure retention of specific facts in the article, we developed

two multiple choice questions for each article. Because the questions asked about information in the sum-

maries, there was a risk that the questions’ language would be more aligned with one complexity version

over another. To mitigate this risk, for every multiple choice question, we developed a version aligned with

each complexity level while still ensuring all versions of a given question tested participants on the same

information from the article. For each article, participants were assigned the corresponding question version

that aligned with their assigned summary complexity level. For example, the Low question might include

the answer “asking about eating habits,” while in the High version the answer would be “administering a
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dietary questionnaire.” Each question had four possible answers. Answer choices were also edited to have

similar complexity as the question and summary. One author wrote these questions and all authors reviewed

them. Table 6.4 shows an example multiple choice question and its versions for each complexity level. Each

question was scored as True or False. We report the accuracy of participants, or how often they answered a

given question correctly.

Procedure

At the start of the experiment participants filled out a demographics questionnaire, including questions

on their education, STEM experience and interest in different scientific subjects. After the demographic

questionnaire, participants read three article summaries, each with a different complexity. The summaries

and complexity levels were randomized. Each participant saw one of each complexity in random order.

Summaries were displayed as a title and a dropdown list of sections. Participants could open multiple

dropdowns at once.

Participants were asked to read the summaries for at least 30 seconds, though they could read for as long

as they wanted. If participants clicked the continue button before 30 seconds, they were prompted to read

for at least 30 seconds. They could ignore this prompt by clicking the continue button again. Participants on

average took 142 seconds per article (std=103 seconds). Participants then answered questions on their topic

familiarity, reading experience and comprehension.

Analysis

We compared measures across the complexity versions using mixed-effects linear models [Lindstrom and

Bates, 1990]. To accurately identify the effect complexity has on our measures and its interaction with topic

familiarity, we define two models for each measure.

1. LMM full : Containing fixed effects for the complexity version, topic familiarity, an interaction term

for familiarity and complexity, and random effects for paper and participant IDs.

2. LMM none : Containing a fixed effect for topic familiarity and random effects for paper and participant

IDs.
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Figure 6.1: Distribution of ratings for each subjective reading experience measure across complexity levels.
The ratings were based on the following questions: Reading ease: “How easy was it for you to read the ar-
ticle?”, Value: “How much would you agree that this article contained valuable information?”, Understand:
“How confident do you feel in your understanding of the article?”, Interest: “How interesting did you find
the article?” Notice the greater number of high ratings (blue) and fewer low ratings (orange) as participants
are presented with less complex summaries.

With these models we evaluate how complexity affects reading measures (i.e, experience ratings, like

reading ease, or multiple choice comprehension score) by comparing the model goodness-of-fit between

LMM full and LMM none using the χ2 likelihood-ratio test. If LMM full has a significantly stronger fit,

this suggests that complexity has a significant effect on that reading measure. We fit these models using a

Gaussian link function for reading experience ratings and a Logistic link function for the comprehension

scores.

We quantify the differences between the complexity versions and their interaction with topic famil-

iarity by conducting post-hoc two-sided t-tests for pairwise comparisons. For these analyses we use the

PYMER4 Python package for fitting the models and pairwise comparisons, the LMERTEST R package for

the likelihood-ratio tests, and STATSMODELS Python package for multiple hypotheses corrections.

6.2.2 Results

How does language complexity affect participants’ self-reported reading ease, perception of valuable

information, understanding, and interest?

We first investigated our question on how language complexity impacted participants’ reading experience

measures (reading ease, perception of value, interest, and understanding). We fit LMM full and LMM none

for each of the reading experience measures. The likelihood-ratio test showed that LMM full had a signifi-

cantly better fit than LMM none (p < 0.005) for all reading experience measures. Table C.2 in the Appendix

lists all χ2 and (Holm-Bonferroni corrected) p values.
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Figure 6.1 plots participants’ ratings across summary complexities. We observe that, across all measures,

there is a greater number of high ratings and fewer low ratings as participants are presented with less complex

summaries. We conducted post-hoc tests to examine the differences d in subjective ratings between pairs of

complexity levels estimated by LMM full . These differences allow us to the see the effects of complexity

levels on participant ratings while controlling for participant and paper. Overall participants found the

Low summaries most appealing. Compared to the High summaries, participants rated Low summaries as

significantly easier to read (dease = 0.894, p < 0.0001), understand (dunderstand = 0.593, p < 0.0001),

and more interesting (dinterest = 0.373, p = 0.042). Participants also rated the Medium summaries as

significantly easier to read and understand compared to the High summaries (dease = 0.655, p < 0.0001;

dunderstand = 0.390, p = 0.006). See the “All” rows in Table 6.5 for pairwise contrasts d and their p-values.

How does language complexity affect reader comprehension?

We fit LMM full and LMM none for multiple choice comprehension scores. The likelihood-ratio test showed

that LMM full had a significantly better fit than LMM none (p < 0.01) for multiple choice scores.4

Participants generally performed worse on the comprehension test when presented High summaries

(acc = 71%). Post-hoc tests showed that participants answered significantly more multiple choice questions

correctly when they read the Low (acc = 79.75%, p = 0.022) and Medium (acc = 79.50%, p = 0.029)

summaries. See the “All” row in Table 6.5 pairwise contrasts and their p-values.

Does reader familiarity with a summary’s topic impact the effects of language complexity?

Post-hoc tests of pairwise differences in reading experience measures across complexity and topic familiarity

revealed two results.

First, topic familiarity was a strong indicator of reading experience measures. Looking at Figure 6.2, as

familiarity increases, ratings across all metrics and complexity levels generally go up (i.e, the orange bars

shrink while the dark blue bars grow).

Second, topic familiarity interacted with complexity to equalize reading measures. Also apparent from

4We also tested the fit of a variant of LMMfull that additionally included a question-specific random effect, since par-
ticipants answered multiple questions per article-summary. We found model fit did not significantly improve over LMMfull

(χ2 = 2.319, p = 0.2556) and so proceeded with LMMfull.
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Figure 6.2: Distribution of ratings for each reading experience measure across complexity and participant
topic familiarity. (a) As familiarity increases, the rating levels across all metrics generally increases. (b) As
familiarity increases, the distribution over ratings become more similar across complexity levels.
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Figure 6.2: at low familiarity, rating distribution are most different across the complexity levels. As fa-

miliarity increases, though, there were fewer low ratings and more high ratings for all complexity levels.

For reading ease and understanding, this change is gradual, with differences between complexity levels still

perceivable at familiarity level 3; for interest and value, this equalization happens as early as familiarity level

2. This is further supported by Table 6.5, where we see significant differences between complexity levels

for lower familiarities, but no significant difference at the higher familiarities.

6.3 Study 2: Feasibility of Generating Summaries at Different Complexities

Our results contribute to research showing that tailoring content to different audiences can lead to more

effective science communication [Strecher et al., 1994; Skinner et al., 1994; Marco et al., 2006]. We extend

this research by identifying reader topic familiarity as an important element to determine the ideal complex-

ity to improve reader interest in a summary. Our first study, like prior work exploring alternative content

[Adar et al., 2017], required each version to be manually created. This involved meeting regularly with a

writer to create alternate versions of a scientific summary. We next explore the feasibility of partially au-

tomating this process with an additional user study where instead of using expert-written summaries, we use

NLP methods to generate summaries. Our study was guided by similar questions as Section 6.2, with the

nuance that in this case, we were curious if automated generations could replicate the findings we observed

initially.

6.3.1 Methods

Our second study closely followed the design of our first study (Section 6.2). It was a within-subjects

experiment where participants read one of three versions of a paper summary. Rather than the Low and

Medium summaries being written by an expert, in this second study they were generated using NLP models.

In our second study we compared across generated text, rather than comparing generated text with

expert-written text, because our goal was to achieve the same variation in language complexity, and resulting

differences in reader response based on topic familiarity, with generated text as we observed with expert-

written text.
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Familiarity dLo−Me p dLo−Hi p dMe−Hi p

Reading Ease

1 0.554 <0.0001 1.490 <0.0001 0.936 <0.0001
2 0.103 0.621 0.782 0.001 0.679 0.003
3 0.197 0.391 0.695 0.013 0.498 0.059
4 0.101 0.817 0.609 0.544 0.508 0.588

All 0.238 0.069 0.894 <0.0001 0.655 <0.0001

Understanding

1 0.458 <0.0001 1.160 <0.0001 0.701 <0.0001
2 0.022 0.910 0.693 0.002 0.671 0.002
3 0.172 0.597 0.391 0.240 0.219 0.597
4 0.160 1.000 0.127 1.000 -0.033 1.000

All 0.203 0.094 0.593 <0.0001 0.390 0.006

Interest

1 0.296 0.021 0.943 <0.0001 0.647 <0.0001
2 -0.007 0.975 0.298 0.593 0.305 0.593
3 0.024 1.000 -0.009 1.000 -0.033 1.000
4 0.864 0.220 0.261 0.603 -0.603 0.520

All 0.294 0.085 0.373 0.042 0.079 0.613

Value

1 0.314 0.020 0.509 <0.0001 0.195 0.104
2 -0.012 1.000 0.009 1.000 0.021 1.000
3 -0.087 1.000 -0.099 1.000 -0.012 1.000
4 0.329 1.000 -0.123 1.000 -0.451 1.000

All 0.136 0.996 0.074 1.00 -0.062 1.00

Comprehension

1 0.000 0.990 0.047 0.575 0.047 0.575
2 0.054 0.406 0.160 0.053 0.106 0.234
3 -0.015 0.836 0.137 0.142 0.152 0.105
4 -0.014 1.000 0.122 1.000 0.137 1.000

All 0.006 0.884 0.117 0.022 0.111 0.029

Table 6.5: Post-hoc (two-sided) tests for pairwise differences in fixed-effects estimates between complexity
versions and across all participant topic familiarities. ‘All’ topic familiarity refers to pairwise differences
across complexity levels without a topic familiarity subgroup (e.g., average difference across complexity
levels.) This table reports the difference in fixed-effects estimates i − j and Holm-Bonferroni-corrected
p-values [Holm, 1979] under our mixed-effects model, where i and j correspond to complexity options. —
Lo = Low, Me = Medium, and Hi = High. Statistically significant p-values are bold. For example, in
the column for dLo−Hi and row for “Reading Ease,” and “1” topic familiarity we can interpret the result as
participants with a 1 topic familiarity rated the Low complexity, on average, 0.894 points higher for reading
ease (out of 5) compared to the High complexity when controlling for participant and paper.
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Participants

# Participants

Age

0-19 0
20-29 50
30-39 88
40-49 33
50-59 18
60-69 4
70-79 1
80+ 0

Gender
Male 97
Female 96
Prefer not to answer 1

Education

Pre-high school 1
High school 31
College 115
Graduate school 42
Professional school 6

# STEM courses
after high school

0 21
1–3 94
4–6 57
7–9 10
≥10 13

(a) Participant demographics

Topic Familiarity # Ratings

1 152
2 76
3 134
4 165
5 54

Total 581

(b) Topic familiarity based on question “How famil-
iar are you with the topic of this article?” 1=“I have
never heard about this topic before”, and 5=“I have
written research papers on this topic.”

Table 6.6: Study 2: Participant demographics (a) and topic familiarity (b) for study on generated summary
versions.

We recruited participants on Amazon Mechanical Turk with the same requirements as in Section 6.2.

The only difference was that we did not require master Turkers, in order to increase recruitment. In a pilot

study we observed comparable results between master and non-master workers.

After removing 12 participants who indicated technical difficulties or cheating on the study, a total of

194 participants completed the study. Similar to participants in Section 6.2, the majority of participants had

completed at least college (115). 13 participants had completed over 10 STEM courses since high school,

while 21 had completed 0. Compared to participants in Section 6.2, participants in our second study rated

their familiarity higher overall. Table 6.6 provides participant demographic and familiarity rating details.
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Materials

We introduce a new, lightweight method to generate summaries with different complexity via reranking.

Past work has explored selecting candidate generations based discriminator scores to control for specific

topics or discourse structure but found that it did not provide strong control [Dathathri et al., 2020; Gabriel

et al., 2021a]. Because our generation task does not require topic shifts, we adapt this method by scoring and

selecting candidates based on complexity discriminators. Below we describe the novel method underpinning

our summaries.

Generating alternative plain language summaries To generate summary versions at different complex-

ities, we start by generating candidate generations using GPT-3. GPT-3 is a language model commonly

used in generation tasks, including plain language summarization [Brown et al., 2020]. We adapt a preset

prompt for GPT-3 to generate summaries with varying complexity. The original prompt is “Summarize

this for a second-grade student: [TEXT]” Our adapted prompts for GPT-3 were 14 alternate prompts, from

“first-grade student” to “twelfth-grade student”, along with “college student” and “college-educated adult.”

GPT-3 was not designed to explicitly vary text complexity, so while generations might vary naturally in

complexity due to the changes in prompt, there is no guarantee that prompts will align with complexity (i.e.,

prompting GPT-3 with “Summarize for a first grade student” will not necessarily lead to lower complexity

than prompting with “tenth grade student”). In a preliminary analysis of the summaries, we found that the

summaries, while trending toward simpler with lower grades, could still be quite complex in the first grade

prompted version and much simpler at higher grade levels. Table C.3 in the Appendix provides examples of

generations and associated prompts.

To align generations along a gradient of complexity, we score candidate generations based on logits

from a discriminator trained to distinguish scientific journal text from science news text. While this method

requires multiple generations to work properly, it does not require gradient or probability distribution updat-

ing during generation or any prior pretraining, allowing for much greater flexibility during generation (e.g.,

generating from a language model without access to vocabulary logits during generation).

We use a linear SVM discriminator, with features drawn from science communication and readability

literature, discussed in Section 6.2.1. We train the discriminator on classifying sentences from either sci-
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entific journal abstracts or scientific news articles. Journal abstracts are sampled from the ArXiv dataset

[Clement et al., 2019] and scientific news articles are sampled from our corpus of science news articles from

Chapter 4.

We use this discriminator to rank the complexity of the GPT-3 generations. After scoring each generation

for complexity, we select the generation with the highest and lowest complexity scores for the Low and

Medium versions. For the High summaries, we use the original sentences extracted from the paper by the

writer in Section 6.2.

There are automatic methods for scientific information extraction [Cohan et al., 2019] and PDF parsing

[Lopez, 2009; Shen et al., 2021] that could in the future be used extract information directly from a research

paper PDF. We leave such extensions to future work, as our goal was to explore the feasibility of automat-

ically adjusting language complexity. Any errors introduced by other automated methods (e.g., incorrect

text from PDF parsing) could muddy our ability to identify how alternate complexity levels perform in our

envisioned context.

Assessing factuality in generated summaries A major limitation of current generative models are that

they can generate text with meaning that was not part of the original information provided to the model

[Maynez et al., 2020]. These errors are referred to as hallucinations, and can lead to factually incorrect

generations [Maynez et al., 2020; Goyal and Durrett, 2021]. While there are methods for reducing halluci-

nations or encouraging factuality [Gabriel et al., 2021b; Lu et al., 2021; Laban et al., 2021], no automated

method guarantees factual accuracy or fidelity to original text. In the context of science communication,

such hallucinations can risk confusing, or worse, misinforming readers. A reader might trust a hallucinated

result opposite to what was reported in the original paper [Devaraj et al., 2022], or be so confused by the

contradictory evidence as to lose trust in the research.

Because of these risks, we advocate for NLP systems to be used in conjunction with experts. Plain

language summaries are often written by researchers, editors, or science writers [Stoll et al., 2022; Shailes,

2017]. Authors could generate multiple versions of a summary and verify the factual accuracy. In this way,

we could greatly lessen the workload of writing plain language summaries, make summaries adaptable to

different audiences, and protect against factually incorrect generations.

In the context of our study, one author selected generations that did not contain factually incorrect
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Model # wordsstd ↑ # sentences ↑ AVL ↑ TE ↑ Function Words ↓ GPT ppl. ↑
High 483.10107.02 16.704.03 0.390.03 0.550.04 0.270.03 94.6030.91
Medium 529.20182.48 20.807.05 0.400.03 0.510.04 0.310.03 64.1424.16
Low 259.0043.42 13.201.75 0.270.04 0.280.05 0.360.03 23.925.71

Table 6.7: Study 2: Differences in automated complexity measures between generated summary versions.
Arrows denote expected increase (↑) or decrease (↓) in measure as complexity increases. Note that here the
High version is the same as from Section 6.2.

information, acting as the expert for checking generated summaries before publishing. Out of 120 generated

summaries (6 questions × 10 papers × 2 complexities), 14 generations contained incorrect information.

In all 14 cases, a replacement was found by selecting from at most 6 alternative generations. The average

number of generations the author looked at to find a replacement was 2.36. Appendix C.1 contains more

information on hallucinations in our generated summaries.

Automated complexity measures We report on the automated measures of complexity for each summary

version in order to see how the generated summaries differ across complexity levels. Table 6.7 details the

complexity measures for each generated version. The Medium and Low complexity versions had large

differences in average number of words (529.20, σ = 182.48 vs. 259.00, σ = 43.42), average proportion of

words outside the top 1,000 Thing Explainer words (0.51, σ = 0.04 vs. 0.28, σ = 0.05), average proportion

of function words (0.31, σ = 0.03 vs. 0.36, σ = 0.03) and language model perplexity (64.14, σ = 24.16

vs. 23.92, σ = 5.71). In the case of academic vocabulary (AVL), the Medium summaries were scored

as slightly more complex than the High summaries (0.40, σ = 0.03 vs. 0.39, σ = 0.03). Compared to

the expert written summaries from Section 6.2.1, the generated summaries had more distinct differences

in the automated complexity measures. This is not surprising, since the complexity scorer we use to rank

generations uses these features to select different complexity versions.

Procedure

The study followed closely the procedure of our first study (Section 6.2). There were the same controls for

reading for at least 30 seconds. Participants on average took 100 seconds per article (std=83 seconds). After

reading the text, participants answered the same questions about their reading experience and comprehension

questions (Section 6.2.1). For the comprehension questions, we use the same questions, even when the

125



generated summaries did not have explicit answers to the questions. When reporting on comprehension, we

ignore the 6 (out of 40) questions which did not have answers in a generated summary at a given complexity.

5 out of the 6 ignored questions were in the Low summaries, suggesting that the more simplified text had a

higher risk of removing information from the summary.

Analysis

We conduct the same analysis as Section 6.2.1. We fit the same two linear mixed effects models [Lindstrom

and Bates, 1990] — LMM full and LMM none — for each reading measure. We conduct likelihood-ratio tests

between the models to determine if complexity affects each reading measure. We quantify the differences

between the generated complexity versions and their interaction with topic familiarity by conducting post-

hoc two-sided t-tests for pairwise comparisons.

6.3.2 Results

The likelihood-ratio tests between our fitted models showed that LMM full had a significantly better fit than

LMM none (p < 0.05) for all reading experience measures and for the multiple choice comprehension

scores. This indicates that complexity had a significant effect on reading experience measures and multiple

choice scores. Table C.2 in the Appendix lists all χ2 and (Holm-Bonferroni corrected) p values. In the

following section we report on the results for our second study. Because our questions guiding this analysis

are similar to our first study, we focus on the most interesting comparisons to the findings reported in Section

6.2.2.

Medium summaries became more difficult to read and understand

Similar to our first study, participants rated Low summaries as significantly easier to read (dease = 0.548,

p < 0.0001) and understand (dunderstand = 0.330, p = 0.001) than the High summaries. However, we

observed two different results in this second study. First, while in our first study, participants found Medium

summaries significantly easier to read and understand than High summaries, the two complexities were not

significantly different in our second study. Second, while in our first study, participants did not rate the

Low and Medium summaries as significantly different, in our second study participants rated Low sum-
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maries as significantly easier to read and understand than Medium summaries (dease = 0.481, p < 0.0001;

dunderstand = 0.286, p = 0.003).

To understand these differences in results between the two studies, we draw attention to the complexity

measures on generated summaries (Table 6.7) compared to expert-written summaries (Table 6.2). Notice

that the generated Low and Medium summaries had larger differences in complexity measures compared

to the expert-written Low and Medium summaries. We postulate the difference in results between the two

studies are largely explained by this shift in the Medium summaries to be further in complexity to Low

summaries and closer in complexity to High summaries. This is further evidence of complexity’s effect on

reading experience measures: as the Medium summaries shifted to higher complexity (as measured by our

automatic complexity measures) between our first and second study, we see a resulting shift in participant

reading experience measures.

Participants with the highest topic familiarity answered more multiple choice questions correctly with

the High summaries

Participants in general answered multiple choice questions correctly more often when they read the High

summaries (58.24%) compared to Low (53.35%) and Medium summaries (50.14%). Interestingly, this effect

was driven solely by participants with the highest topic familiarity. Participants most familiar with a topic

answered multiple choice questions correctly significantly more often when reading the High summaries

compared to both Low (p < 0.0001) and Medium summaries (p < 0.0001), as shown in Table 6.8. There

were no significant differences across complexity levels for any other topic familiarity.

These findings are in contrast to our findings from the first study, where high topic familiarity participants

didn’t score significantly differently across complexity levels. One possible explanation is that the different

versions of multiple choice questions were aligned to the complexity levels of the summaries in the first

study, whereas we did not re-align questions to generated summaries in this second study.5 This didn’t

affect the High summaries, which were the same between the two studies, but not re-aligning the questions

might have made it harder for readers to find the correct answers on the Low and Medium summaries. That

we observe significantly higher scores with the High summaries over other complexity levels only among

5This decision is because we did not want the multiple choice questions to be designed around the generations, instead seeing
how the generations included (or failed to include) information deemed important in the expert-written summaries.
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participants with the highest topic familiarity suggests that topic familiarity may have allowed participants

to better take advantage of the aligned language between the questions and summaries.

Generated summaries achieve similar effects of topic familiarity and complexity on reading experi-

ence measures

We again show the strength of topic familiarity on reading experience measures and the diminishing benefits

of lower complexity as topic familiarity increased. Figure C.2 in the Appendix shows that as familiarity

increased, ratings generally increased across metrics and complexity levels, low complexity text provided

diminishing benefits. Only participants with the lowest topic familiarity found the summaries at the lowest

complexity more interesting and valuable, as shown in Table 6.8. For reading ease and understanding, the

same trend holds, though participants with slightly more familiarity also retained some benefit in reading

ease and understanding from Low summaries compared to High summaries.

6.4 Summary

In this chapter we explored whether readers benefit from a scientific text complexity sensitive to their back-

ground knowledge and if creating alternative text could be partially automated to support broad online

uptake. In our first study (N = 200) using expert-written summaries, we found that language complexity

mattered for improving reading experience and comprehension. In addition, we showed that the ideal com-

plexity depends on a reader’s background knowledge: readers with the lowest topic familiarity responded

most positively to the lowest complexity summaries, rating them as easier to read, understand, more interest-

ing, and valuable. As a reader’s familiarity with a topic increased, the benefits of simplified text disappeared.

Simplifying language necessarily abstracts some details, but general audience readers often express an

interest in reading research papers in their original form, even when such papers are complex and difficult

to understand (Chapter 5). It is in the original research paper a reader can find all detailed information on

a study, provided they can parse the complex language. Our findings show that some readers with high

familiarity in a topic, even if they are not researchers in the field, can parse original paper content. At the

same time, readers with less familiarity in a topic will generally benefit from plain language summaries

more than from the original scientific content. This suggests that there is no one-size-fits-all complexity for

128



Familiarity dLo−Me p dLo−Hi p dMe−Hi p

Reading Ease

1 1.385 <0.0001 1.642 <0.0001 0.257 0.125
2 0.355 0.281 0.703 0.013 0.348 0.281
3 0.389 0.106 0.346 0.120 -0.044 0.801
4 0.057 1.000 -0.046 1.000 -0.104 1.000
5 0.215 1.000 0.094 1.000 -0.122 1.000

All 0.481 <0.0001 0.548 <0.0001 0.067 0.455

Understanding

1 0.835 <0.0001 1.101 <0.0001 0.266 0.112
2 0.405 0.192 0.665 0.021 0.260 0.270
3 0.034 0.856 0.229 0.633 0.196 0.633
4 0.030 1.000 -0.078 1.000 -0.108 1.000
5 0.127 0.703 -0.266 0.703 -0.393 0.516

All 0.286 0.003 0.330 0.001 0.044 0.622

Interest

1 0.589 0.001 0.907 <0.0001 0.317 0.056
2 0.159 1.000 0.148 1.000 -0.011 1.000
3 -0.048 1.000 -0.046 1.000 0.002 1.000
4 -0.004 1.000 -0.011 1.000 -0.007 1.000
5 0.252 1.000 0.053 1.000 -0.199 1.000

All 0.190 0.062 0.21 0.061 0.02 0.818

Value

1 0.068 0.675 0.407 0.031 0.338 0.078
2 -0.211 0.969 0.018 0.969 0.229 0.969
3 -0.173 1.000 -0.157 1.000 0.016 1.000
4 0.151 0.664 -0.086 0.664 -0.237 0.424
5 0.271 0.615 -0.101 0.720 -0.371 0.568

All 0.021 1.0 0.016 1.0 -0.005 1.0

Comprehension

1 0.054 0.499 0.130 0.153 0.076 0.499
2 0.033 0.793 -0.090 0.793 -0.123 0.563
3 0.024 0.760 -0.117 0.253 -0.141 0.111
4 0.025 1.000 0.044 1.000 0.019 1.000
5 0.136 0.223 -0.428 <0.0001 -0.564 <0.0001

All 0.049 0.330 -0.026 0.461 -0.075 0.062

Table 6.8: Study 2: Post-hoc (two-sided) tests for pairwise differences in fixed-effects estimates between
generated complexity versions and across participant topic familiarities. For example, in the column for
dLo−Me and row for “Interest” and “1” topic familiarity we can interpret the result as participants who rated
their topic familiarity for a summary as a 1 rated the generated Low complexity, on average, 0.589 points
higher for interest (out of 5) compared to the Medium complexity when controlling for participant and paper.
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summaries. Adjusting complexity to reader topic familiarity can improve communication of and engagement

with scientific information.

Altogether, the results of our first study support our assumption that a single plain language summary for

all potential readers is insufficient. Providing versions of different complexity, however, likely requires some

level of automation to broadly support diverse readers in various contexts. We therefore ran a follow up study

(N = 194) using generated summaries curated for factuality to see if they were able to support different

readers based on their topic familiarity, similar to expert-written summaries. Participants with the least topic

familiarity again rated the least complex generated text as significantly easier to read, understand, and as

more interesting compared to the most complex text, while participants with the highest topic familiarity

again gained no significant benefit from the least complex text. From these findings, we conclude that it is

feasible to automatically generate scientific summaries at different complexities as a way of making such

text flexible to different audiences.
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Chapter 7

Discussion

We have unprecedented access to information online. Someone with an internet connection can learn about

cutting edge research in any subject, read more books, blog posts or news articles than could fit in any

physical library, and share information with people around the globe instantly. The vast majority of this

information is encoded in language. While information online is quickly spreading to new audiences, lan-

guage is lagging behind. Text containing this information was written with a specific audience in mind (e.g.,

journal papers assume their readers are other researchers), but as audiences grow, more people fall outside

this text’s intended audience.

This thesis shows how a mismatch in language and audience can impact on who can truly access infor-

mation. This recognition is well-studied in sociolinguistics (e.g., Bell [1984]’s theory of audience design),

but rarely is it applied to interactive systems. This thesis is the first to use experimental techniques to draw

out empirically driven design recommendations for language design.

We show how scientific language can discourage engagement on r/science for millions of people and

can pose a near-impenetrable barrier to understanding for patients and caregivers who need the information

to make informed decisions about their health. People who are historically underrepresented in science

are often the ones who are most likely to be discouraged by scientific language. This bias in how science

is communicated online can further alienate stakeholders already left out of the scientific enterprise. Our

findings that automated tools for changing language complexity can alleviate these communication barriers

point to the promise of intelligent systems that improve communication between broader and more diverse
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audiences.

7.1 Implications of Language as Design

Below we outline the implications of this work for community builders, science communicators and writers,

designers, and intelligent system builders.

Community builders Our large-scale analysis of posts and comments on r/science contributes to research

on community norms and can provide insights for community designers for socializing new members. A key

issue for communities is welcoming newcomers. Newcomers represent growth and interest in a community,

but can also risk overwhelming or alienating current members by (perhaps unknowingly) violating com-

munity norms. Past work has explored ways of socializing newcomers by pairing them with experienced

members [Ford et al., 2018] or providing just-in-time guidelines on new posts [Matias, 2019]. Seering

et al. [2017] also found that positive example setting, especially by high profile members, was effective at

encouraging new members to adopt norms.

Our work provides an additional avenue of socializing new members through language norms. Match-

ing the language of a community is an important element for receiving positive responses [Sharma and

De Choudhury, 2018]. Our results from the analysis of r/science (Chapter 3), identify words and phrases

common on r/science that also represent many norms of the community. For example, the lack of personal

pronouns is paralleled by the norm of not providing personal anecdotes. Community designers, such as

moderators, could make these language norms explicit as a way of welcoming new users. Leveraging in-

sights gained from an analysis of community language, tools could help new members rewrite their posts or

comments to better align with community language. Our method for identifying writing strategies in science

communication (Chapter 4) also suggest that these tools could do more than just identify common words

or phrases; they could highlight discourse-level strategies (e.g., telling stories) that are well-received in the

community, providing newcomers positive examples of norms to follow.

Science communicators and writers Our computational approaches to science communication strategies

can also assist in training new science communicators or help them write to a new audience. Many expert
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science communicators already do, or are encouraged to, keep their audience in mind when writing (Chapter

4), but guidelines are usually general advice with little empirical evidence supporting their claims. Rather

than only having general guidelines, science communicators can use our classifiers from Chapter 4 to see

how their language leverages specific strategies. Inspired by prior systems that support writers in under-

standing the rhetorical features of their language [Ishizaki and Kaufer, 2012], tools could assist writers by

highlighting the strategies they use and provide suggestions based on their intended audience. For example,

when writing for journalists, science communicators could check how their writing emphasizes the impact

of the findings.

Interface designers Interface designers can leverage our insights to design language more appropriate for

a given user group. In this thesis we identified what features of language are important to change by using

computational methods to identify strategies and language patterns in real world text (Chapters 3 and 4)

and by running user studies (Chapters 5 and 6). While the findings reported in this dissertation focus on

science communication, the methodologies employed for identifying language changes and their effect on

user behavior can inform, for example, AB testing for interfaces with different language style variants.

Intelligent system builders As AI technology advances, new interfaces integrating this technology can

provide tremendous value to users. Developers of these intelligent interfaces can take this thesis as an

illustration of one path towards tools integrating AI to augment communication. Our findings show that

generative modelling (e.g., GPT-3) is reaching the point where generated text can be integrated into end-

user tools. Most prior work integrating generative text models into tools have focused on writing support

(e.g., [Gero et al., 2021; Chung et al., 2022]), and often in a secondary role. For example, Gero et al. [2021]

showed how generative models could help inspire writers when communicating about scientific topics. In

their use case, generative models provided ‘sparks’, single sentences meant to inspire longer explanations.

The success of our automated methods for reading in PAPER PLAIN (Chapter 5) and in generating scientific

summaries in Chapter 6 suggest that AI can also take a more active role in the writing and reading process.

The major cavaet to these findings is that model hallucinations are still a major risk for readers, though our

preliminary findings in Chapter 6 suggest that such hallucinations are easily identified by experts. We hope

that our techniques to make machine output useful for readers can provide useful insight for future tools
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integrating machine intelligence.

7.2 Limitations & Risks

One major hurdle in deploying systems using generative models is the risk of hallucinations. This thesis

argues that such hallucinations necessitate human-in-the-loop systems. Rather than expert curation being a

limitation, though, we envision such systems improving human-human communication. Science communi-

cation is ideally a conversation, not a transmission of information [Nisbet and Scheufele, 2009b]. A fully

automated system would allow researchers to publish plain language summaries without thinking about their

potential audiences. Our hope is that requiring experts to read generations, while potentially limiting the

speed at which such summaries are published, will encourage researchers to think more deeply about the

audiences they are reaching with their work.

While the goal of this thesis to make scientific information accessible to a wider audience, it could also

further exacerbate disparities between stakeholders. This thesis exclusively focused on the English language,

but this could disproportionately support native English speakers in accessing and understanding scientific

information. Current science communication efforts suffer from similar issues [Stoll et al., 2022; Meneghini

and Packer, 2007], and the findings in this thesis take a first step towards personalizing communication in

this context. In future steps, we are excited about the possibility of exploring how different languages and

dialects can further adjust language to the individual.

7.3 Future Work

This thesis opens up exciting avenues of future work on augmenting human communication online.

7.3.1 Constructing Generalized Reader Models

In Chapter 6 we provide the first step in making language flexible to a reader by showing how changing

language complexity can impact reader experience. There is a wealth of prior work on how to design

adaptive user interfaces [Gajos et al., 2008a; Schneider-Hufschmidt et al., 1993], but rarely is language

considered a feature for personalization. Future work could explore what the best ways to personalize or
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adapt language are. For example, given a reader profile or short initial quiz, a system could recommend a

complexity level for a reader [Wallace et al., 2022; Murthy et al., 2021]. Incorporating reading history into

a user model could also help systems adjust language across the web for a reader. Alternatively, a reader

could have full control over the complexity levels, using a knob or dial to scan through possible versions

to select their preferred version. This work would have exciting implications for interface personalizing by

showing how readers respond to language adjusting in real time to suit their needs.

7.3.2 Adapting Beyond Science Communication

Scientific text is not the only context where non-expert readers wrestle with highly technical documents;

this thesis can inspire efforts in addressing similar barriers in these other contexts. Some aspects of these

contexts merit new design efforts, while others might benefit from similar systems as PAPER PLAIN. For

example, the important questions to ask while reading a medical paper are different than those for a legal

contract or privacy statement. This necessitates a re-crafting of PAPER PLAIN’s Key Question Index and

Answer Gists for other domains. Furthermore, some documents may need to be read in a particular order

(e.g., a software tutorial), and providing an alternative index, as PAPER PLAIN does, could confuse readers.

In these cases, any key question indexes into the document would need to be aligned with the document’s

original structure. Providing in-situ sections summaries and definitions could help address needs in these

domains, as these features can help readers understand what they are reading within the flow of a document.

In some contexts, language complexity might also not be the right dimension to vary. For example, our prior

work has shown that in online experiments [August and Reinecke, 2019] or security statements [Stokes et al.,

2023], formality might be an important language dimension that can impact engagement and compliance.

Future work could identify other communication contexts and associated dimensions of language to adapt.

7.3.3 Adapting Beyond the Reader

People read text for different reasons [Britt et al., 2014b], which might impact their preferred language just

as much as their background. For example, someone reading a new biomedicine paper out of interest might

have a different tolerance or desire for complexity compared to a patient who is making a medical decision in

part based on the information they find. In the first case, language complexity might be seen as a nuisance,
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and the majority of readers only want a high level takeaway. In the second case, complexity might be

required to have fidelity to the original paper. Building systems that are cognizant of these different contexts

is equally important to being flexible to the readers themselves. Future work could evaluate how reader

goals, rather than background knowledge (Chapter 6), influence their response to dimensions of language

like complexity.

7.3.4 Supporting Writers

Communication is two-way, so while automatically adjusting language to the individual augments part of

communication, it is equally important to help people communicate better with their intended audience. We

envision tools that can “crash-test” writing by modeling how a potential reader will respond to it—-anything

from a tweet to a research paper. Future work could build models representing a reader with a particular

background and make predictions about that reader’s comprehension and general response to presented

text. Our current tools for adapting language automatically collect responses to language choices from real

readers, which can inform the development and continued improvement of such reader models.

7.3.5 Supporting Collective Sense-Making

The success of online forums like r/science shows that communicating scientific information to an individual

does not happen in a vacuum. People share and discuss papers together. Many of the methods introduced in

this thesis focus on adapting language to the individual. An additional direction to support communication

is enabling people to collectively make sense of complex language. For example, tools could support social

annotations on research papers that allow people to define words or explain concepts for other people. Alter-

natively, future tools could could make it easier for people to see how language was shared, and potentially

changed, through a network, which could help people follow information flowing through social media.

7.4 Conclusion

As an illustration of how the methods described in this thesis can be used in adjusting scientific language,

the following conclusions are generated and lightly edited using the techniques described in Chapter 6:
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Low Complexity This thesis is about how changes in language can change people’s behavior and how

automated systems can be used to change language for different people. For example, in the subreddit

r/science language changes are associated with changes in people’s behavior. To understand what language

is important to change, the author investigated how science writers write for a general audience. The author

then takes inspiration from this to build a reading tool for making medical research papers approachable to

more people.

Medium Complexity This thesis looks at how language choices can influence user behavior, and how

automated systems can be used to design language specifically for different people. The thesis begins by

focusing on the subreddit r/science and how language choices there can restrict access to scientific infor-

mation. The author then looks at how experts design scientific language for a general audience, and takes

inspiration from these strategies to build a reading interface that makes medical research papers approach-

able to a general audience. Finally, the thesis looks at how people respond to levels of language complexity

based on their background knowledge, and how this can be used to generate summaries with varying com-

plexities.

High Complexity In this thesis, the author shows that language choices, similar to other interface design

choices, influence user behavior and introduces automated systems that design language for different people.

The author begins by focusing the study of language choices to the subreddit r/science and shows how

language choices in it are associated with changes in people’s behavior, potentially restricting access to

scientific information. To understand what language is important to change when adapting to different

people, the author investigates how experts design scientific language for a general audience. The author

takes inspiration from these expert strategies to build a reading interface for making medical research papers

approachable to a general audience. To adjust language to finer-grained audiences, the author investigates

how people respond to levels of language complexity based on their background knowledge and develop a

novel controllable generation method to adjust the complexity of generated summaries. In two user studies

the author observed that generated summaries lead to similar reader responses as with expert summaries,

establishing the feasibility of generating summaries with varying complexities. The work provides guidance

on designing language for specific audiences and adaptable communication at scale. The author concludes
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with a summary of the contributions and a discussion of future research on designing language to encourage

better communication online.
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Appendix A

Writing Strategies for Science

Communication

A.1 Open-Coding Details

Using the selected style guides, two authors open-coded Holton [2007] the guidelines from each guide and

grouped these guidelines into suggested writing strategies. Some resources had lists of guidelines (e.g.,

“12 ways to. . . ”), for which the authors coded each listed guideline as a separate strategy. For resources

in prose (e.g., books and academic articles), the authors highlighted all guidance on writing strategies for

science communication (e.g., “Have an engaging, new, first sentence.”). Because the eventual goal was

to identify these strategies in a document, the authors focused on document-specific strategies rather than

process-specific strategies (e.g., “make sure to have a friend read the draft before sending it in.”). Table A.1

lists all resources used.

A.2 Corpus Collection

We selected universities based on the Carnegie Classification of Institutions of Higher Education1 for large

4-year universities with doctoral programs and very high research activity (i.e., R1 institutions) in the US.

We additionally filtered for STEM dominant research institutions. We randomly sampled 10 university

1https://carnegieclassifications.iu.edu/
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Table A.1: Resources used to identify scientific communication writing strategies.

Title Type
12 Tips for Scientists Writing for the General Public Burke [2018] Online article
Communication Fundamentals AAAS Online article
Communicating with the Public from AAAS Gagnier and Fisher [2017] Online article
Explaining Tech to Non-Techies Bruzzese [2018] Online article
Tips for Communicating Scientific Research to Non Experts Scientifica Online article
What Does Research Say about Effective Communication about Science? May-
nard and Scheufele [2020]

Online article

Identifying Essentials of Scientific Communication Bray et al. [2012] Journal article
Responsible Use of Language in Scientific Writing and Science Communica-
tion Kueffer and Larson [2014]

Journal article

‘The Kind of Mildly Curious Sort of Science Interested Person Like Me’ Ranger
and Bultitude [2016]

Journal article

Science Journalism (Writing for a General Audience) Crawford Book chapter
A Field Guide for Science Writers Blum et al. [2006] Book
The Science Writer’s Handbook Hayden et al. [2013] Book

websites from this filtered set of universities; however, many universities either did not have a single unified

press department (e.g., each school handled press separately), or the majority of press was unrelated to

research output. As Table 4.1a shows, a majority of articles came from blog sites, while few came from

press releases. This is due to the fact that press releases focus on research coming from that particular

institution, substantially limiting the number of articles produced by these sites.

A.3 Cleaning Keywords

We selected the following keywords for filtering based on inspection of politicized articles from the sites we

scraped between 2016 and 2019. All keywords are lower cased: ‘trump’, ‘president’, ‘republican’, ‘refugee’,

‘congress’, ‘country’, ‘obama’, ‘senate’, ‘white house’, ‘democrat’, ‘political’, ‘epa’, ‘attorney’, ‘politics’.

An article was considered political if the title contained any of the keywords and the body contained at least

4 of the keywords. We inspected all articles selected for annotation (337) and found none that were political.
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Table A.2: Sentence level Krippendorff’s α for each writing strategy.

Strategy Sentence level α

LEDE 0.47
MAIN 0.29
IMPACT 0.31
EXPLANATION 0.17
ANALOGY 0.25
STORY 0.29
PERSONAL 0.16

A.4 Annotation Agreement

Table A.2 reports Krippendorff’s α at the sentence level for each strategy. Because most strategies do not

occur often (i.e., usually less than 10% of sentences), simple agreement rate skews high due to a major-

ity of negative examples. α corrects for this skew by taking into account random chance of overlapping

annotations.

Figure A.1: Sentence-level α agreement over time.
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Figure A.2: Interface for annotation and example annotations.

A.5 Pretraining Details

We followed the pretraining recommendations of Gururangan et al. [2020] and pretrain RoBERTa in two

additional steps: domain- and task-adaptive pretraining. Both steps are to tailor the model to domain and

task specific language. Domain adaptive pretraining was done on 11.90M articles from REALNEWS Zellers

et al. [2019] for 12.5k training steps and task adaptive pretraining was done on 100k articles from a held out

portion of our corpus for 10 epochs. Hyperparameters for pretraining are in Table A.3.

A.6 Finetuning Details

Articles were broken down into sentences for classification. We employed random search for hyperparam-

eter tuning with 5-fold cross validation on the training set of the annotated articles. We ran a total of 10

search trials. Table A.4 details the final hyperparameters for our classifiers. Table 4.2 reports the precision,

recall, and accuracy, calibration error and F1 scores of the finetuned classifiers on the held-out test set.
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Table A.3: Hyperparameters for domain- and task-adaptive pretraining. Based on pretraining in Gururangan
et al. [2020].

Hyperparameter Assignment

number of epochs 10 (Task) or 12.5K (Domain)

batch size 256 (Task) or 2058 (Domain)

learning rate 0.0001 or 0.0005

learning rate optimizer Adam

Adam epsilon 1e-6

Adam beta weights 0.98

Weight decay 0.01

warmup proportion 0.06

Learning rate decay linear

Table A.4: Final hyperparameters for finetuning the science strategy classifiers and bounds for hyperparam-
eter tuning random search.

Hyperparameter Assignment Bounds

Number of epochs 3 [3, 5, 10]

Batch size 32 [16, 32]

Learning rate 2e-5 [1e-5, 2e-5, 3e-5]

Warmup proportion 0 [0, 0.06, 0.1]

Weight decay .001 [.001, .01, .02]

Max sequence length 128 [64, 128, 256]
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Table A.5: Strategies, examples of their descriptions in guidelines, and examples of their use.

Strategy Example guideline Example sentence
LEDE Have an engaging, new, first sen-

tence
On Wednesday, astronomers released what they said were
the most detailed images ever taken of the surface of our
sun.

MAIN Give biggest, most important
findings only

In their study, published in the journal Science Advances,
the researchers describe a newly identified biomarker for
detection of liver metastases.

IMPACT Remember, “Why should I
care?” for the reader

As date-palm growers adapt to climate change and battle
pests and diseases, they might want to tap into the pool of
ancient genes hidden in archaeological archives.

EXPLANATION No matter how complicated a
topic, the audience should be
able to get the big idea

This idea suggests that as humans increasingly relied on
peaceable social interactions to flourish, our ancestors be-
gan selecting mates with less aggressive features for facial
appearance and other traits.

ANALOGY Relate complex topics to simple
ones (e.g., use metaphors)

The male climbed onto a platform and changed positions
like a swimsuit model posing for a photograph

STORY Tell stories for your reader Ms. Moser was 23. It had taken her months to convince the
clinic at NewYork-Presbyterian Hospital/Columbia Uni-
versity Medical Center in Manhattan that she wanted, at
such a young age, to find out whether she carried the gene
for Huntington’s disease.

PERSONAL Give readers a personal picture
of scientists

But Dobson, bounding ahead in khaki hiking pants with her
blond ponytail swinging, appears unfazed.

JARGON Write in English (don’t use jar-
gon)

So if this black hole is, at least in astronomical terms, right
there, how has it eluded astronomers for so long?

ACTIVE Use the active voice At night, hippos wander into grasslands to graze. During
the day, they return to rivers to keep cool and protect them-
selves from sunburn.

PRESENT Use the present tense “Life continues but I don’t think Dominica will ever be the
same again," John says.
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Table A.6: Examples of highlights for JARGON, ACTIVE, and PRESENT. Excerpts were randomly sampled
from articles automatically classified as having high (top 10% of articles) and low (bottom 10%) of each
measure. Black words are those highlighted by our automatic measures. Red is incorrect highlights by the
measures and blue are words our measures did not highlight that we believe should have been.

Label Sentences

High ACTIVE

The challenges associated with news writing, meanwhile, are...well, they ’re challenging.
All four regularly write about policy in popular news outlets — particularly prolific are Frakt and Carroll
, who write for The New York Times.’
For example, they are more likely to be immigrants.
According to a team of scientists led by Nenad Sestan at Yale School of Medicine, this process might play
out over a much longer time frame , and perhaps isn’t as inevitable or irreparable as commonly believed.

Low ACTIVE

These secondary sediments were later eroded in the delta, exposing an inverted relief of the structure that
is observed today.
According to the World Health Organization, most significant constituents of air pollution include partic-
ulate matter (PM), ozone, nitrogen dioxide, and sulfur dioxide.
Ke, working together with his graduate student Pengfei Wang, was instrumental in advancing the technol-
ogy to its new version.
Some deployments might seem unusual .

High PRESENT

A stubborn myth persists that when policymakers manage recreational fishing they ’re managing a food
source.
Professor Tanja Kallio and doctoral candidate Sami Tuomi consider the realisation of this goal entirely
possible.
“However, scientifically we are in the dark about the consequences of rewilding, and we worry about the
general lack of critical thinking surrounding these often very expensive attempts at conservation.
They also suggest that angler organizations should be more involved in promoting more responsible man-
agement processes and monitoring.

Low PRESENT

The archaeologists identified the remains of Captain Matthew Flinders by the lead plate placed on top of
his coffin.
His team found a way to reengineer inhibitory interneurons to improve their function.
“We were very lucky that Captain Flinders had a breastplate made of lead, meaning it would not have
corroded.”
These chemicals are potentially found in a huge variety of everyday products, including disinfectants,
pesticides and toiletries.

High JARGON

The researchers found that sustained and unprecedented rise in infant mortality in England from 2014
to 2017 was not experienced evenly across the population.
Often patients have to stop taking medication because of adverse side effects and wait for their bodies to
recover before they can begin again, Shimada said.
The next step for Fang and his research team is to develop computer stimulations to understand the
effects of nanoparticle shapes sizes and surface modifiers.
Exposure to potentially harmful chemicals is a reality of life.

Low JARGON

We are looking for an alternative location outside of Amsterdam, the plan says.
These days unlicensed, recognizable portrayals of guns in games look from the outside the same as they
did in the days of marketing deals: the guns look real and shoot well.
The others didn’t respond to requests for comment.
“We were told if we become the first couple to do this experiment we’ll become famous and HBO already
tried to reach me”, Yevgenievna says.
She has been deaf since birth.
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Appendix B

PAPER PLAIN

B.1 Interviews with healthcare consumers and providers

To validate the general idea of helping readers understand medical research papers, we interviewed six

healthcare consumers and providers. We spoke with both healthcare consumers with prior experience read-

ing medical research (4 total, referred to as C1–4), and healthcare providers who had discussed findings

from medical papers with their patients (2 total, H1–2). Healthcare consumers and providers were recruited

through our personal and professional networks and by referral from other interviewees.

These interviews yielded a set of scenarios in which readers turn to the medical literature. These sce-

narios motivated the design of our interface and are offered here to inspire future research to help readers

engage with the medical literature.

Our participants read medical literature because they wanted more information than they could gather

from discussions with their doctor or by consulting conventional patient-facing resources online. This core

motivation manifested in four cases:

• Learning more about the diagnosis: Participants’ expressed a desire to know more information than

what patient pamphlets or their short doctors’ appointments could give them because they wanted to

understand the diagnosis in greater depth (C1, C3).

• Learning background-specific information Participants sought the medical literature because their

situation was somewhat unique compared to the common diagnosis (e.g., affecting a different part of
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their body or at a different age) (C1, C2).

• Becoming aware of emerging treatment options: Participants mentioned that having chronic ill-

nesses or those without cures (e.g., severe allergies), had encouraged them to seek out new clinical

trials and trial results as a way of finding new ways of taking care of themselves. (C1, C4)

• Comparing treatment options: Similar to finding new treatments, participants described trying to

decide between different treatments their doctor recommended or just wanting to know more about

these treatments (e.g., results from clinical trials or alternative treatments) (C1).

These findings support prior work on motivations in consumer health information seeking Sommer-

halder et al. [2009] and illustrate the benefits of open-access medical literature Zuccala [2010] as an addi-

tional resource for healthcare consumers to find information important to them. A healthcare provider we

spoke to gave similar insights: their patients sought medical research papers as a source of information to

supplement in-person discussions with their physician (H1).

Conversations with our participants suggested that paper reading presented issues such as unfamiliar

terminology, assessing relevance, and information overload. C1 and C3 mentioned that many paper titles

were already too complex, or they needed to learn a lot of new medical vocabulary as they read. C4 described

the emotional exhaustion of reading through multiple discouraging results. C2 mentioned how hard it was to

assess if research was trustworthy or relevant to them. All participants mentioned only being able to engage

with research papers for an hour or two before they were exhausted. To develop a deeper understanding of

how these challenges manifest during reading, we designed a second formative study where we observed

non-experts as they encountered these challenges when reading medical papers.

B.2 Iterative Design

A total of eight participants (N1-8) used two early prototypes of PAPER PLAIN in qualitative usability

evaluations. Participants were recruited from our institution, our professional networks, and Upwork. In

these evaluations, participants were given a modified scenario from §5.3.2 and read a paper with the PAPER

PLAIN prototype. These evaluations lasted one hour each.
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Overall participants reported that using the PAPER PLAIN prototypes helped them access important

information in a paper (N1–6, 8). Participants said that the features helped them focus their attention while

reading (N4) and gave them a good overview of the paper (N1 and 3). Participants all expressed excitement

for such a tool existing for their own health information seeking. The usability evaluations also illustrated

important design goals for effective interactive aids in this reading context, which we integrated into the

design of PAPER PLAIN:

Provide gists on-demand. Plain language is not just useful for helping readers understand the text; it

can also help readers avoid reading an abundance of dense text. Providing plain language throughout a paper

can help readers choose what not to read. N1 used a prototype with only plain language answering passages

(“Answer gists”) and reported that having only answering passages simplified was restricting their ability to

explore the paper on their own. N3 also wanted gists for scanning other sections of the paper that might not

have an answering passage, such as specific results sections.

Make guidance both discoverable and unobtrusive. Readers often don’t know where to look for

relevant information in research papers. Navigation that guides readers to relevant sections can save them

time and effort, even if it reduces some of their autonomy.

The Key Question Index gave an accessible overview of a paper, but participants often did not notice

the sidebar toggle until they had spent considerable effort understanding the paper. For example, two par-

ticipants (N1 and N3) missed the button to toggle the Key Question Index sidebar, and only noticed it later

in the session when it was pointed out by a researcher. After seeing the Key Question Index, N1 mentioned

that they wished they had seen it earlier since it would have provided a helpful high level understanding

early on.

At the same time, the sidebar could be intrusive to some participants. One participant (N5) reported that

the sidebar was distracting and occluded other typical PDF reader features they wanted to access, such as

section outlines. To balance the goal of providing an intuitive guide without clashing with readers’ other

potential reading strategies, PAPER PLAIN’s final Key Question Index sidebar was opened when a paper

loads but was toggleable to other sidebars and able to be closed.

Supplement, rather than replace, the text. The text is critical; it is where readers will find nuanced

details that would not be available in summaries or conventional healthcare consumer materials. Features
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should make the text more understandable, not replace it. In addition, NLP systems are imperfect, and a

reader who relies solely on generated content can risk misunderstanding the actual paper. N1 often double-

checked gists with the original text and N4 hid the gists to read the underlying text. We wanted to make

sure that the system focused readers on the original text and provided generated text as a supplement, not a

replacement. In the prototype the gists were sometimes overlapping the original text, which made it hard for

participants to read both. In the final design of PAPER PLAIN, all gists were placed as close to the original

text as possible without overlapping. Furthermore, gist content was provided on-demand, rather than initially

displayed along with the paper, to encourage readers to focus on the paper and pull supplemental content

from the gists only when necessary.

B.3 PAPER PLAIN Implementation

B.3.1 GPT-3 Simplification

We adapted our GPT-3 prompt and generation parameters (e.g., length of generation and temperature) from

one of the preset examples that OpenAI provides for summarizing text for a 2nd grader.1 We changed the

prompt to summarize for a 5th grader rather than 2nd grader after observing that using 2nd grader caused

the model output to be too general and vague. We also tested later grades, up to college, but found that the

generated text using the 5th grader prompt was the most consistent. Our final prompt for GPT-3 was:

My fifth grader asked me what this passage means: """ [TEXT TO SIMPLIFY] """ I rephrased

it for him, in plain language a fifth grader can understand:

We also updated generation parameters, specifically the length of generation and temperature (a parameter

for controlling the randomness of generations). We set generation length to 100 characters and temperature

to a range of 0.25 to 0.5, depending on the generation.

Gist curation When implementing PAPER PLAIN, we did not track the number of generation attempts to

obtain a usable gist (other than that it be fewer than five). To assess the extent of gist curation, we ran a post-

hoc analysis in which we re-generated 15 Section and Answer gists. Most (13) gists took one generation

1https://beta.openai.com/examples/default-summarize
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attempt. The average number of attempts was 1.35, with a maximum of 4. Examples of re-generations are

included in Table B.3.

B.4 Statistical Analysis

B.4.1 Modeling Mixed-Effects in Repeated Measures Studies

For the analysis in § 5.6.1, we used the linear mixed-effects model (LMM). LMMs are commonly used to

analyze data in which the same participant provides multiple, possibly correlated, measurements, referred to

as repeated measures Lindstrom and Bates [1990]. LMMs are used as an analysis in medicine Cnaan et al.

[1997], the behavioral sciences Cudeck [1996], and human-computer interaction Hearst et al. [2020]; Head

et al. [2021].

For each of the quantitative measurements discussed in §5.6.1 (y), we fit a LMM with fixed effects β

for the PAPER PLAIN paper (x1) and interface variant (x2) factors.2 We used the LME4 package in R Bates

et al. [2014] to fit the models. More precisely, we fit the following LMM:

E[y] = β0 + γj + β1x1 + β2x2, (B.1)

where the random intercepts γj ∼ N (0, σ2
γ) capture individual variation of each participant j.

We report all the estimated coefficients in Table B.1. Due to the categorical nature of our variables, we

interpret the coefficients in the following way: β0 is the mean score for PAPER PLAIN while reading the

paper for herniated disc. βSLE
1 is the mean difference in score for the SLE paper, given the same interface

variant. Similarly, βPDF
2 , βSD

2 and βQA
2 are the mean differences in score for the PDF baseline, Term

Definitions and Key Question Index and Answer Gists interface variants against full PAPER PLAIN variant,

given the same paper. For example, βPDF
2 = 1.9835 for Reading Difficulty means that the PDF baseline is

associated with a 1.9835 higher difficulty score than PAPER PLAIN, which is the same result we report in

Table 6.5.

2We also fit the same LMM with an additional interaction term (x1x2) but the F -test for this term was not significant across
the three measures (p > 0.67, p > 0.98, p > 0.98). As such, we proceeded with our analysis without the interaction term in our
LMM.
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β0 βSLE
1 βPDF

2 βSD
2 βQA

2

Reading Difficulty (1–5) 2.0884 0.3750 1.9835 1.4851 0.3444
Understand (1–5) 3.8231 -0.5000 -1.1769 -0.7194 0.1037
Relevance (1–5) 3.9316 -0.5833 -1.1675 -0.7524 0.1934

Table B.1: Estimated fixed-effect coefficients for the LMM described in Appendix B.4 for each measure-
ment.

B.4.2 F-Tests for Significant Effect of Interface

We conducted F-tests for differences in fixed-effect estimates between each interface variant, repeated for

each y using the LMERTEST R package Kuznetsova et al. [2017]. Using the Holm-Bonferroni Holm [1979]

correction on the p-values with the P.ADJUST R package, we found significance for reading difficulty (p <

.001), relevance (p < .001), and confidence (p < .001)—even while controlling for paper and participant-

specific effects. That is to say, for these metrics, the F-test identified that the choice of interface (PAPER

PLAIN, Questions and Answers, Sections and Terms, or PDF baseline) is a significant factor. Note that the

F-test does not identify which interfaces differ from one another on the metric.

B.4.3 Tests for Pairwise Differences in Fixed-Effects between Interfaces

To quantify the pairwise differences in fixed-effects between the interface variants for the measures y under

the LMM (and controlling for paper), we conducted a post-hoc analysis. We used two-sided t-tests for

pairwise comparisons using the EMMEANS R package, yielding the results shown in Table 6.5.

B.4.4 Ordinal Regression for Likert-Scale Variables

As reading difficulty, confidence, and understanding were measured on a Likert scale, a LMM estimated

means could be ill-suited for analysis, especially if these measures were not sufficiently normally distributed.

We additionally performed likelihood ratio tests after fitting analogous cumulative link mixed-effects models

(CLMM) provided in the ORDINAL R package Christensen [2018]. Likelihood ratio tests, which are similar

to F-tests but more conservative, yielded similar p-values—reading difficulty (p < .001), confidence (p <

.001), and understanding (p < .001) —and resulted in the same conclusions as those when using the LMM.
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Because pairwise analyses were not available through EMMEANS (or other libraries) for CLMMs, we opted

to use the LMM model for these measures to enable subsequent analysis for Table 6.5
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Source Question Extracted Answer Plain Language Answer

PICO What condition does
this paper study?

“Systemic lupus erythematosus
(SLE) is the prototypical
auto-immune connective tissue
disease. . . ”

“Systemic Lupus
Erythematosus is a disease that
affects about 5 million people
in the world. . . ”

PICO How is the condition
usually treated?

“Following the diagnosis of
SLE, patients are assessed for
disease activity and organ
involvement, both of which
dictate the most appropriate
therapy. . . ”

“After you get the diagnosis of
lupus, the doctor will see how
bad your lupus is and how
much it affects your body. . . ”

Cochrane
What did the paper
want to find out?

“The aim of this review is to
report the evidence concerning
the rationale, the efficacy, and
the safety of therapeutic
peptides. . . ”

“This is a review of the
evidence and reasons why
doctors are using peptides to
treat lupus. . . ”

Cochrane
What did the paper
do?

“The next paragraphs report
and discuss the current
evidence concerning
unconjugated and conjugated
therapeutic peptides. . . ”

“The next paragraphs tell us
about some drugs that are being
tested to see if they can help
people with lupus. . . ”

PICO What were the new
treatment(s), if any
this paper looked
into?

“Therapeutic peptides include a
class of pharmaceutical com-
pounds consisting of amino
acid chains of various length
(usually less than 40 amino
acids). . . ”

“A peptide is a small molecule
made up of amino acids, which
are the building blocks of
proteins. . . ”

Cochrane
What did the paper
find?

“To date, no therapeutic peptide
has been licensed and marketed
for the use in SLE patients. . . ”

“A drug that targets a specific
part of the immune system is
being tested to see if it can help
people with a disease called
lupus. . . ”

PICO Are the findings
different depending
on a person’s
demographics?

“Being designed on the basis of
epitopes that are pathogenic in
SLE alone, peptides. . . ”

“These new drugs are designed
to target the bad proteins that
cause SLE. . . ”

Cochrane
What are the
limitations of the
findings?

“Nevertheless, despite the
successful results observed in
preclinical studies, RCTs
showed a controversial efficacy
profile. . . ”

“Even though the medicine
worked well in the lab, it did
not work as well in real life. . . ”

Table B.2: Questions used in Key Question Index and Answer Gists. Questions are presented in the order
they appear in the index.
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Original Passage Generation Usable

On the basis of experiments on
both animal and human cells, it has
been shown that heavy chains (HC)
of anti-dsDNA antibodies can
behave as immunogenic epitopes
and elicit a T cell response [64].
Noteworthy, using NZBxNZW F1
mice, Skaggs et al. eval- uated the
effect of the oral administration of
pConsensus on clinical
manifestations and serum
autoantibody titers [67].

It has been shown that the heavy
chains of anti-dsDNA antibodies
can elicit a T cell response. Skaggs
et al. evaluated the effect of the
oral administration of pConsensus
on clinical manifestations and
serum autoantibody titers.

Yes, this is
nearly a
verbatim copy
of the original
passage.

Forty-eight patients with CRP as a
result of a single-level contained
soft-disc herniation were
randomized to one of the following
2 treatments: PCN or ACD. The
primary outcome measure was arm
pain intensity, measured with a
Visual Analog Scale (VAS).
Secondary outcomes were arm
pain intensity during heavy effort,
neck pain, global perceived effect,
Neck Disability Index (NDI), and
the patients’ general health (Short
Form Generated Health Survey).
All parameters were measured at
baseline (T0), 3 months after
intervention (T2), and one year
after intervention (T3). One week
after the intervention (T1), an
intermediate assessment of arm
pain, arm pain during heavy effort,
neck pain, satisfaction, and
improvement were performed.

In this study, researchers looked at
the effects of two different
treatments on people with a
herniated disc. The first treatment
was a type of surgery called
percutaneous disc nucleoplasty
(PCN), and the second was a
nonsurgical treatment called
annular closure device (ACD).
The researchers measured the
patients’ arm pain, neck pain, and
overall health before the treatment,
and then again at 3 months and 1
year after the treatment. They
found that both treatments
worked well to reduce arm pain
and improve overall health, but that
the surgery worked slightly better
than the nonsurgical treatment.

No, an ACD is
a surgical
treatment and
the original
passage does
not describe a
“finding.”

The main characteristics of all
eligible RCTs are presented Table
1. Yao Y, et al.[45] performed a
retrospective cohort study, in which
three minimally invasive spine
surgery approaches (PELD,
MIS-TLIF, and MED) were used to
treat patients with PELD
recurrence. The median Jada score
of the cohort studies was 6 (range
from 5 to 8), indicating that these
studies were of high quality.

This is a study that looks at three
different types of surgery to treat
patients with a certain type of spine
problem. The study found that all
three types of surgery were
effective in treating the problem.

No, the original
passage does
not describe a
“finding.”

Table B.3: Examples of generations that were deemed usable or not based on curation. Errors in generation
are indicated in bold.
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Appendix C

The Benefit and Feasibility of

Reader-Sensitive Scientific Language

Complexity

C.1 Factuality in Generated Summaries

We begin by assessing how hallucinations occur in our generated summaries. Out of 120 generated sum-

maries (6 questions × 10 papers × 2 complexities), 22 were labelled as containing any hallucinated content.

The labels were mutually exclusive. There were three types of hallucinations we identified: correct infor-

mation not from the original text, incorrect information not from the original text and reversing the direction

of findings. Table C.1 includes examples of these three hallucinations.

The extent and kind of hallucinations in our summaries can tell us what risk such hallucinations pose and

how much effort an expert must invest to make the summaries publishable. For example, if the majority of

hallucinations are new, but not incorrect, information (a common type of hallucination [Cao et al., 2022]),

then they pose less of a risk and require less expert knowledge to fix than if the hallucinations instead

reverse the direction of a found effect (another type of hallucination [Devaraj et al., 2022]). We generated

summaries with no restriction on hallucinated content. After generation, one author labelled all generations

for hallucinated content.
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Hallucination type Example Reason % Genera-
tions

Incorrect additional
information

The study found that the babies of
women who ate nuts during
pregnancy were less likely to have
certain health problems.

Nothing in study
about health
problems

7.5%

Correct additional
information

These cells work together to make
sure that we feel pain when we are
hurt. This is important because it
helps us to avoid getting hurt again.

Nothing in original
article about the
importance of pain
sensation

2.5%

Reverse direction of
findings

This study found that spending
more time playing video games can
lead to more aggressive behavior.

Finding was that
time spent playing
video games did
not lead to more
aggressive
behavior

4.2%

Table C.1: Three types of hallucinations encountered in our generated summaries.

Including correct information not from the original text occurred in 3 hallucinations. Usually these

hallucinations included text about the study findings with no associated text from the original source text, or

else hallucinated the existence of graphs from additional studies (e.g., “This chart shows the probation rates

of the US population ...”). These hallucinations reported correct information, even though the information

was not reported in the source text.

9 hallucinations included incorrect information not from the original text. These hallucinations added

unrelated findings to the summary that were not reported in the study. Examples include hallucinating an

association between asthma and nut intake, while the original article reported on nut intake and neuropsy-

chological development.

Including correct and incorrect information not from the original text are similar to extrinsic hallucina-

tions in the summarization literature [Goyal and Durrett, 2021], or information insertion in the simplification

literature [Devaraj et al., 2022], which both refer to hallucinations adding information not found in the orig-

inal source.

Reversing the direction of findings occurred in 5 hallucinations. These hallucinations reported the exact
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Figure C.1: Study 2 (§6.3): distribution of ratings for each subjective reading experience measure across
complexity levels. The ratings were based on the following questions: Reading ease: “How easy was
it for you to read the article?”, Value: “How much would you agree that this article contained valuable
information?”, Understand: “How confident do you feel in your understanding of the article?”, Interest:
“How interesting did you find the article?” Notice the greater number of high ratings (blue) and fewer low
ratings (orange) as participants are presented with less complex summaries.

opposite result than was reported in the original study. These hallucinations are considered intrinsic hallu-

cinations, or information substitution which are hallucinations that include information in direct contrast to

the original source [Maynez et al., 2020; Devaraj et al., 2022].

These three types of hallucinations are well-documented in literature studying generative model hallu-

cinations [Maynez et al., 2020; Goyal and Durrett, 2021; Cao et al., 2022; Devaraj et al., 2022]. We add to

this previous literature by showing how such hallucinations occur in this reading context.

We also explored using automated methods to identify hallucinations. We tried two commonly used

automated measures for hallucinations, SummaQA [Scialom et al., 2019b] and entity-level F1 [Nan et al.,

2021]. SummaQA uses a BERT-based question answering model to answer questions extracted from the

source text with the summary text. We use the original extracted sentences as the source text. Entity-level F1

measures the number of entities that occur in a generated summary compared to the ground truth summary.

We use scispacy [Neumann et al., 2019] to extract entities. We observed no significant differences in

either score between generated summaries with or without hallucinations (two-sided t-test t118 = 0.04,

p = 0.972 for SummaQA F-score, t118 = 1.90, p = 0.119 for entity-level F1 after Holm correction). When

inspecting the scores of generations, we also observed that both scores skewed positively (i.e., measured

less hallucinated content) towards summaries that had language more similar to the original. This led to the

scores negatively impacting the lower complexity summaries since they used language more distinct from

the original researcher version. Based on these results, we did not use any automated factuality scores to

curate the summaries.
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Figure C.2: Study 2 (§6.3): distribution of ratings for each subjective reading experience measure across
complexity and participant topic familiarity. (a) As familiarity increases, the rating levels across all metrics
generally increases. (b) As familiarity increases, the distribution over ratings become more similar across
complexity levels, especially seen in the proportion of “1” and “5” ratings.
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Measure χ2
full−none p

Expert-Written

Reading ease 181.04 < 0.0001
Value 19.64 0.0017
Understanding 134.63 < 0.0001
Interest 61.64 < 0.0001
Multiple Choice Comprehension 14.81 0.0051

Generated

Reading ease 108.33 < 0.0001
Value 10.65 0.0031
Understanding 55.08 < 0.0001
Interest 26.87 < 0.0001
Multiple Choice Comprehension 15.43 0.0078

Table C.2: χ2 and Holm-Bonferroni-corrected values for goodness-of-fit tests. Bolded values are signifi-
cant.

Data table of goodness-of-fit tests values. Statistically significant pairwise differences are reported in the
text.
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Prompt
Level

Summary

Second-
grade
student

In this study, people who could do more than 40 pushups were associated
with a reduced risk of having a heart problem in the next 10 years, compared
to those who could do fewer than 10. The study also found that people who
could do more than 10 pushups had a reduced risk of having a heart problem,
and that the risk decreased as the number of pushups increased.

Seventh-
grade
student

This study found that people who could do more than 40 pushups were less
likely to have a heart problem in the next 10 years. The study also found that
the more pushups someone could do, the less likely they were to have a heart
problem.

College
student

This study found that people who could do more than 40 pushups had a
significantly lower risk of having a cardiovascular disease event, compared to
those who could do 10 or fewer. This may be because those who could do
more pushups also had better baseline cardiovascular disease risk factors.
They also found that people who could do 11 or more pushups at the start of
the study had a lower risk of having a cardiovascular disease event during the
study.

Table C.3: Examples of the generated summaries with different prompts. Note that the prompts were not
used to select complexity levels. This part of the summaries was under the heading “What did the paper
find?” Notice how the second grade prompt is slightly longer and uses larger words (e.g., “associated with
reduced risk” compared to “less likely to”) than the seventh grade prompt. At the same time, the college
student prompt uses more complex language (e.g., “cardiovascular disease event”) compared to both other
generations.
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